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Abstract

The variational multiscale (VMS) approach based on a high-order discontinuous
Galerkin (DG) method is used to perform LES of the sub-critical flow past a circular
cylinder at Reynolds 3 900, 20 000 and 140 000. The effect of the numerical flux
function on the quality of the LES solutions is also studied in the context of very
coarse discretizations of the TGV configuration at Re = 20 000. The potential of
using p-adaption in combination with DG-VMS is illustrated for the cylinder flow at
Re = 140 000 by considering a non-uniform distribution of the polynomial degree
based on a recently developed error estimation strategy [57]. The results from these
tests demonstrate the robustness of the DG-VMS approach with increasing Reynolds
number on a highly curved geometrical configuration.

Keywords: Discontinuous Galerkin method, large-eddy simulation, variational
multiscale approach, p-adaptation, cylinder flow

1. Introduction

Thanks to the exponential increase in cheap processing power over the last decade
and GPU technology advancing at a fast pace, the large-eddy simulation (LES) tech-
nique, which for many years has remained unaffordable at the industrial scale, is
becoming within reach of the aerospace industry.

Even though the Reynolds-averaged Navier-Stokes (RANS) approach constitutes
today the main simulation tool for a wide range of aeronautical configurations, the
inability of RANS models to accurately predict massively separated flows and large-
scale unsteady phenomena restricts their applicability to steady or mildly unsteady flow
problems. In the context of highly unsteady configurations, the large-eddy simulation
(LES) technique therefore represents an attractive alternative to RANS.

The derivation of the LES equations is based on the concept of spatial filtering or
projection, by which the turbulent field is decomposed into a large-scale component,
and a subgrid-scale (SGS) component, representative of the small scales of turbulence.
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In LES, the large scales are explicitly computed, whereas the effect of the small scales
on the resolved field is modelled. In general, it is expected that the large scales captured
by LES will provide an accurate prediction of the kinetic energy, or equivalently,
that its SGS component will be small. This is why LES requires highly accurate
numerical schemes and considerably higher resolution levels than those typical of
RANS simulations, for which only mean flow quantities have to be computed.

In particular, the variational multiscale (VMS) approach to LES [31] deserves some
attention, thanks to its ability to control the excessive dissipation introduced at the large-
scale level, which is one of the main drawbacks of most commonly used SGS models.
The main idea behind the VMS method is thus to restrict the effect of the SGS model to
a small range of resolved scales, called the small resolved scales, by means of high-pass
filtering or projection. A fundamental assumption of this approach is therefore that
the effect of the unresolved scales on the large resolved scales can be neglected. This
feature is particularly interesting for the simulation of transitional flows [21], as those
that will be considered in this paper.

TheVMS approachwas originally proposed byHughes et al. [31] as a framework for
constructing stable finite-elementmethods (FEM) for approximatingmultiscale physical
phenomena. The first formulation of VMS in the context of LES was published a little
later [32]. Concurrently, Collis proposed in [17] a reformulation of the formalism
introduced in [32], based on a three-scale decomposition of the solution, and clarified
the role the SGSmodel in the VMS formulation. The first application of VMS to LES of
incompressible turbulence was based on spectral methods and was reported in [32, 33,
34, 62]. In these early studies, the separation of scales is straightforwardly performed in
spectral space by employing a sharp cutoff filter. An extension of VMS to unstructured
grids was soon proposed by Jansen and Tejada-Martínez [37], in the context of a
continuous Galerkin (CG) FEM based on hierarchical basis functions. Scale-separation
was here achieved via splitting of the hierarchical bases into low-order polynomials,
associated with the large resolved scales, and high-order polynomials, associated with
the small resolved scales. This methodology was assessed on a homogeneous isotropic
turbulence configuration, considering hexahedral and tetrahedral meshes. Still in the
context of CG-FEM, John and Kaya [38] put forward a VMS formalism in which
the separation of scales is performed in the reference FE space, very similar in spirit
to the procedure proposed in [37]. In [38], the authors apply the proposed method
to the simulation of the three-dimensional mixing layer problem and the flow past
a square cylinder. Wasberg et al. [72] have also proposed a VMS approach for the
spectral element method (SEM) based on tensor products of Lagrangian interpolants
of Legendre polynomials. The scale decomposition is then carried out using the modal
representation of the solution via appropriate operators. In [72], the method was
assessed on the turbulent channel flow at Reτ = 180, 550 and 950. A VMS approach
in the framework of the finite-volume method (FVM) has also been developed by
Gravemeier [27]. This approach relies on the use of multigrid operators to carry out
the splitting of the resolved scales into large and small, and was effectively applied to
perform LES of the incompressible flow in a diffuser. Since then, such methods have
been successfully applied to the simulation of incompressible turbulence by means of
various numerical methods and in combination with different SGS models (see [2]
and [66] for an exhaustive review).
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A compressible formulation of the VMS approach on unstructured meshes was
independently proposed by Koobus and Farhat [40] and by Levasseur et al. [41]. The
methodology proposed in [40] relies on a grid-agglomeration procedure in the context
of a hybrid FE/FV method. A Germano-like dynamic version of this approach which
dynamically adapts the model constant was later proposed in [23]. This methodology
has been applied to study the aerodynamics of bluff bodies in a number of works [63,
54, 36]. On the other hand, the VMS method developed in [41] employs a stabilised
FEM based on a Galerkin/least-squares (GLS) approach to discretize the compressible
N-S equations in entropy variables. Scale separation in VMS is achieved by the use of
a second-order Taylor expansion of the Gaussian filter. The proposed VMS formalism
was applied to the simulation of freely decaying isotropic turbulence in the limit of
infinite Reynolds numbers. More recently, Yser et al. [75] and Yser and Bailly [76]
have also used the GLS-FEM and third-order elements to perform hybrid RANS-
VMS simulations of a three-element high-lift airfoil using VMS. In contrast to the
methodology reported in [41], the scale decomposition is now carried out by extracting
the low-order component of the solution, which is expressed in terms of polynomial
interpolating functions. Asmentioned by the authors in [76], this approach considerably
reduces the computational overhead associated with the scale separation step in VMS.
In the context of the SEM, Munts et al. [55] have proposed a compressible formulation
of the VMS method based on the use of high-order hierarchical modal basis functions.
In this modal setting, the decomposition of the resolved scales becomes straightforward.
In [55] the authors performed up to fourth-order LES simulations of a turbulent channel
flow at Reτ = 180. This same methodology was later successfully employed in the
research reported in [35].

The potential of the VMS approach in the context of high-order discontinuous
methods is, however, far from being fully exploited. Indeed, high-order discontinuous
compact methods (Discontinuous Galerkin, Spectral Differences, Flux Reconstruction,
etc.) provide increased flexibility with respect to classical low-order FEM and FVM.
In particular, the choice of the local scale-separation parameter, which sets the limit
between the large and the small resolved scales, can be conveniently adapted to the
local resolution requirements of the flow, as has been recently demonstrated in a-priori,
as well as in dynamic tests of the 3D Taylor-Green vortex (TGV) configuration at
Re = 5 000 [56].

Discontinuous Galerkin (DG)methods are high-order variational methods that relax
the condition of continuity of the polynomial approximation by penalising discontinu-
ities through a choice of numerical flux shared across element boundaries. This structure
has many practical benefits, in particular, the excellent scalability they offer for unsteady
problems with explicit time stepping [16].

The variational framework provided by the high-order modal DG approach allows
for a straightforward separation of scales using the polynomial basis functions, making
this type of discretization a very appealing tool for LES using multiscale methods. The
first use of VMS in the framework of DGmethods has been reported by Collis [18]. The
modal DG method in combination with the VMS approach based on the Smagorinsky
model has been successfully applied to the TGV configuration at Re = 3 000 in [13,
15, 7] and to the circular cylinder configuration at Re = 3 900 [7]. In [1], Abbà et al.
have developed an anisotropic dynamic VMS model in the context of a high-order DG
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method for compressible LES. To this end, the authors exploit the hierarchical nature
of the FE basis to define the grid and test filters via projection operators. The proposed
dynamic approach is applied in [1] to the plane channel configuration at M = 0.2, 0.7
and 1.5 and to the 2D periodic hill test case at Reb = 3 900 and M = 0.2. In [4], Bando
et al. have performed computations of compressible homogeneous isotropic turbulence,
showing the good performance of the DG-VMS approach with respect to an implicit
LES approach based on an entropy-bounded DG scheme [48]. Finally, in recent work,
the spectral properties of the DG-VMS approach have been studied in detail by Naddei
et al. [56]. The outcome of this study opens new perspectives on the use of VMS in the
context of high-order methods.

In this work, the scale-resolving capabilities of a high-order modal DG method [14,
20] are illustrated on a number of turbulent flow configurations. In particular, we
evaluate the performance of the DG-VMS technique on the TGV configuration at
Re = 20 000 and for the flow past a circular cylinder at Re = 3 900, 20 000, and 140 000.
The latter test case constitutes a more complex configuration, involving real boundary
conditions and flow separation. The no-model as well as the standard LES approaches
are also considered and compared to DG-VMS for Re = 3 900. The results from the DG
simulations are assessed by detailed comparisons against reference data from CFD and
experiment. The effect of the numerical flux function on the different terms involved in
the kinetic energy balance equation is also studied in the case of the TGV configuration
at Re = 20 000. Finally, the potential of using static p-adaptation in combination
with DG-VMS is illustrated for the cylinder flow configuration at Re = 140 000 by
considering a non-uniform distribution of the polynomial degree based on a recently
developed error estimator [57]. We will see in Sec. 6.5 that for this more challenging
configuration the use of p-adaptation allows us to increase the accuracy of the computed
solution, while keeping the number of degrees of freedom (DOFs) at a reasonable level.
The use of a static p-adaptive strategy is in this case justified by the statistically steady
character of this flow. In practice, p-adaptation is performed in the inhomogeneous
streamwise and cross-stream directions only, whereas in the homogeneous spanwise
direction p is kept constant.

This paper is organised as follows. After introducing the governing equations in
Sec. 2, the standard LES and VMS formulations based on a modal DG method are
presented in Secs. 3 and 4. In the framework of the TGV configuration, the focus of
Sec. 5 is to study the effect of the flux functions used in the DG method on the accuracy
of the solutions. Section 6 reports the results from the DG-LES simulations of the
cylinder flow configuration for the three Reynolds numbers considered. Finally, Sec. 7
lays out the main conclusions drawn from this research.

2. Governing equations

LetΩ ⊂ R3 be a bounded domain. The compressibleNavier-Stokes (N-S) equations,
with appropriate boundary conditions in ∂Ω, read

∂u
∂t
+ ∇ · (Fc (u) − Fv (u,∇u)) = 0 , inΩ (1)
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where u = (ρ, ρv, ρE)T is the vector of conservative variables. The vectors Fc , and Fv
are the convective and viscous fluxes, respectively,

Fc = (ρ, ρv ⊗ v + pI, (ρE + p)v)T , Fv = (0, τττ, τττ · v − q)T (2)

In (2), τττ represents the shear-stress tensor, given by

τττ = µ

(
2S − 2

3
(∇ · v) I

)
with S =

1
2

(
∇v + ∇vT

)
(3)

µ is the dynamic viscosity and S the rate-of-strain tensor. The heat-flux vector is written
as q = −k∇T , with T the temperature and k the thermal diffusivity.

3. The DG-LES formulation

Let Ωh be a shape-regular partition of the domain Ω, into N non-overlapping
and non-empty cells K of characteristic size h. We also define the sets Ei and Eb
of interior and boundary faces in Ωh , respectively, such that Eh = Ei ∪ Eb . Let
Vp

h
= {φ ∈ L2(Ωh) : φ|K ∈ Pp(K), ∀K ∈ Ωh} be the functional space of piecewise

polynomials of degree at most p, and (φ1
K, . . . , φ

Np

K ) ∈ Pp(K) a hierarchical and
orthonormal modal basis of Vp

h
, of dimension Np , confined to K [6]. The solution in

each element is thus expressed as a linear expansion of basis functions, the coefficients
of which constitute the degrees of freedom (DOFs) of the problem at hand. The LES
technique used in this research is based on the projection of the N-S equations onto the
functional spaceVp

h
. This projection operation implicitly defines a partitioning of the

solution such that a turbulent field u is decomposed into its resolved, uh , and unresolved
components, u − uh . The variational form of the LES equations thus reads: find uh in
Vp

h
such that ∀ φh ∈ Vp

h
we have

∂

∂t

ˆ
Ωh

φhuhdV + Lc(uh, φh) + Lv(uh, φh) = Lsgs(u, uh, φh) (4)

where we have used the definition of the L2-projection, i.e.
´
Ωh
(u − uh)φh = 0 , ∀φh ∈

Vp
h
. In Eqn. (4) Lc and Lv represent the weak form of the convective and viscous

terms, respectively. The term Lsgs on the right-hand-side of Eqn. (4), is the variational
form of the SGS residual representing the effect of the unresolved scales u − uh on the
resolved field uh .

We now introduce the following notation: for a given interface in Ei we define the
average operator

{{
u
}}
= (u+ + u−)/2 and the jump operator [[u]] = u+ ⊗ n − u− ⊗ n,

where u+ and u− are the traces of the variable vector u at the interface between elements
K+ and K−, and n denotes the unit outward normal vector to an element K+. The DG
discretization of the convective terms reads

Lc(uh, φh) � −
ˆ
Ωh

Fc(uh) · ∇hφhdV

+

ˆ
Ei
[[φh]]hc(u+h, u

−
h, n)dS +

ˆ
Eb
φ+hFc

(
ub

(
u+h, n

) )
· ndS (5)
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where the boundary valuesub = ub

(
u+
h
, n

)
are computed so that the boundary conditions

are satisfied on Eb . In this paper, a modified version of the local Lax-Friedrichs (LLF)
flux [68] and the Roe scheme [67] has been employed, which reads

hc

(
u+h, u

−
h, n

)
=

1
2

(
Fc

(
u+h

)
· n + Fc

(
u−h

)
· n + αD

(
u+h, u

−
h, n

) )
(6)

where D
(
u+
h
, u−

h
, n

)
is the upwinding dissipation function associated with the selected

numerical flux. This is scaled by a coefficient α ∈ [0, 1] to calibrate the amount
of numerical dissipation introduced. In the limiting case of α = 0 we have a (non
dissipative) central scheme, while for α = 1 we recover the standard version of the flux
functions [68, 67].

The discretization of the viscous terms is performed using the symmetric interior
penalty (SIP) method originally proposed by Arnold et al. [3],

Lv(uh, φh) �
ˆ
Ωh

Fv(uh,∇huh) · ∇hφh dV

−
ˆ
Ei
[[φh]]

{{
Fv

(
uh,∇huh

)}}
· n dS −

ˆ
Eb
φ+hFv

(
ub,∇ub

)
· n dS

−
ˆ
Ei
[[uh]]

{{
GT (

uh

)
∇hφh

}}
· n dS −

ˆ
Eb
(u+h − ub)

{{
GT (

ub

)
∇hφ+h

}}
· n dS

+

ˆ
Ei
[[φh]]δδδ (uh) · n dS +

ˆ
Eb
φ+hδδδb

(
u+h, ub

)
· n dS (7)

where G (uh) = ∂Fv(uh,∇huh)/∂
(
∇huh

)
is the so-called homogeneity tensor, so that

the viscous fluxes may be written as Fv(uh,∇huh) = G (uh) ∇huh . Following the
approach proposed by Hartmann and Houston [28], the penalty functions are written as

δδδ (uh) = σ
{{

G (uh)
}}
[[uh]] (8)

δδδb
(
u+h, ub

)
= σb

{{
G (ub)

}} (
u+h − ub

)
(9)

where σ and σb are called the penalty coefficients. In this work, the optimal penalty co-
efficients derived in [29] in the context of hybrid meshes are adopted. In the framework
of p-adaptive methods, the polynomial degree p in each of the two elements sharing an
interior face f = ∂K+ ∩ ∂K− might take on different values. In this case, the penalty
coefficient is given by σ = ηmax (cK+, cK− ), where, if we consider hexahedral meshes,
the function cK is defined for each mesh element K by

cK =
(pK + 1)2

VK

©«1
2

∑
f ∈∂K\Eb

Af +
∑

f ∈∂K∩Eb

Af
ª®¬ (10)

in which pK is the polynomial degree associated with element K , VK its volume, and
Af the surface of a face f ∈ ∂K . On a boundary face, the penalty coefficient is
simply defined by σb = η cK+ . The constant η is taken equal to one for the simulations
presented in this work.
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The integrals in Eqns. (5) and (7) are computed by means of the Gauss-Legendre
quadrature with q = p + 1 + m points in each space direction, where m depends on
the test case considered. As regards time integration, an explicit third-order accurate
Runge-Kutta method is employed.

The effect of the subgrid scales can be approximated by a closure term that depends
only on the resolved field, Lsgs(u, uh, φh) ≈ Lm(uh, φh). The compressible LES
formalism of [44] is used here, which consists in introducing a SGS flux vector of the
form,

Fm = (0, τ sgs,−q sgs)T (11)

Using the eddy-viscosity assumption, the SGS stress tensor τττ sgs is written as

τ
sgs
i j = ρhνt

(
2Si j −

2
3

Skkδi j

)
(12)

where ρh is the resolved density, Si j are the components of the resolved rate-of-strain
tensor S, and νt the turbulent eddy viscosity. The SGS heat-flux vector is given by

q sgs
i = −ρhCp

νt
Prt

∂Th
∂xi

(13)

where Th denotes the resolved temperature and Prt is the turbulent Prandtl number,
assumed to be constant and equal to 0.6.

In this work, two SGS models are considered, the Smagorinsky model [70] and
the Wall-Adapting Local Eddy-viscosity (WALE) approach proposed by Nicoud and
Ducros [60].

The Smagorinsky model

For the Smagorinsky model, νt is expressed as

νt = (Cs∆)2 |S| ; |S| =
√

2Si jSi j (14)

In (14), Cs is the model constant, set in this work to Cs = 0.1, and ∆ is the local filter
width defined in terms of the volume of the element, VK , and the local polynomial
degree, pK , namely, as ∆ = 3√

VK / (pK + 1).

The WALE model

This model is based on a tensor invariant and is able to represent the proper scaling at
the wall, νt = O(y3). In the WALE approach, the eddy viscosity νt is expressed as

νt = (CW∆)2

(
Sd
ijS

d
ij

) 3
2

(
Si jSi j

) 5
2 +

(
Sd
ijS

d
ij

) 5
4

(15)

where Sd
ij is defined by

Sd
ij =

1
2

(
g2
i j + g

2
ji

)
− 1

3
δi jg

2
kk (16)
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and it represents the symmetric part of the tensor g2
i j = gikgk j , where gi j = ∂uh,i/∂xj .

The filter width ∆ is defined for each element as above, and the model constant is set to
CW ≤ 0.6 as recommended in [60].

Based on the formalism laid out above, the model term Lm(uh, φh) is discretized
using the same scheme employed to discretize the viscous fluxes (see Eqn. (7)). Formore
details on the DG-LES formalism used in this work, the reader is referred to [15, 20].

4. The DG-VMS formulation

In VMS we assume that the effect of the unresolved scales on the largest resolved
scales is negligible and thus the effect of the SGS model is confined to a range of small
resolved scales. This is obtained in the DG-VMS framework by splitting the polynomial
solution space Vp

h
into a low-order component Vl ≡ VpL

h
⊆ Vp

h
, associated with

the large scales, and a high-order component Vs ≡ Vp
h
\ Vl representing the small

resolved scales, where pL is called the scale-partition parameter. In this work, the
SGS model term is computed from the full resolved field, as proposed in [15], and
the effect of the SGS model is removed from all scales belonging to Vl by enforcing
Lm(uh, φh) = 0, ∀φh ∈ Vl .

5. Choice of numerical flux based on TGV simulations at Re = 20 000

Recent research has highlighted the deficiencies of the LLF scheme for the simula-
tion of low-Mach number turbulence in the context of under-resolved DG simulations
of the Euler equations [52, 53] and in studies of 2D grid turbulence [51], based on a
no-model, or implicit LES (ILES), approach.

In this section we focus on the effect of the flux functions defined in Sec. 3 on
the different components of the kinetic energy (k.e.) balance equation when a SGS
modelling approach is employed at high (but finite) Reynolds number. To this end,
we perform DG simulations of the TGV configuration at Re = 20 000 and M0 = 0.1,
based on the standard LLF and Roe schemes and their respective modified versions.
For comparison, the ILES approach is also considered.

5.1. The Taylor-Green vortex configuration
The TGV model problem constitutes a benchmark test case for the evaluation of

numerical schemes and LES modelling approaches. It represents a transitional flow in
a tri-periodic box defined in the domain Ω = [−π, π]3.

The initial condition is given by a solenoidal velocity field with components (u, v,w)
and a pressure field p satisfying Poisson equation, namely

u(x, 0) = sin(x)cos(y)cos(z)
v(x, 0) = −cos(x)sin(y)cos(z)
w(x, 0) = 0

p(x, 0) = 1
γM2

0
+

1
16
(cos(2x) + cos(2y)) (cos(2z) + 2)
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Simulation Order q # Elt. # DOFs SGS Model ∆t

VMS-36P6 7 9 363 2523 VMS 5 · 10−4

ILES-36P6 7 9 363 2523 - 5 · 10−4

Table 1: TGV configuration at Re = 20 000. Details of DG-LES simulations performed.

where γ is the adiabatic index and M0 the Mach number. The density at t = 0 is
assumed to be constant and equal to ρ(x, 0) = 1.

The flow is characterised by a transient phase in which the initial large-scale vortices
break up into smaller vortices generating a 3D turbulent energy cascade and reaching
a peak of dissipation after which turbulence decays freely. The rate at which the k.e.
decays during this final stage is provided by the k.e. balance equation

− dEk

dt
= ε + εc (17)

in which Ek is the volume-averaged k.e., ε is the viscous dissipation rate and εc is
the work done by the thermodynamic pressure. These three quantities are defined as
follows

Ek =
1

ρ0 |Ω|

ˆ
Ω

ρ
v · v

2
dΩ (18)

ε =
1

ρ0 |Ω|

ˆ
Ω

2 µS(d) : S(d) dΩ (19)

εc =
1

ρ0 |Ω|

ˆ
Ω

−p∇ · u dΩ (20)

where µ is the molecular viscosity, ρ0 is the volume-averaged density, and S(d) =
S − 1

3 (∇ · v) I denotes the deviatoric part of the rate-of-strain tensor. Note, that the
enstrophy

ξ =
1

ρ0 |Ω|

ˆ
Ω

ρ
ω · ω

2
dΩ (21)

is directly related to the viscous dissipation by the relation ε = 2 µ
ρ0
ξ.

5.2. DG-LES simulations of the TGV problem at Re = 20 000
In this section, the results from the DG simulations are reported and compared

to DNS data. The reference DNS has been performed using the sixth-order finite-
difference incompressible solver Incompact3D on a grid composed of 34563 nodes
[19, 42].

A very coarse resolution is considered in the LES, corresponding to a total number
of DOFs of about 2523. This amounts to approximately 1/143 of the number of DOFs of
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Figure 1: TGV configuration at Re = 20 000. Left: dissipation components of k.e. balance Eqn. (22).
Right: Fourier spectra of DNS data at Re = 20 000. The vertical dashed line corresponds to the cut-off
wavenumber used to filter the DNS data for the selected resolution.

the reference DNS. The polynomial degree employed in these simulations is p = 6 and
the number of quadrature points used to perform the integrals q = 9. The computational
grid is composed of 36 cubic elements in each direction of space. The details of the
DG simulations performed are summarised in Table 1.

5.3. LES kinetic energy balance equation
In an LES, the k.e. balance equation involves an additional term, εsgs , called the

SGS dissipation, namely,

−dĒk

dt
= εls + εsgs + εc (22)

where Ēk represents the k.e. of the resolved velocity field.
The term, εls , is computed from the expression (19) using the resolved velocity field

and is now called the large-scale (LS) dissipation. The LS dissipation is related to the
resolved enstrophy by εls = 2 µ

ρ0
ξ̄, where ξ̄ is computed from (21) by using the resolved

vorticity. The SGS dissipation, εsgs , on the other hand, accounts for the dissipation
that should be provided by the unresolved scales and has to be modelled. Finally, if the
Mach number is low, the compressibility term, εc , is expected to be negligible.

The time-evolution of the different components involved in the k.e. balance equation
(22) is shown in the left panel of Fig. 1. These quantities have been computed from
the reference DNS by applying a sharp cut-off filter in Fourier space, with cut-off
wavenumber equal to half the number of DOFs considered in the LES simulations, i.e.
kc = 126. For reference, the k.e. dissipation from the unfiltered DNS field, − dEk

dt , is
also shown, which is almost identical to the filtered DNS k.e. dissipation, − dĒk

dt . The
right panel of Fig. 1 shows the energy spectra of the DNS at t = 14 (in normalised time
units) as well as the cut-off wavenumber kc = 126. We can see from the leftward plot
that, for this particular combination of coarse resolution and high Reynolds number,
the associated SGS dissipation is dominant over its LS counterpart during the turbulent
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breakdown. This represents a challenging situation in which the SGS model will play
a primary role in the LES simulation.

5.4. Simulation assessment strategy
In order to assess the quality of our simulations, the time evolution of εls , εsgs , εc ,

and −dĒk/dt, will be monitored. The derivatives involved in the definition of εls and
εc , Eqns. (19) and (20), respectively, are computed from the DG-LES solution using
differential operators which are consistent with the numerical scheme. By consistent,
we mean that the differential operator takes into account the jumps across the element
interfaces via appropriate lifting operators [5].

Particular focus is placed on the LS dissipation, εls , as this quantity is very sensitive
to the amount of SGS and numerical dissipation present in the computation. This is in
contrast with the k.e. dissipation, −dĒk/dt, which, as will be seen below, appears to
be much less affected by the numerics. Note as well that the evolution of the enstrophy
(not shown in this study) is equivalent to that of the LS dissipation scaled by a factor
ρ0/2µ.

As mentioned above, the LS dissipation is computed from Eqn. (19), using the
DG-LES velocity field. This quantity will be compared with that obtained from the
DNS data. To this end, the DG-projection filter associated with the employed hp-
discretization is applied to the DNS data. The procedure followed to define this filtering
operation is described in detail in [56]. Note however that the levels of εls resulting
from this filtering procedure can be very different from those displayed by εls in Fig. 1.
Indeed, as shown in [56], the (discontinuous) DG-filter is not equivalent to a sharp
cut-off in Fourier space. It is in fact not possible to define a global transfer function in
Fourier space from the inherently local DG-projection operator.

As regards the SGS dissipation, this contribution is computed from Eqn. (22) by
writing,

εsgs = −
dĒk

dt
− εls − εc (23)

We note that in the framework of an LES simulation, the SGS component, εsgs , can
be interpreted as the sum of two contributions. The first results from the dissipation
provided by the SGSmodel, that we denote by εmod , and the second from the dissipation
introduced by the employed numerical scheme, which will be referred to as εnum, such
that εsgs = εmod + εnum.

In the case of an ILES simulation, it is obvious that the first contribution is equal to
zero and the SGS dissipation is solely due to the dissipation introduced by the numerical
scheme, i.e. εsgs = εnum. On the other hand, when an eddy-viscosity approach
is employed in a model-based LES simulation, εmod can be computed directly from
Eqn. (19) by replacing µ by the expression of the eddy viscosity µt , namely,

εmod =
1

ρ0 |Ω|

ˆ
Ω

2 µt S(d) : S(d) dΩ (24)

in which S(d) is computed from the resolved velocity field. In this case, the contribution
of the numerical dissipation to the k.e. dissipation could be derived from εnum =

− dĒk

dt − εls − εmod − εc .
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In the context of a VMS-like approach, finding an explicit expression for εmod

becomes more involved. The reason is that in this case the modelled SGS stress tensor
is only applied to a given range of modes, defined by the scale-partition parameter pL

(see Sec. 4). A way to proceed would thus be to compute the dissipation due to the
model term directly from the modelled SGS stress tensor, τsgs , by writing

εmod =
1
|Ω|

ˆ
Ω

vs · (∇ · τsgs)
s

dΩ , with τsgs = 2 µtS(d) (25)

in which v is the resolved velocity vector and the operator (·)
s
represents the projection

of a quantity onto the polynomial space associated with the high-order modes, given by
Vs ≡ Vp

h
\ VpL (see Sec. 4). This implies that an expression for εmod of the form of

Eqn. (24) above is not readily available.
Note as well that, in a DG-LES, expression (25) is not strictly equivalent to Eqn.

(24). Observe that the computation of (∇ · τsgs)
s
, involves two contributions, one from

a volume integral and another one from a surface integral. The latter contribution
vanishes if the jumps in the solution across element interfaces are negligible. This
will rarely be the case in an LES. It is well-known that these surface integrals play,
via the jumps, a stabilising role in the simulation [11], and therefore contribute to
numerical dissipation. We thereby see that, in the framework of DG-VMS, separating
the contributions due to purely physical modelling effects from those due to numerical
dissipation in a consistent manner is not straightforward.

The philosophy adopted in this research is thus to consider that our DG-LES so-
lution should follow as closely as possible the physics underlying the k.e. balance
equation (22). The three resolved components − dEk

dt , εls , and εc are then computed
from the DG-LES solution, whereas any other form of contribution to − dEk

dt , whether it
comes from the modelling or from the numerics, will contribute to the SGS dissipation
component and is gathered in εsgs .

We further remark, that when a low-dissipative numerical flux, i.e. α ≤ 0.1, is
considered in conjunction with a high value of the polynomial degree, the effects of
numerical dissipation in our DG-VMS will be considerably reduced. In this case, it
might not be unrealistic to consider that most of the SGS dissipation can be attributed
to the SGS model, and thus that εsgs ≈ εmod .

Finally, we point out that in the context of low-Mach-number flows, the compress-
ibility term, εc , is expected to be negligible. We will see, however, that this term
can actually take on very significant values, and is strongly affected by the numeri-
cal discretization. It could be argued, that there is in principle no guarantee that the
compressibility term computed from the DG-filtered DNS data is zero, and thus that a
negligible value of εc cannot be taken as a quality criterion. We will see however, from
the results presented in Secs. 5.4.1 to 5.4.3, that there is a clear correlation between
the quality of the DG results, in terms of a closer agreement with the reference LS
dissipation, εls , and the fact that εc be small.

5.4.1. ILES simulations: effect of numerical flux
Figure 2 compares the evolution of the dissipation components obtained from the

ILES simulations using the standard LLF and the Roe schemes, i.e. α = 1, for a DG
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Figure 2: TGV configuration at Re = 20 000. Time-evolution of the dissipation components for the ILES-
36P6 simulations using the LLF and Roe fluxes. The symbols represent the reference DG-filtered DNS.

p = 6 discretization.
It is obvious from these plots that −dĒk/dt is nearly unaffected by the amount of

dissipation introduced by the numerical flux. In particular, the peak of dissipation does
not change much in position nor in intensity for the two cases considered. This is in
contrast with εls , which, as we can see from Fig. 2, presents a very different behaviour
for the two schemes considered.

More specifically, the use of the LLF flux leads to an overestimation of the level
of εls , and an underestimation of the level of εsgs , with respect to the DG-filtered
DNS data. The use of the Roe scheme greatly improves the results, with levels of LS
dissipation much closer to the reference data, though still above the reference values,
by about 20% at the location of the peak. This, somehow counter-intuitive, behaviour
appears to be directly related to the non-negligible values of the compressibility term
εc found in these simulations. As shown in Fig. 2, εc represents about 20% and 9% of
the k.e. dissipation peak for the simulations based on the LLF and the Roe schemes,
respectively. In the context of this low-Mach-number flow, it is fair to interpret these
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Figure 3: TGV configuration at Re = 20 000. Time-evolution of the dissipation components for the VMS-
36P6 simulations using pL = 3 and the LLF scheme with different values of the scaling parameter α. The
symbols represent the reference DG-filtered DNS.

non-negligible values of εc as numerical errors. The numerical experiments performed
in the following sections show that the cause of this unacceptable behaviour is linked
to numerical errors introduced via the upwind component of the Riemann solver, also
pointed out in [52]. The magnitude of these errors is related to the magnitude of
the jumps in the DG solution, and therefore to the degree of under-resolution in the
simulation. We will see below, that the use of a SGS model in combination with a
low-dissipative flux function can mitigate this problem.

5.4.2. DG-VMS simulations: effect of numerical flux
Figures 3 and 4 show the time evolution of the dissipation components obtained

from DG-VMS simulations based on the LLF and Roe fluxes, respectively. The effect
of the upwind term has been investigated by considering different values of the upwind
scaling parameter, namely, α = {1, 0.2, 0.1, 0.05}. We note that removing completely
the upwind dissipation, i.e. setting α = 0, leads to divergence of the solution. The
reason for this behaviour is not fully understood, although it seems to be related to the
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Figure 4: TGV configuration at Re = 20 000. Time-evolution of the dissipation components for the VMS-
36P6 simulations using pL = 3 and the Roe scheme with different values of the scaling parameter α. The
symbols represent the reference DG-filtered DNS.

spectral behaviour of the (physical or ideal) SGS dissipation near the grid cutoff, which
VMS cannot exactly replicate. This has been pointed out in [56] (Sec. 2.2, page 111).
It appears from the outcome of the aforementioned study that a minimum amount of
numerical dissipation is required to stabilise the simulation.

In these simulations, the scale-partition parameter is set to pL = 3, for which the
partition ratio, defined by (pL+1)/(p+1), is 0.57. This value is within the recommended
range provided in the literature [30].

The first conclusion emerging from these results is that the SGS model has the
ability to reduce the numerical errors introduced by the numerical flux. This is visible
from the smaller magnitude of the differences observed in the results when the standard
versions of the LLF and the Roe schemes are used, in contrast with the significant change
exhibited by the ILES results (see Fig. 1). This is a consequence of the smoothing effect
that the SGS model has on the solution, which results in weaker jumps, as already
pointed out in [20].

The most important differences are observed when α = 1 in the peak values of εc
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Figure 5: TGV configuration at Re = 20 000. Time-evolution of the dissipation components for the best
VMS-36P6 and ILES-36P6 simulations. The symbols represent the reference DG-filtered DNS.

and εsgs , being, respectively, about 78% higher and 9% lower for the standard LLF
with respect to the standard Roe-based simulation. This is consistent with the trends
found in the ILES computations, although the differences are now much less marked.

From these plots, it appears that the best match with the reference DG-filtered DNS
data is obtained for the values of α = 0.1 and 0.05, for the LLF, and α = 0.1 for the Roe
scheme, for which εc is negligible. For these simulations, the levels of SGS dissipation
amount to about 68% of the k.e. dissipation at the peak, very close to the levels shown
by the spectrally filtered DNS results shown in Fig. 1, for which the peak value of εsgs
represents approximately 70% of the k.e. dissipation at the peak. In the case of the
Roe-based ILES simulation, this value represents only 58% of the k.e. dissipation at the
peak, which is consistent with the overestimation of εls , and thereby, of the enstrophy
ξ̄, found for this simulation.

5.4.3. Comparison of DG-VMS and ILES results and final conclusions
Finally, Fig. 5 compares the results obtained from the ILES computation based on

Roe scheme, and the DG-VMS simulation using a low-dissipative Roe scheme with
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α = 0.1, for which the best overall agreement with the reference filtered DNS has been
found (see Figs. 2 and 4). We can see that although the curves of k.e. dissipation
are very close for both simulations, there are important discrepancies in the three
dissipation components that make up the right-hand-side of the k.e. balance equation.
In particular, the ILES simulation presents lower values of SGS dissipation and higher
values of LS dissipation than for the DG-VMS simulation, as well as a non-negligible
compressibility term. This behaviour is not in agreement with the real physics of this
problem.

To summarise, it appears from this research that the use of the DG-VMS approach
in combination with the least dissipative possible numerical flux leads to the best match
with the reference data, with a slight advantage for the low-dissipative Roe scheme
over the LLF scheme. We have also put forward the strong influence of the numerical
flux function on the no-model DG approach for under-resolved simulations when the
Reynolds number is high, and the much more robust behaviour of the VMS approach.

Note that these conclusions are expected to hold in the context of p-adaptive simu-
lations, such as the one presented in Sec. 6.5. For this type of simulation, high values
of p will be actually selected by the refinement indicator in under-resolved turbulent
regions. In this situation, we have seen that the DG-VMS approach in combination with
a low-dissipative numerical flux performs best. On the other hand, for well-resolved
laminar regions with corresponding low values of the polynomial degree, the ILES
approach is supposed to perform best. We will see however from the results obtained in
the following sections that the combined use of the quasi-central flux and the DG-VMS
method based on a high value of the scale-partition ratio (pL +1)/(p+1) (small fraction
of small scales) leads to equally good results.

Finally, we would like to highlight the importance of examining each of the terms
involved in the k.e. balance equation, rather than focusing on the analysis of an isolated
quantity such as the k.e. dissipation, or even the enstrophy alone. Indeed, we have seen
from this study that a successful LES simulation should be able to yield accurate results
for εls , εsgs and εc , separately.

6. LES of the sub-critical flow past a circular cylinder

The study of flows past cylinders is of relevance to many engineering applications,
such as noise prediction in aircraft landing gears. A characteristic feature of bluff
body aerodynamics is the appearance of a large-scale vortex shedding in the near wake
which can lead to flow-induced sound and vibration of the structure. The ability to
accurately predict this phenomenon across a wide range of Reynolds numbers using
numerical methods is especially challenging. In the context of high-order methods,
the geometrical representation of the cylinder adds an extra level of complexity due
to the necessity to use large curved elements around the wall, when the order of the
polynomial approximation is increased (p-refinement).

The sections that follow report the results from the DG-LES simulations of the
cylinder flow at Re = 3 900, 20 000 and 140 000. In this sub-critical regime, the
boundary layer separates laminarly from the cylinder surface and transition to turbulence
takes place in the free-shear layer. For the lowest Reynolds, three different approaches
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Figure 6: Cylinder flow at Re = 3 900: Computational grid in the far-wake region.

Figure 7: Detail of O-type mesh used in the cylinder simulations. Left: grid used for Re = 3 900 and 20 000.
Right: grid used for Re = 140 000.

are considered: no-model, standard LES based on theWALEmodel, and VMS based on
the Smagorinskymodel. For 20 000 and 140 000, only the VMS approach is considered.

A large number of LES simulations of the circular cylinder configuration at Re =
3 900 can be found in the literature, which employ different numerical methods and SGS
modelling approaches. We can cite for example the work in [74, 49, 54, 63, 9] using
second-order FV methods. Model-based LES simulations of this configuration using
high-order discontinuous methods have been reported by Beck et al. [7] using the stan-
dard LES and the VMS approach based on the Smagorinsky model, and by Ferrer [22]
using an ILES approach based on an DG-Fourier method supplemented by a Spectral
Vanishing Viscosity (SVV) method in the Fourier direction for stabilisation. More
recently, Lodato and Chapelier have performed simulations of this configurations using
the spectral-difference method in combination with a SGS modelling approach [47].

For the two higher Reynolds numbers, a limited number of LES simulations of
this configuration have been, however, reported in the literature. We can cite the work
presented in [69, 54, 50] for Re = 20 000 and in [10, 24] for Re = 140 000 based on
second-order FV methods and different SGS models and grid resolutions.

6.1. Computational grids and model parameters
In all simulations an O-type curved hexahedral mesh is considered in a computa-

tional domain with radial and spanwise extension of 25D and πD, respectively. The

18



Table 2: Computational details of the DG simulations of the cylinder flow configuration. The time step ∆t
is normalised by the cylinder diameter D and the free-stream velocityUc . The number of vortex shedding
periods Tvs over which statistical averaging is performed is denoted by Tavg/Tvs .

Re SGS model Order q Flux # Mdofs ∆r
D (p+1) ∆t

(
Uc

D

)
Tavg

Tvs

3 900 WALE 5 9 LLF (α = 0.1) 2.59 10−2 2.0 · 10−4 100
3 900 VMS (pL = 3) 5 9 LLF (α = 0.1) 2.59 10−2 3.0 · 10−4 150
3 900 - 5 9 Roe (α = 1.0) 2.59 10−2 5.0 · 10−4 150

20 000 VMS (pL = 1) 5 9 LLF (α = 0.1) 2.59 10−2 2.0 · 10−4 95

140 000 VMS (pL = 1) 5 4-10 Roe (α = 0.1) 4.98 4 · 10−3 1.5 · 10−4 71

number of elements in the azimuthal and radial directions is 36. In the spanwise direc-
tion 16 elements are used. This amounts to a total number of elements of 20 736. In
the case of the highest Reynolds number, a higher stretching factor is used in a region
closer to the cylinder, which leads to a more pronounced clustering of the elements in
the vicinity of the wall, with respect to the lower-Reynolds-number case (see Fig. 7).
As will be shown below, this is consistent with the shorter length of the recirculation
bubble expected and the resolution requirements of the boundary layer at this higher
Reynolds number. The focus in this work is therefore on capturing the flow dynamics in
the near-wake behind the cylinder, by putting most of the computational effort in this re-
gion. The region beyond the recirculation area can thus be considered as under-resolved
(see Fig. 6).

The mesh resolution at the wall is ∆r = 0.05D for the first mesh (Fig. 7 left) and
∆r = 0.028D for the second (Fig. 7 right).

A uniform polynomial degree p = 4, is used for the simulations at Re = 3 900
and 20 000, which leads to fifth-order accuracy in space, and an effective resolution
at the wall of ∆r/(p + 1) = 0.01D. The number of unknowns of the problem is 2.59
million DOFs (Mdofs). For the case at Re = 140 000 a non-uniform distribution of
local polynomial degrees is defined based on a recently developed error estimation
strategy [57], which leads to a number of unknowns of 4.98 Mdofs. The p-adaptation
strategy used for this simulation is described in detail in Sec. 6.5.1. The polynomial
degree associated with the first layer of cells at the wall reaches a value of p = 6 after
two iterations of the p-adaptation algorithm, which leads to an effective wall resolution
of ∆r/(p + 1) = 4 · 10−3D.

Periodicity of the flow is assumed in the spanwise direction, and an isothermal no-
slip boundary condition is imposed on the cylinder wall. A laminar free-stream flow at
Mach number M = 0.2 is imposed via a non-reflecting condition at the outer boundary
of the computational domain, and used to initialise the simulations. After a transient
period, a statistically steady (periodic) state is reached, from which the flow statistics
are gathered for a sufficient number of vortex-shedding periods, Tvs , until statistical
convergence is reached.

Following from the conclusions of Sec. 5, the low-dissipative versions of the LLF
and Roe schemes with α = 0.1, have been used in themodel-based simulations, whereas
the standard Roe flux (α = 1) is used in the no-model simulation at Re = 3 900. We note
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that the use of the quasi-central scheme in combination with the no-model approach
leads to the simulation blowing up from its initial stage.

The details of the different simulations performed are compiled in Table 2. Note
that in the version of the VMS algorithm used in this work the scale-partition parameter
pL that sets the limit between large and small scales is constant across the domain.
This implies that the SGS model will also be active in the cells covering the laminar
boundary layer region. This is, however, an improvement with respect to the standard
Smagorinsky model. As mentioned by Lévêque at al. [45], the use of the Smagorinsky
model in a VMS framework leads to a reduced amount of SGS dissipation being applied
to the large resolved scales, compared to the mono-scale Smagorinsky model.

In the DG-VMS simulations presented in this paper, a partition number pL = 3 has
been used for the lowest Reynolds number Re = 3 900, and pL = 1 for the two higher
Reynolds numbers (see Sec. 4 and [15]). This choice is justified by a recent study
carried out by the authors on the spectral properties of the DG-VMS method [59], and
by the research reported in [42]. Indeed, one of the main conclusions drawn from [59]
is that when the resolution limit falls at the beginning of the dissipation range, which
is the case when the Reynolds number is low and/or the resolution is high enough,
the energy transfer to mode-numbers m + 1 ≤ 0.75 (p + 1) is negligible. This is the
case for Re = 3 900, for which we have selected (pL + 1)/(p + 1) = 0.8, consistent
with the aforementioned study. As the Reynolds number is increased to Re = 20 000,
it is expected that the grid cut-off be shifted back towards the inertial range, which
justifies the choice of a lower partition ratio (pL + 1)/(p + 1) = 0.4, implying that a
higher number of modes will be affected by the SGS dissipation. Finally, for the highest
Reynolds number Re = 140 000, for which the polynomial degree is not constant across
the domain, 2 ≤ p ≤ 6 the partition ratio varies between (pL + 1)/(p + 1) = 0.7 for
the well-resolved regions (p = 2) and (pL + 1)/(p + 1) = 0.3 for marginally resolved
turbulent regions (p = 6).

The outcome of our DG-VMS computations will be compared to the high-resolution
LES results obtained by Lysenko et al. in [49] and [50], for Re = 3 900 and Re =
20 000, respectively, considering the same extension of the computational domain
(25 D × π D), and Mach number (M = 0.2) as in our simulations. The DG-VMS
results at Re = 140 000 are contrasted with those obtained by Breuer [10] using a
low-dissipation second-order FV method and the Smagorinsky model on a coarse and
a fine O-type grids with shorter radial extension (15 D) but with the same span width
(π D) as that considered in this work. For the two lower Reynolds numbers, the
integral flow quantities obtained in [54] using a second-order hybrid FV/FE scheme in
combination with the VMS approach are also included for comparison. In addition,
the analysed quantities will be compared to the experimental data available in the
literature [12, 73, 46, 61, 64].

The following sections provide a detailed description of the results obtained from
the DG simulations at the three Reynolds numbers considered.

6.2. Characteristic flow features of cylinder flow at increasing Reynolds number
Figure 8 shows a snapshot of the iso-surfaces of theQ-criterion coloured by theMach

number (left panel) aswell as the streamlines of the time-averaged flowfield (right panel)
for the three DG-VMS simulations performed. The most salient feature from these plots
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Figure 8: Flow past a circular cylinder at Re = 3 900 (top panel), Re = 20 000 (middle panel) and
Re = 140 000 (bottom panel). Left: iso-surfaces of the Q-criterion coloured by the Mach number. Right:
streamlines of mean flow field.

is the shrinking of the recirculation bubbles with increasing Reynolds number, which
is accompanied by an increasingly intense vortex shedding in the cylinder wake. The
plots of the mean velocity fields also reveal the existence of two symmetrical secondary
bubbles near the separation point, in accordancewith the literature [71, 9, 49, 50]. These
vortices are imperceptible for Re = 3 900 and become larger at Re = 20 000. It is worth
noting that for the highest Reynolds number, the two small secondary bubbles showing
up in our simulation were not observed in the experiments, nor in the simulation by
Breuer [10]. These secondary bubbles have also been observed by Karabelas [39],
who performed LES of this configuration using an incompressible solver. No clear
explanation for this discrepancy with the experiments can be given today, and further
research will be necessary to clarify this point.

6.3. Cylinder flow at Re = 3 900: discussion of results
Table 3 compiles, together with the present DG results, the simulation results from

the second-order FV simulation of Lysenko et al. [49] based on the dynamic k-equation
eddy-viscosity model (TKE) and M = 0.2, as well as the PIV and HWA experimental
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Table 3: Cylinder flow at Re = 3 900: integral flow quantities.
Method Model Mach Mdofs ∆r

D (p+1) Tvs Cd Cl,rms −Cp,b St Lr

D

Parnaudeau.et al [64] PIV - - - - - - - 0.21 1.51
Norberg [61] HWA - - - - 0.98 0.04-0.15 0.90 - -
Moussaed et al. [54] VMS 0.1 1.46 10−3 35 0.94 - 0.81 0.22 1.47
Lysenko et al. [49] TKE 0.2 5.76 10−3 150 0.97 0.09 0.91 0.21 1.67
Present DG-O(5) WALE 0.2 2.59 10−2 100 0.96 0.09 0.82 0.21 1.69
Present DG-O(5) VMS 0.2 2.59 10−2 150 0.99 0.16 0.89 0.21 1.49
Present DG-O(5) - 0.2 2.59 10−2 150 1.00 0.15 0.89 0.21 1.42

data of Parnaudeau et al. [64] and Norberg [61], respectively1. For comparison, the
second-order VMS simulation results reported byMoussaed et al. [54] are also included.

If we focus on the wall quantities,Cd ,Cl,rms , and −Cp,b , reported in Table 3, we can
observe an overall good agreement between all three DG simulations and the numerical
and experimental reference data. In particular, the good match found for Cd and Cl,rms

in the case of the DG-WALE approach is consistent with the fact that the WALE
model is able to provide the proper near-wall scaling [60]. As regards the DG-VMS
simulation, these results also highlight the ability of the VMS approach to mitigate the
well-known deficiency of the Smagorinsky model in the case of wall-bounded flows,
namely, the spurious dissipation introduced by this model in laminar flow regions [65].
This property of the VMS method has already been pointed in [45]. In particular,
the values of root-mean-square (rms) of the lift coefficient Cl,rms for the DG-VMS, as
well as for the no-model simulations are in agreement with the uppermost value in the
range provided by Norberg’s experiment [61]. The fact that they are higher than the
reference CFD values and that from the DG-WALE simulation might be interpreted as
the result of a lower amount of numerical dissipation in these simulations. For all DG
simulations, the values of the Strouhal number, St , and base pressure coefficient, −Cp,b ,
are in line with those of Lysenko et al. [49] and in agreement with the experimental
values [64, 61].

As regards the length of the recirculation bubble, Lr , the values predicted by the
DG simulations are within the range of those provided by the reference simulations.
However, while the value obtained from the DG-VMS simulation Lr/D = 1.49 is
in excellent agreement with the experimental value reported in [64], the DG-WALE
simulation yields a value of Lr/D = 1.69 which is about 12% higher, closer to the
value obtained by Lysenko et al. [49]. This overprediction of Lr by the DG-WALE
simulation is a consequence of the excessive dissipation introduced by this (mono-scale)
model in the wake. This also explains the discrepancies found between the DG-WALE
simulation and the experiment in the near-wake velocity statistics presented in the next
section. Remark that this quantity is very sensitive to the amount of numerical and SGS
dissipation in the computation. In fact, the no-model DG approach leads to the lowest
value of Lr/D = 1.42, while the use of the WALE model leads to the largest.

1PIV stands for particle-image velocimetry and HWA for hot-wire anemometry
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Figure 9: Cylinder flow at Re = 3 900: velocity statistics on wake centreline. Left: mean streamwise
velocity. Right: rms of streamwise velocity. • PIV, Parnaudeau et al. [64]; — no-model; — DG-VMS; —
DG-WALE.

6.3.1. First and second-order statistics
To examine in more detail the performance of the different approaches considered,

we have also compared the velocity statistics on the wake centreline, and at three
stations in the recirculation region. These results are compared with the reference PIV
data reported in [64]. The outcome from this comparison can be seen in Figs. 9 and 10.

We can see from the plot of mean streamwise velocity, in the left panel of Fig. 9, that
the best match with the experimental data is obtained for the no-model and the DG-VMS
simulations. The WALE model leads to a rightward shift of the velocity profile with
respect to the experiment, leading to a longer recirculation bubble, as already pointed
out in the previous section. Theminimum of the axial velocity, −Umin/Uc , takes a value
of 0.30 for the DG-VMS and ILES simulations, and of 0.31 for the WALE simulation,
in between the experiment [64] which yields 0.34, and the value of 0.27 reported by
Lysenko et al. [49]. The DG simulations therefore underpredict the experimental value
by approximately 12%.

As regards the profiles of rms of the fluctuating streamwise velocity, u′rms , the
no-model and DG-VMS approaches are able to provide the correct position of the peak,
although they overpredict its value by about 5%. The standard LES, on the other hand,
presents a peak value of u′rms close to the experimental value, although it fails to predict
the correct position of the peak.

It is also obvious from these plots that, beyond approximately x = 3D, the turbulence
levels are not well represented, which is a consequence of the large size of the elements
in this region, as shown in Fig. 6 (see Sec. 6.1).

Figure 10 shows the mean and fluctuating velocity profiles at three stations in the
near wake of the cylinder, namely, x/D = 1.06, 1.54 and 2.02. A quick look at these
figures, and in particular at the plot of shear stresses, 〈u′v′〉/U2

c , shows that the WALE
simulation exhibits the most significant discrepancies with the experimental data. Even
though the no-model simulation clearly outperforms the standard LES approach, it is
the DG-VMS simulation that yields the best agreement with the experimental data. This
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Figure 10: Cylinder flow at Re = 3 900: near-wake velocity statistics at x/D = 1.06, 1.54, and 2.02. • PIV,
Parnaudeau et al. [64]; — no-model; — DG-VMS; — DG-WALE.

is particularly visible form the profiles of Reynolds stresses.

6.3.2. Energy spectra
Finally, Fig. 11 compares the power spectra of the cross-stream velocity fluctuations

from the three DG simulations with those reported by Parnaudeau et al. [64] at four
locations on the wake centreline, namely, x/D = 3, 5, 7, and 10.

These plots reveal the presence of two well-marked peaks corresponding to two
distinct frequencies, the fundamental frequency, located at f / fs = 1 and the second
harmonic, located at f / fs = 3, in perfect agreement with the experiment. It is also
worth noting that these two peaks prevail even in the further-wake regions. This is
despite the clear loss of resolution as we move further down from the recirculation
zone, as mentioned in the previous section. This is already noticeable at x/D = 5, for
which the energy content in the high-frequency range is clearly underestimated with
respect to the experiment.
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Figure 11: Cylinder flow at Re = 3 900: energy spectra at x/D = 3, 5, 7 and 10. • PIV, Parnaudeau et
al. [64]; — no-model; — DG-VMS; — DG-WALE.

As expected, the larger amount of dissipation present in the standard LES compu-
tation is apparent from the lower energy levels exhibited at high wavenumbers, with
respect to the two other simulations.

6.4. Cylinder flow at Re = 20 000: discussion of results
Table 4 compares our DG-VMS results with those obtained by Lysenko et al.

[50] using a second-order low-dissipative FV compressible solver at the same Mach
number M = 0.2 and for the same dimension of the computational domain as in the
present simulation. For reference, the second-order VMS simulation results reported by
Wornom et al. [74] are also shown in this table, as well as the experimental data reported
in [73, 46, 61]. Themain integral flow quantities are compiled in this table. The range of
values shown for the reference simulations correspond to the use of different numerical
schemes and/or SGSmodelling approaches. More details about these computations can
be found in the original papers by the authors [50, 74].
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Table 4: Cylinder flow at Re = 20 000: integral flow quantities.
Method Model Mach Mdofs ∆r

D (p+1) Tvs Cd Cl,rms −Cp,b St Lr

D

Experiments [73, 46, 61] - - - - - 1.14-1.20 0.40-0.60 1.07-1.20 0.19 -
Wornom et al. [74] VMS 0.1 1.80 10−3 30 1.27 0.60 1.09 0.19 0.80
Lysenko et al. [50] SGS 0.2 12.40 5.6 10−4 75 1.33-1.36 0.61-0.70 1.11-1.14 0.18-0.19 0.57-0.69
DG-VMSO(5) VMS 0.2 2.59 10−2 95 1.39 0.64 1.42 0.19 0.67

We can see from this table that, overall, the results yielded by the DG-VMS fifth-
order simulation are in fairly good agreement with the LES results by Lysenko et al. [50].
This is despite the fact that the DG simulation involves nearly five times fewer DOFs
than the FV simulation. It is worth noting the much smaller effective size of the first
grid cell at the wall, which in the DG simulation is about 18 times smaller with respect
to the reference value. The good prediction achieved with our DG approach is partly
a consequence of the excellent approximation properties of polynomial expansions in
representing thin boundary layers, as pointed out by Gottlieb and Orszag [25].

This coarseness of the mesh in the vicinity of the wall does not seem to impact
the accuracy with which the integral quantities, and in particular the length of the
recirculation bubble Lr , are captured. In fact, the value of Lr is well within the range of
values reported by Lysenko et al. [50]. The length of the bubble obtained by Wornom
et al. [74] is about 19% longer than in our simulation, which might be related to an
insufficient averaging period [64, 43], or a larger amount of numerical dissipation in
their simulation.

The main discrepancies with the CFD data are found for the value of the base
pressure coefficient, −Cp,b , which in the DG simulation turns out to be 25% larger than
the value reported in [50], and 18% larger than the largest experimental value [61]. The
important magnitude of this deviation is rather surprising, since this quantity is closely
related to the drag coefficient, Cd , which appears in good agreement with the value
reported by Lysenko et al. Indeed, the value of Cd yielded by the DG simulation is
only 2% above the upper-most value of the range reported in [50]. A good agreement
with the reference data is also found for Cl,rms , well within the range of values reported
in [50], and only 6% above the upper range value in the experiment. The very different
behaviour observed for these two integral quantitieswith respect to−Cp,b can be justified
by noting that Cd and Cl,rms are obtained by integration of the friction and pressure
coefficients, respectively, over the cylinder wall. The base pressure coefficient, on the
other hand, is a time-averaged point-value quantity, and thus much more sensitive to the
under-resolution of the flow field in a localised region of the domain. The difference
in the quality of the prediction of the integral quantities Cd and Cl,rms , with respect
to −Cp,b can be understood by the fact that the solution of the DG method converges
in terms of the L2-norm of the error (when the exact solution is smooth), and not in
terms of the point-wise value of the error. The large discrepancy found for −Cp,b might
therefore be the consequence of a local lack of resolution in the wall-normal direction,
in the cylinder-base region.

To further assess the quality of our results, the statistics in the near-wake region are
also analysed. Figure 12 shows the mean streamwise velocity along the wake centreline
(left), together with the profile of rms of the axial velocity fluctuations (right). The
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Figure 12: Cylinder flow at Re = 20 000: streamwise velocity statistics on wake centreline. Left: mean
streamwise velocity. Right: rms of streamwise velocity fluctuations. Red solid line: DG − VMS; black
dashed line: incompressible FV simulation (TKE-I in [50]); black solid line: compressible FV simulation
(SMAG−γ in [50]); symbols: experimental data of Lim and Lee [46] at Re = 16 000 (dots) and Re = 24 000
(circles).

present results are compared with the available data from [50] and the experimental
data of Son and Hanratty [71] for Reynolds numbers Re = 16 000 and 24 000.

For the profile of mean streamwise velocity, the only CFD data available is that from
an incompressible FV simulation using the dynamic k-equation SGSmodel (see [50] for
more details). Despite the different physical models used, we can see from Fig. 12 that
the two simulations are in relatively good agreement. As regards the profiles of rms of
the fluctuating streamwise velocity, our results are comparedwith the compressible CFD
results from [50] on a fine mesh and the experimental data of Son and Hanratty [71].
We can see that, overall, our results are in rather good agreement with the reference
numerical data, and well within the range of the values predicted by the experiment.
However, the departure from the experiment becomes apparent from approximately
x/D = 2, and is equally visible in the reference CFD data. This is partly a consequence
of the lack of resolution in this region. It is interesting to note that this under-resolution
does not seem to have a strong effect on the quality of the prediction in the wall region
and near-wake dynamics.

6.5. Static p-adaptive simulation of cylinder flow at Re = 140 000
A DG-VMS simulation of the cylinder flow at Re = 140 000 and M = 0.2 has

been carried out based on a recently developed p-adaptation strategy [57]. The use
of p-adaptation, involving refinement as well as coarsening, allows for an important
reduction of the number of DOFs with respect to uniform refinement, as well as an
increased level of accuracy.

This higher Reynolds number corresponds to the upper subcritical regime for which
the complexity of the flow increases considerably. In particular, the boundary layer
becomes thinner, and the separated shear layer transitions shortly after separation gen-
erating a stronger fully turbulent vortex shedding.

In the next sections a brief description of the p-adaptive algorithm implemented
in the Aghora solver is provided, followed by the main results from the DG-VMS
simulation performed at this higher Reynolds number.

6.5.1. Description of the p-adaptation algorithm
The p-adaptive algorithm employed here is similar to that developed in [57]. The

error estimator used in this work is the small-scale energy density (SSED) estimator
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Figure 13: Flow past a cylinder at Re = 140 000: Distribution of polynomial degree (p = 2 to 6).

proposed in [57], which can also be interpreted as a measure of the kinetic energy
associated with the highest-order modes representing the solution within the element.

The algorithm is initialised by specifying a uniform polynomial degree distribution.
A first simulation is then carried out based on the prescribed polynomial degree that
will serve as initial solution for the next iteration of the p-adaptive algorithm. At each
iteration of the refinement algorithm the simulation is let to evolve until the statistically
steady state is reached. The SSED indicator is then evaluated from the instantaneous
solution over a sufficiently long integration time and its L∞-norm over time is used
as refinement indicator. An element K is then marked for refinement if the value of
the refinement indicator ηK > ηref where ηref denotes the volume-weighted average of
the refinement indicator over the domain. Coarsening is also allowed by introducing
a local coarsening indicator ξK . The coarsening indicator is here defined similarly to
the SSED indicator as the L2-norm of the energy contained in modes corresponding
to both the (p − 1)th and pth order of the instantaneous solution normalised by the
square root of the cell volume. An element is then marked for coarsening if ξK < ε,
where ε is a user-defined threshold. This procedure leads to the selection for refinement
of elements with relatively high values of the error while enforcing a conservative
criterion for coarsening. In the simulation presented in the next section, the refinement
and coarsening thresholds are, respectively, ηref = 1.15 · 10−3 and ε = 2 · 10−4, at the
second iteration of the refinement algorithm.

For the simulations presented in this section, an initial uniform distribution of
polynomial degree p = 4 is used. Two iterations of the adaptive algorithm have been
performed leading to the p-pattern shown in Fig. 13, with p varying from 2 to 6. The
adaptive algorithm allows for the automatic coarsening of the resolution in the laminar
region ahead of the cylinder and refinement in the turbulent region fully enveloping the
vortex shedding structures (as seen in the left panel of Fig. 13).

In order to simplify the averaging procedure, the polynomial degree p is kept
constant in the spanwise direction. This leads to a total number of 4.98 million DOFs.
We remark that if we were using uniform p refinement on the same grid, the necessary
number of DOFs to attain a similar level of accuracy at p = 6 would be of 7.11 million,
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Table 5: Circular cylinder flow at Re = 140 000: comparison of integral flow quantities with the simulation
results of Breuer [10] and Fröhlich et al. [24], and the experimental data of Cantwell and Coles [12].

Data Lz/D Mdofs ∆r
D (p+1) Nvs Cd −Cp,b St Lr

D

Experiment [12] - - - - 1.24 1.21 0.18 0.50
Fröhlich-R2[24] 4 2.19 1.7 10−4 10-14 1.25 1.40 0.21 0.59
Breuer-C3[10] π 1.74 4 10−4 13-34 1.28 1.51 0.22 0.46
Breuer-D3[10] π 6.76 4 10−4 13-34 1.37 1.60 0.21 0.42
DG-VMSO(3 − 7) π 4.98 4 10−3 71 1.43 1.59 0.19 0.50

i.e. 42% higher. As seen from Fig. 13, the polynomial degree in the first element layer
around the cylinder is p = 6. This yields an effective size of the first element at the wall
of ∆r/(p + 1) = 4 · 10−3D.

As regards the order of the quadrature rule, the local number of quadrature points
is adapted depending on the local polynomial degree and corresponds to q = p+ 1+m
with m = {2, 2, 3, 4, 4} for p = 2 to 6.

In order to achieve high parallel efficiency throughout the simulation, the computa-
tional grid has been partitioned taking into account the uneven distribution across the
domain of the polynomial degree p and of the number of quadrature points q. The
weights used in the graph-partitioning problem are derived from direct measurements
of the performance of the employed solver in a simplified configuration. This simplified
problem is based on the same numerical parameters (p, q, numerical flux, etc.) and the
same physical model as the present simulation. Following this approach, the p-adapted
computational hp-grid is split into 3360 domains, leading to a parallel efficiency of
87%. The reader is referred to [58] for more details on the specific mesh partitioning
strategy employed in this work.

6.5.2. Cylinder flow at Re = 140 000: discussion of results
The p-adapted DG solution is compared with the numerical data produced by

Breuer [10] and Fröhlich et al. [24] using the incompressible second-order FV solver
LESOCC [8], as well as the experimental data from Cantwell and Coles [12]. In [10],
the author performed a number of simulations using different levels of resolution and
spanwise extensions of the computational domain. Here we consider for comparison the
simulations C3 and D3 corresponding to a spanwise length of the cylindrical domain
of πD and a radial extension of 15D. The number of DOFs was 1.74 and 6.76 Mdofs,
respectively, for simulations C3 and D3. They both employ the Smagorinsky SGS
model. As regards the numerical data obtained by Fröhlich et al., the LES simulation
denoted RUN2 in [24] is also considered. This simulation is based on the Smagorinsky
model and employs 2.19 Mdofs in a computational domain with a spanwise extension
of Lz = 4D.

Table 5 compiles the values of the integral quantities obtained from the present
simulation and for the reference data used for comparison. As regards the values of
drag, Cd , and base pressure, −Cp,b , coefficients, our results are in good agreement with
the CFD data from Breuer, though substantially larger than the experimental values
and those reported in [24]. The Strouhal number, St, is in between the experimental
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Figure 14: Flow past a circular cylinder at Re = 140 000. Wake centreline statistics. • : Experiments [12],
solid line: p-adapted DG-VMS.

and the numerical reference values. The St measured by Cantwell and Coles [12]
appears, however, very low with respect to what has been found in other experimental
works. In particular, Son and Hanratty [71] report a value slightly above 0.19 which is
consistent with the value found in the present work. Finally, the recirculation length,
Lr , predicted by the DG simulation is in perfect agreement with the experimental value
and within the range of the reference numerical values. We have however observed, that
the value of this quantity is very sensitive to the averaging period, in agreement with the
observations made in [64]. This might explain the differences found between our value
and those reported in [10] and [24], who considered an averaging time considerably
lower. As pointed out in [64], and from our own observations, this quantity is actually
a very reliable indicator of the level of accuracy in the simulation. It is indeed very
sensitive to the mesh resolution in the near-wake region, as well as to the amount of
numerical and SGS dissipation in the simulation.

As regards the rms of the drag and lift coefficients we obtain the following values,
C ′
d
= 0.094 and C ′

l
= 0.64. For this particular Reynolds no values for these quantities

have been reported in the literature.
In Fig. 14, the wake centreline statistics are also compared with those obtained from

the experiment. As regards the mean velocity profile, we can see that the length of the
recirculation region matches very well the experimental value (see also Table 5). It
is apparent from these results, however, that as we move further downstream from the
recirculation region, the streamwise velocity levels are significantly under-predicted.
This is partly due to the very coarse mesh used in the wake beyond the recirculation
region. This is in contrast with the profile of the streamwise Reynolds stress 〈u′u′〉,
better predicted over a longer distance beyond the recirculation zone. This might be a
consequence of the higher levels, with respect to the reference, found in the region closer
to the cylinder base. As regards the cross-streamReynolds stress 〈v′v′〉, their magnitude
is significantly higher than the experimental value, although in fair agreement with the
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Figure 15: Flow past a circular cylinder at Re = 140 000. Wake statistics at x=1. • : Experiments [12], solid
line: p-adapted DG-VMS.

values predicted by Breuer on his fine-grid simulations (see [10], not shown here).
The overshoot of 〈v′v′〉 observed in the vicinity of the cylinder base is also present in
Breuer’s results and in the simulations reported in [24]. No physical argument can be
provided to explain this behaviour, which we suspect to be a numerical artifact.

The wake statistics at a location x = 1 have also been inspected and compared to
the experimental data of Cantwell and Coles [12]. The outcome from this comparison
can be seen in Fig. 15. We can observe the overall good agreement found with the
experiment for these quantities. The most significant discrepancies appear in the profile
of the shear stresses 〈u′v′〉, although their magnitude is in line with the differences
found by Breuer on his fine-grid simulations. These discrepancies might be linked
to the different conditions between the experiment and the simulations (e.g. zero
turbulence level at the inlet in the simulation). In fact, regarding the study carried out
in [10], the author mentioned that grid refinement did not appear to provide convergence
towards the experimental values.

7. Conclusions

The scale-resolving capabilities of a high-order multiscale DGmethod based on the
VMS approach to LES [14, 20] have been assessed through simulations of the flow past
a circular cylinder in the sub-critical regime at Re = 3 900, 20 000, and 140 000.

The effect of the numerical flux function on the accuracy of the DG-LES solutions
has been investigated by performing ILES and VMS simulations of the TGV config-
uration at Re = 20 000 considering different Riemann solvers. It appears from this
research that the use of the DG-VMS approach in combination with the least dissipative
possible numerical flux leads to the best match with the reference data, with a slight
advantage for the low-dissipative Roe scheme over the LLF scheme. We have also
put forward the strong influence of the numerical flux function on the no-model DG
approach for under-resolved simulations when the Reynolds number is high, and the
much more robust behaviour of the VMS approach. Finally, we have highlighted the
importance of examining each of the terms involved in the balance equation, rather than
focusing on the analysis of an isolated quantity such as the k.e. dissipation, or even the
LS dissipation (or equivalently the enstrophy) alone.
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The outcome of the cylinder flow DG-VMS computations at the three Reynolds
numbers considered show an overall good agreement with the reference high-resolution
LES data, in terms of integral flow quantities and near-wake statistics. This is despite
the fact that the DG-VMS simulations involve much fewer DOFs than the reference
LES. We have also highlighted, for the lowest Reynolds number, Re = 3 900, the
over-dissipative character of the standard DG-LES as compared to DG-VMS approach.

It is noteworthy that the effective height of the first grid cell off the wall in the DG
simulations is one order of magnitude larger than in the reference LES. This highlights
the excellent approximation properties of DG approximations in representing boundary
layers on coarse grids.

The promising results obtained form the p-adapted DG-VMS simulation of the
cylinder flow at Re = 140 000 demonstrate the great potential of p-adaptiveDGmethods
for the simulation of complex unsteady phenomena. This is an encouraging step towards
gradually making high-order DG methods available to the aerospace industry.
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