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#### Abstract

The pair-condensed unpolarized spin-1/2 Fermi gases have a collective excitation branch in their pair-breaking continuum (V.A. Andrianov, V.N. Popov, 1976). We study it at zero temperature, with the eigenenergy equation deduced from the linearized time-dependent BCS theory and extended analytically to the lower half complex plane through its branch cut, calculating both the dispersion relation and the spectral weights (quasiparticle residues) of the branch. In the case of BCS superconductors, so called because the effect of the ion lattice is replaced by a short-range electronelectron interaction, we also include the Coulomb interaction and we restrict ourselves to the weak coupling limit $\Delta / \mu \rightarrow 0^{+}$( $\Delta$ is the order parameter, $\mu$ the chemical potential) and to wavenumbers $q=O(1 / \xi)$ where $\xi$ is the size of a pair; when the complex energy $z_{q}$ is expressed in units of $\Delta$ and $q$ in units of $1 / \xi$, the branch follows a universal law insensitive to the Coulomb interaction. In the case of cold atoms in the BEC-BCS crossover, only a contact interaction remains, but the coupling strength $\Delta / \mu$ can take arbitrary values, and we study the branch at any wave number. At weak coupling, we predict three scales, that already mentioned $q \approx 1 / \xi$, that $q \approx(\Delta / \mu)^{-1 / 3} / \xi$ where the real part of the dispersion relation has a minimum and that $q \approx(\mu / \Delta) / \xi \approx k_{\mathrm{F}}\left(k_{\mathrm{F}}\right.$ is the Fermi wave number) where the branch reaches the edge of its existence domain. Near the point where the chemical potential vanishes on the BCS side, $\mu / \Delta \rightarrow 0^{+}$, where $\xi \approx k_{\mathrm{F}}$, we find two scales $q \approx(\mu / \Delta)^{1 / 2} / \xi$ and $q \approx 1 / \xi$. In all cases, the branch has a limit $2 \Delta$ and a quadratic start at $q=0$. These results were obtained for $\mu>0$, where the eigenenergy equation admits at least two branch points $\epsilon_{a}(q)$ and $\epsilon_{b}(q)$ on the positive real axis, and for an analytic continuation through the interval $\left[\epsilon_{a}(q), \epsilon_{b}(q)\right]$. We find new continuum branches by performing the analytic continuation through $\left[\epsilon_{b}(q),+\infty[\right.$ or even, for $q$ low enough, where there is a third real positive branch point $\epsilon_{c}(q)$, through $\left[\epsilon_{b}(q), \epsilon_{c}(q)\right]$ and $\left[\epsilon_{c}(q),+\infty[\right.$. On the BEC side $\mu<0$ not previously studied, where there is only one real positive branch point $\epsilon_{a}(q)$, we also find new collective excitation branches under the branch cut $\left[\epsilon_{a}(q),+\infty[\right.$. For $\mu>0$, some of these new branches have a low-wavenumber exotic hypoacoustic $z_{q} \approx q^{3 / 2}$ or hyperacoustic $z_{q} \approx q^{4 / 5}$ behavior. For $\mu<0$, we find a hyperacoustic branch and a nonhypoacoustic branch, with a limit $2 \Delta$ and a purely real quadratic start at $q=0$ for $\Delta /|\mu|<0.222$. Keywords: Fermi gases; pair condensate; collective modes; pair breaking; superconductor; ultracold atoms; BCS theory


## 1. Introduction and position of the problem

We first consider a three-dimensional gas of neutral spin $1 / 2$ fermions with short-range $s$ wave attractive interactions, spatially homogeneous and taken in the thermodynamic limit, that is nonzero density and infinite size. The gas is unpolarized, that is, it has the same number of particles in each spin state $\uparrow$ and $\downarrow$, and is prepared at zero temperature. As predicted by BCS theory, all fermions due to attraction between $\uparrow$ and $\downarrow$ form bound pairs $\uparrow \downarrow$ of zero orbital moment, these pairs constituting moreover a condensate (with an infinite pair coherence length) and a superfluid.

We are interested here in collective excitation modes of the system and in their dispersion relation according to their wave vector $\mathbf{q}$. We mean by collective excitation a global oscillation of the gas bringing into play collective
variables such as the density $\rho$ or the complex order parameter $\Delta$ of the gas, these functions acquiring a spatiotemporal variation $\rho(\mathbf{r}, t)$ and $\Delta(\mathbf{r}, t)$ at wave vector $\mathbf{q}$ and at the real angular frequency $\omega_{\mathbf{q}}$ or complex $z_{\mathbf{q}} / \hbar$ (if the mode is damped). These are linear modes, associated with a small deviation of $\rho$ and $\Delta$ from their value in the ground state or, in practice, to a linear response of the gas to a weak external perturbation. We exclude any excitation which does not conserve the number of fermions in each spin state, of the coherent Rabi coupling type between $\uparrow$ and $\downarrow$.

To better specify the object of our study, let us recall that the excitations of a gas of paired fermions can fall roughly into two categories. Low energy excitations have a small quantum $\hbar \omega_{\mathbf{q}}$ compared to the binding energy $E_{0}$ of a pair. They then only affect the motion of the center of mass of the pairs, the pairs start to oscillate while keeping their integrity: in this case it is an acoustic excitation of the gas, the modes being part of a sound branch with a linear start, $\omega_{\mathbf{q}} \sim c q$ when $q \rightarrow 0, c$ being the speed of sound. This type of excitation is shared by all the superfluids subjected to short range interaction, independently of the quantum statistics of the constituent particles. But only the start of the dispersion relation, at best $q \xi \lesssim 1$ where $\xi$ is the size of a bound pair, is universal in our system; the non-universal part was the subject of a very detailed study in reference [1]. High energy excitations have a quantum $\hbar \omega_{\mathbf{q}}$ greater than $E_{0}$ : as nothing prevents it energetically, the pairs will be broken into two free fermions $\uparrow$ and $\downarrow$, one of wave vector $\mathbf{q} / 2+\mathbf{k}$ and the other of wave vector $\mathbf{q} / 2-\mathbf{k}$ since the excitation deposits a quantum of well defined momentum $\hbar \mathbf{q}$; on the other hand, the relative wave vector (or internal to the pair) $\mathbf{k}$ is not constrained. ${ }^{1}$ The energy cost of such excitation by pair breaking is therefore, in BCS theory, $E_{\mathbf{k}}^{(\mathbf{q})}=\epsilon_{\mathbf{q} / 2+\mathbf{k}}+\epsilon_{\mathbf{q} / 2-\mathbf{k}}$ where $k \mapsto \epsilon_{\mathbf{k}}$ is the dispersion relation of the BCS quasiparticles, which has a band gap of width $E_{0} / 2$ by definition of $E_{0}$. As $\mathbf{k}$ can span $\mathbb{R}^{3}$, the excitation spectrum $E_{\mathbf{k}}^{(\mathbf{q})}$ spans a continuum at $\mathbf{q}$ fixed, whose lower edge is $\geq E_{0}$ and which extends up to $+\infty$.

One could believe that such a continuum does not contain any collective mode and that the intensity of the response functions of the system at the angular frequency $\omega>E_{0} / \hbar$ exhibits only broad variations with $\omega$, excluding narrow structures like a Lorentzian resonance $\propto\left|\hbar \omega-z_{\mathbf{q}}\right|^{-2}$ associated with a complex energy mode $z_{\mathbf{q}}$. Since the work of Andrianov and Popov [2], in the weak interaction and low wave number regime, and its recent generalization to the arbitrary interaction and wave number regime [3], we know that the opposite occurs: as long as the chemical potential $\mu$ of the gas is $>0$, therefore that the minimum $E_{0} / 2$ of $k \mapsto \epsilon_{\mathbf{k}}$ is reached in BCS theory at a nonzero wave number $k_{0}>0$, the fermion gas exhibits indeed, in its broken pair continuum, a branch of collective excitation $q \mapsto z_{\mathbf{q}}$ spanning the entire interval $] 0,2 k_{0}[$. As the collective continuum mode can be damped by the emission of broken pairs, its energy is complex, $\operatorname{Im} z_{\boldsymbol{q}}<0$; at low wave number, $q \rightarrow 0, z_{\boldsymbol{q}}$ tends to $E_{0}$ quadratically in $q$, the mode acquires an angular eigenfrequency better and better defined and induces a lorentzian peak more and more narrow in the response functions of the system, which guarantees its observability [3].

The continuum collective branch $q \mapsto z_{\mathbf{q}}$ of our fermion gas has not been the subject of in-depth analytical studies, apart from the low wave number regime $q \rightarrow 0$. For example, we do not know, for any interaction strength, to what value of $q$ extends the law of quadratic variation of $z_{\mathbf{q}}$ previously mentioned. Or, the numerical study of reference [3] suggests that, in the weak interaction regime, the eigenfrequency $\operatorname{Re} z_{\mathbf{q}} / \hbar$ exhibit on $] 0,2 k_{0}\left[\right.$ a minimum at $q=q_{\min }$, but nothing is said about the variation of $q_{\min }$ with the interaction strength. At a fixed wave number $q>0$, we also do not know if the dispersion relation has a simple limiting law when the interaction strength tends to zero. In the strong interaction regime, near the point of zero chemical potential ( $\mu \rightarrow 0^{+}$) where the continuum collective branch disappears as a whole [3], we do not know analytically the form of the dispersion relation, nor the wave number scales which structure it. In addition, the continuum collective branch $q \mapsto z_{\boldsymbol{q}}$ in references [2,3] was obtained by carrying out on the eigenvalue equation for the modes of the system an analytic continuation passing from the upper half-plane $(\operatorname{Im} z \geq 0)$ than the lower half-plane $(\operatorname{Im} z<0)$ through the natural interval separating the first two branch points $z=\epsilon_{1}=E_{0}$ and $z=\epsilon_{2}$ of the eigenvalue equation on the positive real half-axis, even if this fact is implicit in reference [2]. What would happen if we made an analytic continuation while passing rather through the interval $\left[\epsilon_{2},+\infty\right.$ [ or, in the case where there is a third branch point $\epsilon_{3}>\epsilon_{2}$, through the intervals $\left[\epsilon_{2}, \epsilon_{3}\right]$ and $\left[\epsilon_{3},+\infty[\right.$ ? Could we thus discover other continuum collective branches ? Could there even be a continuum collective branch for $\mu<0$, where the pairs tend to become bosonic ? Finally, we have limited ourselves for the moment to neutral fermion gases, the physical system we had in mind being that of cold atoms, which has the advantage of allowing an adjustment at will of the interaction strength by magnetic Feshbach resonance [4, 5, 6, 7, 8, 9]. What about the electron gases in BCS superconductors, i.e. idealized superconductors, where the effect of the crystal lattice and its phonons is modeled by

[^0]an attractive short-range interaction between $\uparrow$ and $\downarrow$ ? We must add to the latter the repulsive Coulomb interaction between electrons, independent of spin and long range, which, as we know, suppresses the acoustic branch [10]. What about the continuum collective branch ? In reference [2], the eigenvalue equation on the angular frequency of the modes was modified to take account of the Coulomb interaction; it was then shown, in the weak interaction limit $E_{0} \ll \epsilon_{\mathrm{F}}$ where $\epsilon_{\mathrm{F}}$ is the Fermi energy of the gas, that the continuum collective branch survives and that its complex dispersion relation remains the same as in the presence of the only short-range interaction, at least as long as $q \xi \lesssim 1$ therefore that the dispersion relation remains approximately quadratic. Can we, while remaining in the weak interaction regime relevant for BCS superconductors ( $E_{0} / \epsilon_{\mathrm{F}}$ is typically of the order of $10^{-3}$ or $10^{-4}$ ), extend the study of the branch beyond the quadratic regime by imposing only $q \xi=O(1)$ when $E_{0} / \epsilon_{\mathrm{F}} \rightarrow 0$, and see if Coulomb's interaction still has no effect in this case ? All these haunting questions call for an in-depth complementary study, which is the subject of this article.

To complete our introduction, let's give the outline of the article. Section 2 briefly presents the formalism used: the interaction between neutral fermions is modeled by an on-site contact attraction, after discretization of space into a cubic lattice of spacing $b$; to describe the evolution of the independent collective variables $\rho, \Delta$ and $\Delta^{*}$ of the system after a weak and bounded in time perturbation of the ground state, we can use the linearized time-dependent BCS equations around their stationary solution; the eigenvalue equation is written as the determinant of a matrix function of $z$ and $\mathbf{q}$, a $3 \times 3$ matrix since there are three independent variables, and of which we recall how to carry out the analytic continuation at $\operatorname{Im} z<0$ using the spectral densities of the broken pair continuum. In section 3, we focus on the weak coupling limit $E_{0} \lll \epsilon_{\mathrm{F}}$, easier to reach in the ground state with BCS superconductors than with cold atoms, and which we treat mathematically by making $E_{0} / \epsilon_{\mathrm{F}}$ tend to zero at $q \xi$ fixed. We find that the continuum collective branch is decoupled from the other excitations in the form of a modulus mode (bringing into play oscillations of the only modulus of the order parameter, excluding its phase), for the pure contact interaction (section 3.2.1) but also in the presence of the Coulomb interaction (section 3.2.2), with the same eigenvalue equation in both cases. The spectral densities useful for the analytic continuation can be expressed in terms of elliptic integrals (section 3.3). The branch is first calculated numerically, then studied analytically at low and at large $q \xi$ in section 3.4. To be complete, we perform the same study on the acoustic branch (phase mode) for a pure contact interaction in section 3.5. The long section 4 is devoted to the arbitrary interaction regime, appanage of the cold atom gases; the interaction is pure contact, and it is resonant (its scattering length $a$ in the $s$ wave greatly exceeds its range $b$ in absolute value), which obliges to take the continuous limit $b \rightarrow 0$ of our lattice model: the eigenvalue equation is reduced to the determinant of a $2 \times 2$ matrix (section 4.1). Its analytic continuation is performed in the case $\mu>0$ (where $\left.k_{0}=(2 m \mu)^{1 / 2} / \hbar\right)$ passing through the interval $\left[\epsilon_{1}, \epsilon_{2}\right]$, except in section 4.8. We give in section 4.2 the position on the positive real semi-axis of the branch points $\epsilon_{1}, \epsilon_{2}$, even $\epsilon_{3}$, as a function of $q$, and the expression of the spectral densities on each interval between the branch points and infinity. We enrich our study of the continuum branch (compared to section 3 ) by introducing into section 4.3 other observables than its complex dispersion relation $q \mapsto z_{\mathbf{q}}$, namely its spectral weight (residue) on the small phase or modulus deviations from equilibrium of the order parameter, and the coherent superposition of these two channels making it possible to maximize the spectral weight in the experimental signal. We present a complete numerical study of the continuum branch in section 4.4, then carry out an analytical study at low $q$ in section 4.5, specifying this time (at contrary to reference [3]) the domain of validity of the quadratic approximation, which shows the expected condition $q \xi \ll 1$ in the weak interaction regime but the other and non-intuitive condition $q / k_{0} \ll(\mu / \Delta)^{1 / 2}$ in the regime $\mu / \Delta \rightarrow 0^{+}$of vanishing chemical potential. In section 4.6 , devoted to the weak interaction limit $\Delta / \mu \ll 1$, we need, to exhaust the problem, to study the branch successively at three wave number scales, at $q \approx 1 / \xi$ i.e. $q \approx k_{0} \Delta / \mu$ (section 4.6.1), at $q \approx k_{0}$ (section 4.6.2) and at the unexpected scale $q \approx k_{0}(\Delta / \mu)^{2 / 3}$ governing the position of the minimum of $q \mapsto \operatorname{Re} z_{\mathbf{q}}$ (section 4.6.3). In section 4.7, devoted to the inverse limit $\mu / \Delta \rightarrow 0^{+}$, it suffices to consider successively the scale $q \approx k_{0}$ (section 4.7.1) and the scale $q \approx k_{0}(\mu / \Delta)^{1 / 2}$ (section 4.7.2) for a full description. Finally, in section 4.8 , we seek and sometimes find more exotic continuum modes by performing the analytic continuation for $\mu>0$ through the other windows $\left[\epsilon_{2}, \epsilon_{3}\right]$ and $\left[\epsilon_{3},+\infty[\right.$, and even extending the study to the case $\mu<0$ (where $k_{0}=0$ ). We conclude in section 5 .

## 2. Formalism reminders: model, linearized time-dependent BCS equations, spectral densities, analytic continuation

The model and formalism of this article are those of references [11, 12], the main lines of which we recall here. Fermions with two internal states $\uparrow$ and $\downarrow$ live with periodic boundary conditions in the quantization volume $[0, L]^{3}$ discretized into a cubic lattice of spacing $b$, in the grand-canonical ensemble of chemical potential $\mu=\mu_{\uparrow}=\mu_{\downarrow}$. The dispersion relation of a fermion alone on the lattice is that $\mathbf{k} \mapsto E_{\mathbf{k}}=\hbar^{2} k^{2} / 2 m$ of free space on the first Brillouin zone $\mathcal{D}=\left[-\pi / b, \pi / b\left[{ }^{3}\right.\right.$ of the lattice, and is extended periodically beyond. Fermions of opposite spins undergo the binary contact interaction $V\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=g_{0} \delta_{\mathbf{r}_{1}, \mathbf{r}_{2}} / b^{3}$, where $\delta$ is a Kronecker delta and the bare coupling constant is adjusted as a function of the lattice spacing to reproduce the desired scattering length $a$ between fermions in the $s$ wave: $1 / g_{0}=1 / g-\int_{\mathcal{D}} \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{2 E_{\mathrm{k}}}$ where $g=4 \pi \hbar^{2} a / m$ is the effective coupling constant [13].

Initially, the fermion gas is prepared in the ground state, unpolarized by symmetry between $\uparrow$ and $\downarrow$. The state is described in an approximate variational manner by the usual BCS ansatz, coherent state of bound pairs $\uparrow \downarrow$ of particles $\left|\psi_{\mathrm{BCS}}^{(0)}\right\rangle$ minimizing the energy. It has an order parameter $\Delta$ defined below and a pair-breaking quasiparticle excitation spectrum of the usual form $\epsilon_{\mathbf{k}}=\left(\xi_{\mathbf{k}}^{2}+\Delta^{2}\right)^{1 / 2}$, where $\mathbf{k}$ spans $\mathcal{D}$ and $\xi_{\mathbf{k}}=E_{\mathbf{k}}-\mu+g_{0} \rho / 2$ contains the grand-canonical energy shift and Hartree's mean field proportional to the total density $\rho$.

The gas is then subjected to an arbitrary external perturbation, except that it conserves the number of particles in $\uparrow$ and in $\downarrow$, and that it is sufficiently weak so that one can limit its action, in the BCS variational framework, to creation of a coherent state of pairs of quasiparticles of weak amplitude $|\beta| \ll 1$. At times $t>0$ after the perturbation, the gas state vector is therefore written

$$
\begin{equation*}
\left|\psi_{\mathrm{BCS}}(t)\right\rangle=\mathcal{N}(t) \exp \left[-\sum_{\mathbf{q}} \sum_{\mathbf{k} \in \mathcal{D}} \beta_{\mathbf{k q}}(t) \hat{\gamma}_{\mathbf{q} / 2+\mathbf{k} \uparrow}^{\dagger} \hat{\gamma}_{\mathbf{q} / 2-\mathbf{k} \downarrow}^{\dagger}\right]\left|\psi_{\mathrm{BCS}}^{0}\right\rangle \tag{1}
\end{equation*}
$$

where the operators of annihilation $\hat{\gamma}_{\mathbf{k} \sigma}$ and of creation $\hat{\gamma}_{\mathbf{k} \sigma}^{\dagger}$ of a BCS quasiparticle of wave vector $\mathbf{k}$ and spin $\sigma$ obey the usual fermionic anticommutation relations. The independent variational parameters are the amplitudes of probability $\beta_{\mathbf{k q}}(t)$ to have broken a bound pair into two quasiparticles of opposite spins and wave vectors $\mathbf{q} / 2 \pm \mathbf{k} ; \mathbf{q}$ therefore represents the total (or center of mass) wave vector of the broken pair, and $\mathbf{k}$ its internal (or relative) wave vector; $\mathcal{N}(t)$ is a normalization factor.

At order one in the amplitudes $\beta$, we extract from the ansatz (1) the expressions of the order parameter $\Delta(\mathbf{r}, t)$ and the total density $\rho(\mathbf{r}, t)$ of the gas excited at point $\mathbf{r}$ and at time $t$ :

$$
\begin{align*}
\Delta(\mathbf{r}, t) & \equiv g_{0}\left\langle\hat{\psi}_{\downarrow}(\mathbf{r}) \hat{\psi}_{\uparrow}(\mathbf{r})\right\rangle=-\frac{g_{0}}{L^{3}} \sum_{\mathbf{k} \in \mathcal{D}} U_{k} V_{k}+\sum_{\mathbf{q}} \delta \Delta_{\mathbf{q}}(t) \mathrm{e}^{\mathrm{i} \mathbf{q} \cdot \mathbf{r}}+O\left(\beta^{2}\right)  \tag{2}\\
\rho(\mathbf{r}, t) & \equiv \sum_{\sigma=\uparrow, \downarrow}\left\langle\hat{\psi}_{\sigma}^{\dagger}(\mathbf{r}) \hat{\psi}_{\sigma}(\mathbf{r})\right\rangle=\frac{2}{L^{3}} \sum_{\mathbf{k} \in \mathcal{D}} V_{k}^{2}+\sum_{\mathbf{q}} \delta \rho_{\mathbf{q}}(t) \mathrm{e}^{\mathrm{i} \mathbf{q} \cdot \mathbf{r}}+O\left(\beta^{2}\right) \tag{3}
\end{align*}
$$

These are the variables through which the collective modes of the system can show up. In the right-hand side of these expressions appears first the constant contribution of the initial stationary state, function of the amplitudes $U_{k}=\left[\frac{1}{2}\left(1+\xi_{\mathbf{k}} / \epsilon_{\mathbf{k}}\right)\right]^{1 / 2}$ and $V_{k}=\left[\frac{1}{2}\left(1-\xi_{\mathbf{k}} / \epsilon_{\mathbf{k}}\right)\right]^{1 / 2}$ of the quasiparticle modes on particles and holes. Then come linear terms in $\beta$ spatially modulated with the wave vectors $\mathbf{q}$ of the pairs; their time dependence can be derived from that of $\beta_{\mathbf{k q}}$, itself deduced from the usual variational calculus. As in reference [11], it is clever to introduce partially decoupling linear plus and minus combinations of $\beta$ and $\beta^{*}$; here we only need their value at $t=0^{+}$:

$$
\begin{equation*}
y_{\mathbf{k} \mathbf{q}}^{ \pm}=\beta_{\mathbf{k q}}\left(0^{+}\right) \pm \beta_{\mathbf{k}(-\mathbf{q})}^{*}\left(0^{+}\right) \tag{4}
\end{equation*}
$$

which already gives access to the values of the Fourier amplitudes in equations $(2,3)$ just after the excitation:

$$
\begin{equation*}
\delta \Delta_{\mathbf{q}}\left(0^{+}\right) \mp \delta \Delta_{-\mathbf{q}}^{*}\left(0^{+}\right)=-\frac{g_{0}}{L^{3}} \sum_{\mathbf{k} \in \mathcal{D}} W_{\mathbf{k q}}^{ \pm} y_{\mathbf{k q}}^{\mp} \quad \text { and } \quad \delta \rho_{\mathbf{q}}\left(0^{+}\right)=\frac{1}{L^{3}} \sum_{\mathbf{k} \in \mathcal{D}} W_{\mathbf{k q}}^{0} y_{\mathbf{k q}}^{+} \tag{5}
\end{equation*}
$$

The linearized motion equations of the variables $\beta \pm \beta^{*}$ are given in reference [11]. The added value here is to take the Laplace transform, to deduce that of the Fourier amplitudes in $(2,3)$ then, by inverse Laplace transformation, get
the time dependence of the latter:

$$
\left(\begin{array}{c}
\delta \Delta_{\mathbf{q}}(t)-\delta \Delta_{-\mathbf{q}}^{*}(t)  \tag{6}\\
\delta \Delta_{\mathbf{q}}(t)+\delta \Delta_{-\mathbf{q}}^{*}(t) \\
\delta \rho_{\mathbf{q}}(t)
\end{array}\right)=\int_{\mathrm{i} \eta+\infty}^{\mathrm{i} \eta-\infty} \frac{\mathrm{d} z}{2 \mathrm{i} \pi} \frac{\mathrm{e}^{-\mathrm{i} z t / \hbar}}{M(z, \mathbf{q})}\left(\begin{array}{c}
\Sigma_{W^{+} y^{-}}^{z}(z, \mathbf{q})+\Sigma_{W^{+} y^{+}}^{\epsilon}(z, \mathbf{q}) \\
\Sigma_{W^{-} y^{+}}^{z}(z, \mathbf{q})+\Sigma_{W^{-} y^{-}}^{\epsilon}(z, \mathbf{q}) \\
\Sigma_{W^{0} y^{+}}^{z}(z, \mathbf{q})+\Sigma_{W^{0} y^{-}}^{\epsilon}(z, \mathbf{q})
\end{array}\right)
$$

different values of $\mathbf{q}$ being decoupled by momentum conservation. The integral on $z$ is taken in the complex plane by flying over the real axis ( $\eta>0$, even $\eta \rightarrow 0^{+}$). The integrand contains, in addition to the exponential oscillating at the complex angular frequency $z / \hbar$, a source vector with three components and the inverse of a $3 \times 3$ matrix, both functions of $z$. After passing to the thermodynamic limit $L \rightarrow+\infty$, we arrive at a compact writing, in particular

$$
M(z, \mathbf{q})=\left(\begin{array}{llc}
\breve{\Sigma}_{W^{+} W^{+}}^{\epsilon}(z, \mathbf{q}) & \Sigma_{W^{+} W^{-}}^{z}(z, \mathbf{q}) & -g_{0} \Sigma_{W^{+}}^{z}(z, \mathbf{q})  \tag{7}\\
\Sigma_{W^{-}}^{z}(z, \mathbf{q}) & \Sigma_{W^{-}}^{\epsilon}(z, \mathbf{q}) & -g_{0} \Sigma_{W^{-}}^{\epsilon}(z, \mathbf{q}) \\
\Sigma_{W^{0} W^{+}}^{z}(z, \mathbf{q}) & \Sigma_{W^{0} W^{-}}^{\epsilon}(z, \mathbf{q}) & 1-g_{0} \Sigma_{W^{0} W^{0}}^{\epsilon}(z, \mathbf{q})
\end{array}\right) \equiv\left(\begin{array}{lll}
M_{++}(z, \mathbf{q}) & M_{+-}(z, \mathbf{q}) & M_{+0}(z, \mathbf{q}) \\
M_{-+}(z, \mathbf{q}) & M_{--}(z, \mathbf{q}) & M_{-0}(z, \mathbf{q}) \\
M_{0+}(z, \mathbf{q}) & M_{0-}(z, \mathbf{q}) & M_{00}(z, \mathbf{q})
\end{array}\right)
$$

thanks to the short-hand notation of integrals on the internal wave vector $\mathbf{k}$ of the pairs:

$$
\begin{equation*}
\Sigma_{a b}^{z}(z, \mathbf{q})=\int_{\mathcal{D}} \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}} \frac{z a_{\mathbf{k q}} b_{\mathbf{k q}}}{z^{2}-\epsilon_{\mathbf{k q}}^{2}}, \quad \Sigma_{a b}^{\epsilon}(z, \mathbf{q})=\int_{\mathcal{D}} \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}} \frac{\epsilon_{\mathbf{k q}} a_{\mathbf{k q}} b_{\mathbf{k q}}}{z^{2}-\epsilon_{\mathbf{k q}}^{2}}, \quad \breve{\Sigma}_{a b}^{\epsilon}(z, \mathbf{q})=\int_{\mathcal{D}} \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}}\left[\frac{\epsilon_{\mathbf{k q}} a_{\mathbf{k q}} b_{\mathbf{k q}}}{z^{2}-\epsilon_{\mathbf{k q}}^{2}}+\frac{1}{2 \epsilon_{\mathbf{k}}}\right] \tag{8}
\end{equation*}
$$

The version with accent $\breve{\Sigma}$ contains a counter term $1 / 2 \epsilon_{\mathbf{k}}$, obtained by eliminating $g_{0}$ in terms of the order parameter $\left(-1 / g_{0}=\int_{\mathcal{D}} \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}} \frac{1}{2 e_{\mathrm{k}}}\right)$, which provides ultraviolet convergence for the integral in the continuous limit $b \rightarrow 0$; versions without accent converge as is when $b \rightarrow 0$. Each symbol $\Sigma$ displays under the integral sign the expected energy denominator, containing the energy $\epsilon_{\mathbf{k q}}$ of the broken pair, and in the numerator coupling amplitudes between quasiparticles involving their modal amplitudes:

$$
\begin{equation*}
W_{\mathbf{k q}}^{ \pm}=U_{\mathbf{k}+\mathbf{q} / 2} U_{\mathbf{k}-\mathbf{q} / 2} \pm V_{\mathbf{k}+\mathbf{q} / 2} V_{\mathbf{k}-\mathbf{q} / 2}, \quad W_{\mathbf{k q}}^{0}=U_{\mathbf{k}+\mathbf{q} / 2} V_{\mathbf{k}-\mathbf{q} / 2}+U_{\mathbf{k}-\mathbf{q} / 2} V_{\mathbf{k}+\mathbf{q} / 2}, \quad \epsilon_{\mathbf{k q}}=\epsilon_{\mathbf{k}+\mathbf{q} / 2}+\epsilon_{\mathbf{k}-\mathbf{q} / 2} \tag{9}
\end{equation*}
$$

In matrix $M$, they appear by pairs of factors, which have the following more explicit expressions:

$$
\begin{align*}
& \left(W^{+}\right)^{2}=\frac{\epsilon_{+} \epsilon_{-}+\xi_{+} \xi_{-}+\Delta^{2}}{2 \epsilon_{+} \epsilon_{-}} \\
& \left(W^{-}\right)^{2}=\frac{\epsilon_{+} \epsilon_{-}+\xi_{+} \xi_{-}-\Delta^{2}}{2 \epsilon_{+} \epsilon_{-}} \tag{10}
\end{align*}
$$

$$
W^{+} W^{-}=\frac{\xi_{+}}{2 \epsilon_{+}}+\frac{\xi_{-}}{2 \epsilon_{-}}
$$

$$
W^{+} W^{0}=\frac{\Delta}{2 \epsilon_{+}}+\frac{\Delta}{2 \epsilon_{-}}
$$

$$
W^{-} W^{0}=\frac{\left(\xi_{+}+\xi_{-}\right) \Delta}{2 \epsilon_{+} \epsilon_{-}}
$$

$$
\left(W^{0}\right)^{2}=\frac{\epsilon_{+} \epsilon_{-}-\xi_{+} \xi_{-}+\Delta^{2}}{2 \epsilon_{+} \epsilon_{-}}
$$

where one introduced the short-hand notations $\epsilon_{ \pm}=\epsilon_{\mathbf{k} \pm \mathbf{q} / 2}$ and $\xi_{ \pm}=\xi_{\mathbf{k} \pm \mathbf{q} / 2}$. The whole (starting from equation (6)) constitutes a masterful generalization of equation (12) of reference [14] to a nonzero excitation wave vector $\mathbf{q}$ and to an arbitrary infinitesimal non-polarizing perturbation of the initial stationary BCS state.

Equation (6) strongly evokes the formalism of Green's functions and of the resolvent. It is natural to apply the residue formula to it, that is to say Cauchy's theorem, by closing the integration path with a large half-circle in the lower complex half-plane, oriented counterclockwise and of divergent radius. As usual, the idea must be adapted to circumvent by an appropriate path the branch cuts resulting from vanishing denominators in the symbols $\Sigma$ of (8) when $z$ or $-z$ falls in the broken pair continuum $\left\{\epsilon_{\mathbf{k q}}, \mathbf{k} \in \mathbb{R}^{3}\right\}$, or rather the new branch cuts obtained by deformation and rotation of the original branch cuts around their branch point (the new branch cuts are often arranged vertically in the lower half-plane), see supplement $\mathrm{A}_{\text {III }}$ of reference [15] and our figure 1; after bypassing a new branch cut, the integrand of (6) must of course be replaced by its analytic continuation from the upper half-plane to the lower half-plane across the moved original branch cut.

In the residue formula applied to (6) thus transformed, we associate by definition with each pole $z_{\boldsymbol{q}}$ of the integrand ${ }^{2}$ a collective mode of eigenenergy $z_{\mathbf{q}}$, and the residue includes the exponential factor $\exp \left(-\mathrm{i} z_{\mathbf{q}} t / \hbar\right)$, only dependent on time. As the matrix elements of $M$ do not present a pole even after analytic continuation, nor the source

[^1]

Figure 1: In the complex plane, integration path to follow and analytic continuations to be performed in order to be able to apply Cauchy's theorem to integral (6). We consider the case where the integrand has two branch points (black discs) on the positive real semi-axis, and two others on the negative real semi-axis taking into account the symmetry $z \leftrightarrow(-z)$. Its original branch cuts are shown with wavy lines. To fix the ideas, the branch cuts shifted by analytic continuation are arranged vertically in the form of half-lines (solid blue lines). The integration path, which bypasses them, is represented by the red arrow line. Orange stars: poles appearing in the analytic continuation (they are roots of det $M_{\downarrow}(z, \mathbf{q})$ of integer degree). Orange cross: poles appearing on the real axis, without the need for analytic continuation (these are the roots of det $M(z, \mathbf{q})$ of integer degree).
vector besides, and taking into account the writing of the inverse matrix $M^{-1}={ }^{t} \operatorname{com} M / \operatorname{det} M$ in terms of the comatrix and its determinant, any pole can only come from det $M$ (or its analytic continuation) vanishing with an integer power law in $z_{\mathbf{q}}$. There are therefore two possible cases: (i) the pole is located on the real axis, no analytic continuation is required, $z_{\mathbf{q}}$ is actually a real energy $\hbar \omega_{\mathbf{q}}$ and the mode is not damped, (ii) the pole is located in the lower complex half-plane, it was necessary to carry out an analytic continuation of det $M$ to make it appear, $z_{\mathbf{q}}$ is complex $\left(\operatorname{Im} z_{\mathbf{q}}<0\right)$ and the mode is damped exponentially. To find all the collective modes at wave vector $\mathbf{q}$, we must therefore solve the following two equations:

$$
\begin{equation*}
\operatorname{det} M\left(z_{\mathbf{q}}, \mathbf{q}\right)=0, \quad \operatorname{det} M_{\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right)=0 \tag{11}
\end{equation*}
$$

the vertical arrow in the second equation representing the analytic continuation to $\operatorname{Im} z<0$. Note that, if the excitation of the gas is poorly chosen, it may be that the source vector in (6) or its analytic continuation vanishes at $z=z_{\mathbf{q}}$, in which case the residue of the integrand is zero at $z_{\mathbf{q}}$ and the mode is not expressed.

It remains to be seen how to carry out in practice the analytic continuation of the matrix elements of $M$ to the lower half-plane. We can use [3] a result appearing in appendix C of [16], for any function $f(z)$ written as an integral on the real variable $\epsilon$, with a energy denominator $z-\epsilon$ and a spectral density $\rho(\epsilon)$ :

$$
\begin{equation*}
f(z)=\int_{\epsilon_{a}}^{\epsilon_{b}} \mathrm{~d} \epsilon \frac{\rho(\epsilon)}{z-\epsilon} \quad \forall z \in \mathbb{C} \backslash\left[\epsilon_{a}, \epsilon_{b}\right] \Longrightarrow f_{\downarrow}(z)=f(z)-2 \mathrm{i} \pi \rho(z) \text { for } \operatorname{Im} z \leq 0 \tag{12}
\end{equation*}
$$

the analytic continuation taking place of course through the branch cut $\left[\epsilon_{a}, \epsilon_{b}\right]$ of $f(z)$, which it folds over $\left.]-\infty, \epsilon_{a}\right] \cup$ [ $\epsilon_{b},+\infty[$. For (12) to apply, the spectral density $\rho(\epsilon)$ must have an analytic continuation $\rho(z)$ in the lower half-plane, so that it be already analytical on the interval $\left[\epsilon_{a}, \epsilon_{b}\right]$. In practice, we are led to split the function to be continued into a sum of terms of type $f(z)$, the bounds $\epsilon_{a}, \epsilon_{b}$, etc. corresponding to the successive positions of the singularities of $\rho(\epsilon)$ on the real axis (points of divergence, discontinuity, kinks). In the case of matrix elements (8), this is done as in [3] using spectral densities ${ }^{3}$

$$
\begin{equation*}
\rho_{s s^{\prime}}(\epsilon, \mathbf{q}) \equiv \int \mathrm{d}^{3} k \frac{1}{2} W_{\mathbf{k q}}^{s} W_{\mathbf{k q}}^{s^{\prime}} \delta\left(\epsilon-\epsilon_{\mathbf{k q}}\right) \quad \forall s, s^{\prime} \in\{+,-, 0\} \tag{13}
\end{equation*}
$$

which we will calculate in due course later.

## 3. Weak coupling limit $\Delta \lll \mu$ : the case of BCS superconductors

### 3.1. Regime considered

In this section, the contact interaction between opposite spins fermions is very weakly attractive: its scattering length $a$ is negative and very small in absolute value compared to the average distance between particles, or if we

[^2]prefer compared to the inverse $1 / k_{\mathrm{F}}$ of the Fermi wave number of the gas, $k_{\mathrm{F}}=\left(3 \pi^{2} \rho\right)^{1 / 3}$. We can also suppose that $|a|$ is weaker than the spacing $b$ of the lattice model, therefore than the interaction range: the binary interaction is nonresonant and in the Born regime of the scattering theory. We finally have the chain of inequalities $0<-a \ll b \ll 1 / k_{\mathrm{F}}$.

It is under these conditions that BCS theory is most quantitative. It gives the right equation of state of the gas to order one in $k_{\mathrm{F}} a$ and correctly takes into account Hartree's shift of the position $k_{0}$ of the minimum of the BCS excitation spectrum (see section 3.4.4 of [17] and reference [18]). In the chain of inequalities, the last ensures that physics is little affected by the discretization of space and makes it possible to replace the integration domain $\mathcal{D}$ by $\mathbb{R}^{3}$ in (8); the penultimate makes it possible to replace the bare coupling constant $g_{0}$ by the effective constant $g=4 \pi \hbar^{2} a / m$ in the gas equation of state $\mu=\epsilon_{\mathrm{F}}+g \rho / 2$, in the BCS excitation spectrum $\epsilon_{\mathbf{k}}=\left[\left(E_{\mathbf{k}}-\epsilon_{\mathrm{F}}\right)^{2}+\Delta^{2}\right]^{1 / 2}$ (hence the position of the minimum $k_{0}=k_{\mathrm{F}}$ ) and in the third column of matrix (7).

As the order parameter is exponentially small in the interaction strength, $\Delta / \epsilon_{\mathrm{F}} \simeq 8 \mathrm{e}^{-2} \exp \left(-\pi / 2 k_{\mathrm{F}}|a|\right)$ in BCS theory, we study in this section the continuum collective branch to leading order in $\Delta$, i.e. we make $\Delta$ mathematically tend to zero after having performed the appropriate scale changes on the complex energy $z_{\mathbf{q}}$ and the wave number $q$ ensuring the existence of a finite limit.

### 3.2. Decoupling of modulus mode

### 3.2.1. In the presence of a contact interaction

Before going to the mathematical limit $\Delta \rightarrow 0$, we must look at the continuum collective branch to the correct energy and wave number scales which are naturally the binding energy $2 \Delta$ and the inverse $1 / \xi$ of the size $\xi \propto \hbar^{2} k_{0} / m \Delta$ [19] of a bound pair of fermions $\uparrow \downarrow$, so keep the reduced variables constant

$$
\begin{equation*}
\bar{q}=\frac{\hbar^{2} k_{0} q}{m \Delta} \text { and } \bar{z}=z / \Delta \tag{14}
\end{equation*}
$$

So, to obtain a nonzero limit in the matrix elements (7) of $M$, that is to say in integrals (8), it is necessary to make in spherical coordinates of polar axis $\mathbf{q}$ the change of variable

$$
\begin{equation*}
k=k_{0}+\frac{m \Delta}{\hbar^{2} k_{0}} \bar{K} \tag{15}
\end{equation*}
$$

on the modulus of the internal wave vector of the pairs and make $\Delta$ tend to zero at $\bar{K}$ fixed. In other words, integrals (8) are dominated here by a thin layer of energy width $\propto \Delta$ around the Fermi surface of the gas. ${ }^{4}$ Let us first carry out the passage to the limit in the BCS excitation spectrum:

$$
\begin{equation*}
\xi_{ \pm} / \Delta \xrightarrow[\Delta \rightarrow 0]{\bar{K}, \bar{q} \text { fixed }} \bar{K} \pm \frac{1}{2} \bar{q} u \equiv x_{ \pm}(\bar{K}, u) \quad \text { and } \quad \epsilon_{ \pm} / \Delta \xrightarrow[\Delta \rightarrow 0]{\bar{K}, \bar{q} \text { fixed }}\left(1+x_{ \pm}^{2}\right)^{1 / 2} \equiv e_{ \pm}(\bar{K}, u) \tag{16}
\end{equation*}
$$

$u$ being the cosine of the angle between the vectors $\mathbf{k}$ and $\mathbf{q}$, then in the integrals themselves in order to obtain their zero order approximation in $\Delta / \mu$, identified by the exponent (0):

$$
\begin{align*}
\breve{\Sigma}_{W^{+} W^{+}}^{\epsilon(0)}(\bar{z}, \bar{q}) & =\frac{m k_{0}}{(2 \pi \hbar)^{2}} \int_{\mathbb{R}} \mathrm{d} \bar{K} \int_{-1}^{1} \mathrm{~d} u\left[\frac{\left(e_{+}+e_{-}\right)\left(e_{+} e_{-}+x_{+} x_{-}+1\right)}{2 e_{+} e_{-}\left[\bar{z}^{2}-\left(e_{+}+e_{-}\right)^{2}\right]}+\frac{1}{2\left(\bar{K}^{2}+1\right)^{1 / 2}}\right] \not \equiv 0  \tag{17}\\
\breve{\Sigma}_{W^{-} W^{-}}^{\epsilon(0)}(\bar{z}, \bar{q}) & =\frac{m k_{0}}{(2 \pi \hbar)^{2}} \int_{\mathbb{R}} \mathrm{d} \bar{K} \int_{-1}^{1} \mathrm{~d} u\left[\frac{\left(e_{+}+e_{-}\right)\left(e_{+} e_{-}+x_{+} x_{-}-1\right)}{2 e_{+} e_{-}\left[\bar{z}^{2}-\left(e_{+}+e_{-}\right)^{2}\right]}+\frac{1}{2\left(\bar{K}^{2}+1\right)^{1 / 2}}\right] \not \equiv 0  \tag{18}\\
\Sigma_{W^{+} W^{-}}^{z(0)}(\bar{z}, \bar{q}) & =\frac{m k_{0}}{(2 \pi \hbar)^{2}} \int_{\mathbb{R}} \mathrm{d} \bar{K} \int_{-1}^{1} \mathrm{~d} u \frac{\bar{z}\left(x_{+} e_{-}+x_{-} e_{+}\right)}{2 e_{+} e_{-}\left[\bar{z}^{2}-\left(e_{+}+e_{-}\right)^{2}\right]} \equiv 0  \tag{19}\\
\Sigma_{W^{+} W^{0}}^{z(0)}(\bar{z}, \bar{q}) & =\frac{m k_{0}}{(2 \pi \hbar)^{2}} \int_{\mathbb{R}} \mathrm{d} \bar{K} \int_{-1}^{1} \mathrm{~d} u \frac{\bar{z}\left(e_{+}+e_{-}\right)}{2 e_{+} e_{-}\left[\bar{z}^{2}-\left(e_{+}+e_{-}\right)^{2}\right]} \not \equiv 0  \tag{20}\\
\left.\Sigma_{W^{-} W^{0}}^{\epsilon(\bar{z}}, \bar{q}\right) & =\frac{m k_{0}}{(2 \pi \hbar)^{2}} \int_{\mathbb{R}} \mathrm{d} \bar{K} \int_{-1}^{1} \mathrm{~d} u \frac{\left(e_{+}+e_{-}\right)\left(x_{+}+x_{-}\right)}{2 e_{+} e_{-}\left[\bar{z}^{2}-\left(e_{+}+e_{-}\right)^{2}\right]} \equiv 0  \tag{21}\\
\Sigma_{W^{0} W^{0}}^{\epsilon(0)}(\bar{z}, \bar{q}) & =\frac{m k_{0}}{(2 \pi \hbar)^{2}} \int_{\mathbb{R}} \mathrm{d} \bar{K} \int_{-1}^{1} \mathrm{~d} u \frac{\left(e_{+}+e_{-}\right)\left(e_{+} e_{-}-x_{+} x_{-}+1\right)}{2 e_{+} e_{-}\left[\bar{z}^{2}-\left(e_{+}+e_{-}\right)^{2}\right]} \not \equiv 0 \tag{22}
\end{align*}
$$

[^3]A simplification occurs: integrals (19) and (21) are identically zero by antisymmetry of their integrand under the exchange $(K, u)$ to $(-K,-u)$, which transforms $x_{+}$and $x_{-}$into their opposite but leaves $e_{+}$and $e_{-}$unchanged. As a consequence, the second column of matrix $M$ in (7) is reduced to its element on the diagonal and the first eigenvalue equation in (11) is split in two independent equations:

$$
\begin{equation*}
M_{--}^{(0)}\left(\bar{z}_{q}, \bar{q}\right) \equiv \breve{\Sigma}_{W^{-} W^{-}}^{\epsilon(0)}\left(\bar{z}_{q}, \bar{q}\right)=0 \quad \text { or } \quad\left[1-g \Sigma_{W^{0} W^{0}}^{\epsilon(0)}\left(\bar{z}_{q}, \bar{q}\right)\right] \breve{\Sigma}_{W^{+} W^{+}}^{\epsilon(0)}\left(\bar{z}_{q}, \bar{q}\right)+g\left[\Sigma_{W^{+} W^{0}}^{z(0)}\left(\bar{z}_{q}, \bar{q}\right)\right]^{2}=0 \tag{23}
\end{equation*}
$$

The first relates only to the variable -, that is to say the second component of vector (6) of the collective variables, the linear combination of $\delta \Delta_{\mathbf{q}}$ and $\delta \Delta_{-\mathbf{q}}^{*}$ reconstructing the deviation of the modulus $|\Delta(\mathbf{r}, t)|$ of the order parameter from its equilibrium value. It will give birth, after analytic continuation and explicit calculation in section 3.4, to the continuum mode, which is therefore, in the weak coupling limit and at the energy scale $\Delta$, a modulus mode. This result was known for a zero-range interaction between $\uparrow$ and $\downarrow(b \rightarrow 0)$ [2]; we see that it survives here at a nonzero range, even much greater than $|a|$. The second equation in (23) gives rise to the acoustic mode. It couples the variable + (weak phase deviation of the order parameter from its equilibrium value) and the variable 0 (weak deviation of the gas density); it is only if we make $g$ tend to zero, as in section 3.5 , that the variable + decouples from the density and that the acoustic mode becomes a pure phase mode as in [2].

### 3.2.2. In the presence also of the Coulomb interaction

In a BCS superconductor, the paired fermions are not neutral particles, but electrons of charge $-e$. We would therefore have to complete our model Hamiltonian, by adding to the short-range interaction $b$ between $\uparrow$ and $\downarrow$ the long-range, spin-independent Coulomb interaction potential,

$$
\begin{equation*}
V(\mathbf{r})=\frac{e^{2}}{4 \pi \epsilon_{0} r}=\frac{\tilde{e}^{2}}{r} \tag{24}
\end{equation*}
$$

therefore acting both between same-spin and opposite-spin particles. It would not be an easy task. Fortunately, the work has already been done in reference [2], in the limit where the range $b$ tends to zero at fixed scattering length $a$ of the short-range interaction. The eigenvalue equation on the energy $z$ of the modes of wave vector $\mathbf{q}$ takes the form of a determinant $\operatorname{det} \hat{K}=0$, where $\hat{K}$ is a $3 \times 3$ matrix which we do not write, but whose coefficients are expressed in terms of functions $A(\mathbf{q}, \pm z), B(\mathbf{q}, z), C(\mathbf{q}, z)$ and $D(\mathbf{q}, \pm z) .{ }^{5}$ Remarkably, we succeeded, after an integration at zero temperature on the Matsubara frequency not carried out in [2], to connect these functions of the Coulomb problem to the functions (8) of the non Coulomb problem as follows:

$$
\begin{array}{ll}
A(\mathbf{q}, \mathrm{i} z)=\frac{1}{2}\left[\breve{\Sigma}_{W^{+} W^{+}}^{\epsilon}(z, \mathbf{q})+\breve{\Sigma}_{W^{-} W^{-}}^{\epsilon}(z, \mathbf{q})\right]-\Sigma_{W^{+} W^{-}}^{z}(z, \mathbf{q}) & C(\mathbf{q}, \mathrm{i} z)=\frac{q^{2}}{4 \pi}-2 \tilde{e}^{2} \Sigma_{W^{0} W^{0}}^{\epsilon}(z, \mathbf{q})  \tag{25}\\
B(\mathbf{q}, \mathrm{i} z)=\frac{1}{2}\left[\breve{\Sigma}_{W^{-} W^{-}}^{\epsilon}(z, \mathbf{q})-\breve{\Sigma}_{W^{+} W^{+}}^{\epsilon}(z, \mathbf{q})\right] & D(\mathbf{q}, \mathrm{i} z)=\mathrm{i} \tilde{e}\left[\Sigma_{W^{+} W^{0}}^{z}(z, \mathbf{q})-\Sigma_{W^{-} W^{0}}^{\epsilon}(z, \mathbf{q})\right]
\end{array}
$$

In addition, in the weak coupling limit, the eigenvalue equation decouples in the same way as in the non-Coulombian case (23):

$$
\begin{equation*}
M_{--}^{(0)}\left(\bar{z}_{q}, \bar{q}\right)=0 \quad \text { or }\left[\frac{q^{2}}{8 \pi \tilde{e}^{2}}-\Sigma_{W^{0} W^{0}}^{\epsilon(0)}\left(\bar{z}_{q}, \bar{q}\right)\right] \breve{\Sigma}_{W^{+} W^{+}}^{\epsilon(0)}\left(\bar{z}_{q}, \bar{q}\right)+\left[\Sigma_{W^{+} W^{0}}^{z(0)}\left(\bar{z}_{q}, \bar{q}\right)\right]^{2}=0 \tag{26}
\end{equation*}
$$

The first equation remains exactly the same: at the energy and wave number scales of (14), the continuum mode is therefore absolutely not affected by the Coulomb interaction to zeroth order in $\Delta$. The second equation is deduced from that of (23) by the following substitution on the effective coupling constant:

$$
\begin{equation*}
g \rightarrow 2 \tilde{V}(\mathbf{q})=\frac{8 \pi \tilde{e}^{2}}{q^{2}} \tag{27}
\end{equation*}
$$

[^4]where $\tilde{V}(\mathbf{q})$ is the Fourier transform of $V(\mathbf{r})$. The interpretation is simple: $g$ represents, in fact, the Fourier transform of the interaction potential at wave vector $\mathbf{q}$, which goes unnoticed for a zero-range interaction (the Fourier transform of a Dirac distribution is constant), but is obvious for the Coulomb interaction; the factor 2 takes into account the fact that $V(\mathbf{r})$ couples each spin state to the other two (unlike contact interaction); finally, $g$ disappears completely in the substitution (27), instead of being simply supplemented by the term $2 \tilde{V}(\mathbf{q})$, because the formalism of [2] is written in the zero range limit $b /|a| \rightarrow 0$, where the bare coupling constant $g_{0}$ appears instead of $g$ as in the third column of (7) and tends to zero.

Result (26) was already in [2], but only up to $\bar{q} \lesssim 1$. Let us add that, to give it a precise mathematical meaning, the term $q^{2} / 8 \pi \tilde{e}^{2}$ must remain constant when $\Delta \rightarrow 0$. It is therefore not enough to fix $\bar{q}$ and $\bar{z}$ as in (14), it is also necessary to fix the ratio $\hbar \omega_{0} / \Delta$ between the plasma angular frequency $\omega_{0}$ of the Coulomb gas in its normal phase (see equation (3.8) of reference [2]) and its order parameter $\Delta$ in the ground state. We have

$$
\begin{equation*}
\frac{q^{2}}{8 \pi \tilde{e}^{2}}=\frac{2 \bar{q}^{2}}{3} \frac{\Delta^{2}}{\left(\hbar \omega_{0}\right)^{2}} \frac{m k_{\mathrm{F}}}{(2 \pi \hbar)^{2}} \quad \text { with } \quad \frac{\left(\hbar \omega_{0}\right)^{2}}{\Delta^{2}} \equiv \frac{4 \pi \hbar^{2} \tilde{e}^{2} \rho / m}{\Delta^{2}} \tag{28}
\end{equation*}
$$

### 3.3. Analytical expression of spectral densities

### 3.3.1. The spectral density $\rho_{--}^{(0)}(\bar{z}, \bar{q})$

To determine the dispersion relation of the modulus mode, that is to say the continuum collective branch, we must calculate the function $M_{--}^{(0)}(\bar{z}, \bar{q})$ appearing in $(23,26)$ and find its roots after analytic continuation to the lower half-plane. We need for that, see the procedure (12), to know the associated spectral density (13), with $s=s^{\prime}=-$, in the weak coupling limit. As in section 3.2.1, we make $\Delta$ tend to zero in $\rho_{--}(\epsilon, \mathbf{q})$ by fixing the reduced energy $\bar{\epsilon}=\epsilon / \Delta$ and the reduced wave numbers $\bar{q}$ and $\bar{K}$ of equations (14, 15), and obtain the finite limit

$$
\begin{equation*}
\rho_{--}^{(0)}(\bar{\epsilon}, \bar{q}) \equiv \frac{\pi m k_{0}}{\hbar^{2}} \int_{\mathbb{R}} \mathrm{d} \bar{K} \int_{-1}^{1} \mathrm{~d} u \frac{e_{+} e_{-}+x_{+} x_{-}-1}{2 e_{+} e_{-}} \delta\left(e_{+}+e_{-}-\bar{\epsilon}\right) \tag{29}
\end{equation*}
$$

Thanks to Dirac's distribution $\delta$ fixing the total energy in the integrand, it is possible to integrate explicitly at least once by solving the equation $e_{+}+e_{-}=\bar{\epsilon}$, for example on the variable $\bar{K}$, as it is done in Appendix A.1:

$$
\begin{equation*}
\rho_{--}^{(0)}(\bar{\epsilon}, \bar{q})=\frac{2 \pi m k_{0}}{\hbar^{2}} \int_{0}^{1} \mathrm{~d} u \Theta\left(\bar{\epsilon}^{2}-\left(4+u^{2} \bar{q}^{2}\right)\right)\left(\frac{4+u^{2} \bar{q}^{2}-\bar{\epsilon}^{2}}{u^{2} \bar{q}^{2}-\bar{\epsilon}^{2}}\right)^{1 / 2} \tag{30}
\end{equation*}
$$

where $\Theta$ is the Heaviside function. To carry out the remaining angular integral, we must distinguish three cases according to the value of $\bar{\epsilon}$ : (i) the argument of $\Theta$ is negative over the whole integration interval, (ii) it changes sign in the interior of the interval, and (iii) it is positive over the entire interval. At the boundary energies between these cases, the spectral density has a kink. The three corresponding analytical expressions are different, and are identified by exponents in Roman numerals, see table 1.

Let us take advantage of our knowledge of the spectral density to express the function $M_{--}^{(0)}(\bar{z}, \bar{q})$ in the convenient form of a single integral on energy. The presence of the counter-term in integral (18) ensuring its ultraviolet convergence poses a small technical difficulty. We get around it by introducing an arbitrarily large cut-off on $\bar{K}$, which allows us to separate the counter-term and to express the rest as an integral with an energy cut-off; we subtract from the whole the quantity $M_{--}^{(0)}(2,0)$, transformed beforehand in the same way, then we make the cut-off tend to infinity. Now $M_{--}^{(0)}(2,0)=0$, taking into account the exact relation (53) to come. There remains therefore

$$
\begin{equation*}
M_{--}^{(0)}(\bar{z}, \bar{q})=(2 \pi)^{-3} \int_{2}^{+\infty} \mathrm{d} \bar{\epsilon}\left[\rho_{--}^{(0)}(\bar{\epsilon}, \bar{q})\left(\frac{1}{\bar{z}-\bar{\epsilon}}-\frac{1}{\bar{z}+\bar{\epsilon}}\right)-\rho_{--}^{(0)}(\bar{\epsilon}, 0)\left(\frac{1}{2-\bar{\epsilon}}-\frac{1}{2+\bar{\epsilon}}\right)\right] \tag{31}
\end{equation*}
$$

where the spectral density at zero wave number, taken for example from table 1 by making $\bar{q}$ tend to zero over the interval III, is simply equal to

$$
\begin{equation*}
\rho_{--}^{(0)}(\bar{\epsilon}, 0)=\frac{2 \pi m k_{0}}{\hbar^{2}} \Theta(\bar{\epsilon}-2) \frac{\left(\bar{\epsilon}^{2}-4\right)^{1 / 2}}{\bar{\epsilon}} \tag{32}
\end{equation*}
$$

| $\bar{\epsilon}<2$ | $\rho_{-\bar{l}}^{(0)[I]}(\bar{\epsilon}, \bar{q})=0$ <br> $\rho_{++}^{(0)[I]}(\bar{\epsilon}, \bar{q})=0$ |
| :--- | :--- |
| $2<\bar{\epsilon}<\left(4+\bar{q}^{2}\right)^{1 / 2}$ | $\rho_{--}^{(0)[I I]}(\bar{\epsilon}, \bar{q}) \equiv \frac{4 \pi m k_{0}}{\hbar^{2}}\left[\frac{\bar{\epsilon}}{2 \bar{q}} E\left(\frac{\left(\bar{\epsilon}^{2}-4\right)^{1 / 2}}{\bar{\epsilon}}\right)-\frac{2}{\bar{q} \bar{\epsilon}} K\left(\frac{\left(\bar{\epsilon}^{2}-4\right)^{1 / 2}}{\bar{\epsilon}}\right)\right]$ <br> $\rho_{++}^{(0)[I I]}(\bar{\epsilon}, \bar{q}) \equiv \frac{4 \pi m k_{0}}{\hbar^{2}}\left[\frac{\bar{\epsilon}}{2 \bar{q}} E\left(\frac{\left(\bar{\epsilon}^{2}-4\right)^{1 / 2}}{\bar{\epsilon}}\right)\right]$ |
| $\left(4+\bar{q}^{2}\right)^{1 / 2}<\bar{\epsilon}$ | $\left.\rho_{--}^{(0)[[I I]}(\bar{\epsilon}, \bar{q}) \equiv \frac{4 \pi m k_{0}}{\hbar^{2}}\left[\frac{\bar{\epsilon}}{2 \bar{q}} E\left(\operatorname{asin} \frac{\bar{q}}{\left(\bar{\epsilon}^{2}-4\right)^{1 / 2}}, \frac{\left(\bar{\epsilon}^{2}-4\right)^{1 / 2}}{\bar{\epsilon}}\right)-\frac{2}{\bar{q} \bar{\epsilon}} F\left(\operatorname{asin} \frac{\bar{q}}{\left(\bar{\epsilon}^{2}-4\right)^{1 / 2}}, \frac{\left(\bar{\epsilon}^{2}-4\right)^{1 / 2}}{\bar{\epsilon}}\right)\right] \right\rvert\,$ <br> $\rho_{++}^{(0)[I I I]}(\bar{\epsilon}, \bar{q}) \equiv \frac{4 \pi m k_{0}}{\hbar^{2}}\left[\frac{\bar{\epsilon}}{2 \bar{q}} E\left(\operatorname{asin} \frac{\bar{q}}{\left(\bar{\epsilon}^{2}-4\right)^{1 / 2}}, \frac{\left(\bar{\epsilon}^{2}-4\right)^{1 / 2}}{\bar{\epsilon}}\right)\right]$ |

Table 1: Spectral densities -- and ++ in the weak coupling limit. We took the limit $\Delta / \mu \rightarrow 0$ at fixed reduced energy $\bar{\epsilon}=\epsilon / \Delta$ and reduced wave number $\bar{q}=\hbar^{2} k_{0} q / m \Delta, k_{0}$ being the position of the minimum $\Delta$ of the BCS dispersion relation. On each energy interval considered, these are regular functions, that can be analytically continued to complex energies. $E(\phi, k)$ and $F(\phi, k)$ are the elliptical integrals of second and first kind, in the definition $\S 8.111$ of reference [20]; $E(k) \equiv E(\pi / 2, k)$ and $K(k) \equiv F(\pi / 2, k)$ are their full forms.

### 3.3.2. Spectral density $\rho_{++}^{(0)}(\bar{z}, \bar{q})$

To determine the dispersion relation of the phase mode of the gas of neutral particles, that is to say the acoustic branch after taking the limit $g \rightarrow 0$ in the second equation of (23), we need calculate the function $M_{++}^{(0)}(\bar{z}, \bar{q}) \equiv$ $\breve{\Sigma}_{W^{+} W^{+}}^{\epsilon(0)}(\bar{z}, \bar{q})$. No analytic continuation is required, but knowledge of the associated spectral density $\rho_{++}^{(0)}(\bar{\epsilon}, \bar{q})$ leads us to a single integral on energy, rather than the double integral (17). We therefore proceed as in section 3.3.1 to obtain

$$
\begin{equation*}
M_{++}^{(0)}(\bar{z}, \bar{q})=(2 \pi)^{-3} \int_{2}^{+\infty} \mathrm{d} \bar{\epsilon}\left[\rho_{++}^{(0)}(\bar{\epsilon}, \bar{q})\left(\frac{1}{\bar{z}-\bar{\epsilon}}-\frac{1}{\bar{z}+\bar{\epsilon}}\right)-\rho_{--}^{(0)}(\bar{\epsilon}, 0)\left(\frac{1}{2-\bar{\epsilon}}-\frac{1}{2+\bar{\epsilon}}\right)\right] \tag{33}
\end{equation*}
$$

The analytical expression of the spectral density ++ for arbitrary $\bar{q}$ appears in table 1 , that -- for $\bar{q}=0$ appears in (32), and we have as in (31) used the intermediate point $(\bar{z}, \bar{q})=(2,0)$ where $M_{--}^{(0)}$ vanishes, to make the counter-term of integral (17) disappear in the difference $M_{++}^{(0)}(\bar{z}, \bar{q})-M_{--}^{(0)}(2.0)$.

### 3.4. Study of the modulus excitation branch

The first equation of (23) and (26) has no solution on the real axis. We therefore carry out the analytic continuation to the lower complex half-plane, passing here between its branch points $\bar{z}=2$ and $\bar{z}=\left(4+\bar{q}^{2}\right)^{1 / 2}$, that is to say using, in the sense of table 1, the type II expression of the spectral density -- in the Nozières term from (12). So we have to look for solutions $\bar{z}_{\bar{q}}^{(0)}$ of $<0$ imaginary part of the equation

$$
\begin{equation*}
M_{--\downarrow[I I]}^{(0)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)=0 \tag{34}
\end{equation*}
$$

with

$$
\begin{equation*}
M_{--\downarrow[I I]}^{(0)}(\bar{z}, \bar{q})=M_{--}^{(0)}(\bar{z}, \bar{q})-(2 \pi)^{-3} 2 \mathrm{i} \pi \rho_{--}^{(0)[I I]}(\bar{z}, \bar{q}) \tag{35}
\end{equation*}
$$

### 3.4.1. Numerical results

The numerical solution of equation (34) is easy, if we use a certain formal calculation software, in which numerical integration, evaluation of elliptical integrals and the search for roots of a function of the complex variable were preprogrammed. The result is presented in solid line in figure 2 a for the real part and in figure 2 b for the imaginary part of the continuum collective branch. As a function of the reduced wave number $\bar{q}$, the imaginary part is monotonically decreasing and seems to tend asymptotically to $-\infty$. The real part has a more interesting structure: starting from $2^{+}$(which corresponds to the expected unreduced eigenenergy $2 \Delta^{+}$), ${ }^{6}$ it goes through a maximum $\operatorname{Re} \bar{z} \simeq 2.158$ at $\bar{q} \simeq 3.403$ before decreasing and, it seems, tending to zero at infinity.

[^5]

Figure 2: In the weak coupling limit $\Delta / \mu \rightarrow 0$, real part (a) and imaginary part (b) of the complex eigenenergy $z_{\mathbf{q}}$ of the continuum collective branch, i.e. of the modulus mode, of an unpolarized gas of spin $1 / 2$ fermions, as functions of the wave number $q$. The rescaling of $q$ and $z_{\mathbf{q}}$ into $\bar{q}$ and $\bar{z}_{q}$ according to equation (14) ensures that $\bar{z}_{q}$ has a finite limit $\bar{z}_{\bar{q}}^{(0)}$ when $\Delta / \mu \rightarrow 0$ at fixed $\bar{q}$. Solid line: numerical calculation of the root of function (35) in the lower complex half-plane. Short dashed line: Taylor expansion (38) of order 4 at low $\bar{q}$. Long dashed line: asymptotic expansion (43) with large $\bar{q}$, limited to leading order $\bar{q}$ for the imaginary part and $1 / \bar{q}$ for the real part. Dotted lines in (a): lower $\bar{\epsilon}_{1}^{(0)}(\bar{q})=2$ and upper $\bar{\epsilon}_{2}^{(0)}(\bar{q})=\left(4+\bar{q}^{2}\right)^{1 / 2}$ bounds of the energy interval which we have passed to analytically continue the equation on $\bar{z}_{\bar{q}}^{(0)}$ in (35); it is also the window for direct observability of the mode in the gas response functions [3]. These results are valid at zero temperature for a contact interaction in the $s$ wave, as in neutral particle superfluids, to which the Coulomb interaction can be added, as in the purely electronic BCS superconductors. We give in (c) the acoustic branch, that is to say the phase mode dispersion relation, in a superfluid of neutral fermions, obtained by numerically solving the second equation in (23) at order 0 in the coupling constant $g$, i.e. the equation $M_{++}^{(0)}\left(\bar{\omega}_{\bar{q}}^{(0)}, \bar{q}\right)=0$ of unknown $\bar{\omega}_{\bar{q}}^{(0)} \in[0$, $2[$; no analytic continuation is required. The short and long dashed lines correspond to the low and large $\bar{q}$ approximations in (47). Here, the position of the minimum of the BCS dispersion relation $\epsilon_{\mathbf{k}}$ is $k_{0}=k_{\mathrm{F}}$, the Fermi wave number of the gas.

We also went in search of a type III continuum branch, analytically continuing the eigenenergy equation from the upper half-plane to the lower half-plane via the energy interval $\left[\left(4+\bar{q}^{2}\right)^{1 / 2},+\infty\left[\right.\right.$. To do this, we replace $\rho_{--}^{(0)[I I]}$ with $\rho_{--}^{(0)[I I I]}$ in $(34,35)$, where the notations are those of table 1 . However, we did not find a solution. It seems indeed that $\operatorname{Im} M_{--\downarrow[I I I]}^{(0)}(\bar{z}, \bar{q})<0$ all over the interior of the fourth quadrant of the complex plane $(\operatorname{Re} \bar{z}>0$ and $\operatorname{Im} \bar{z}<0)$, for all $\bar{q} .{ }^{7}$

### 3.4.2. Analytical results at low $\bar{q}$

To analytically determine the behavior of the continuum collective branch with low reduced wave number, we parametrize its eigenenergy as in reference [3], i.e. we set

$$
\begin{equation*}
\bar{z}=2+\frac{\zeta}{4} \bar{q}^{2} \tag{36}
\end{equation*}
$$

in function (35) then we make $\bar{q}$ tend to zero with a fixed coefficient $\zeta$ in the lower complex half-plane. From the integral form (31) and from the expression of the spectral density -- in table 1 , we get ${ }^{8}$

$$
\begin{align*}
& M_{--\downarrow[I I]}^{(0)}(\bar{z}, \bar{q}) \underset{\substack{\bar{q} \rightarrow 0}}{\zeta \text { fixed, } \operatorname{Im} \zeta<0} \underset{(2 \pi)^{3} \hbar^{2}}{=}\left\{\mathrm{i} \frac{4 \pi m k_{0}}{8} \bar{q}\left(\sqrt{\zeta-1}+\zeta \operatorname{asin} \frac{1}{\sqrt{\zeta}}-\pi \zeta\right)+\bar{q}^{2}\left(\frac{\zeta}{4}-\frac{1}{12}\right)\right. \\
&\left.+\frac{\mathrm{i} \pi \bar{q}^{3}}{256}\left[\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right) \zeta^{2}-(5 \zeta-2) \sqrt{\zeta-1}\right]\right\}+O\left(\bar{q}^{4}\right) \tag{37}
\end{align*}
$$

[^6]where the arrow reminds us that the analytic continuation has been made. It remains to replace $\zeta$ by a Taylor expansion in powers of $\bar{q}$, whose successive coefficients are determined by canceling the right-hand side of (37) order by order. The result,
\[

\bar{z}_{\bar{q}}^{(0)} \underset{\bar{q} \rightarrow 0}{=} 2+\frac{1}{4} \bar{q}^{2}\left[\zeta_{0}+\zeta_{1} \bar{q}+\zeta_{2} \bar{q}^{2}+O\left(\bar{q}^{3}\right)\right] \quad with\left\{$$
\begin{array}{l}
\zeta_{0}=\sqrt{\zeta_{0}-1} /\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta_{0}}}\right) \simeq 0.236883-0.295632 \mathrm{i}  \tag{38}\\
\zeta_{1}=2 \zeta_{0}\left(1-3 \zeta_{0}\right) /\left(3 \pi \sqrt{\zeta_{0}-1}\right) \simeq-0.081630-0.014462 \mathrm{i} \\
\zeta_{2}=\frac{\zeta_{0}^{2}\left(1-3 \zeta_{0}\right)\left(\zeta_{0}-11 / 9\right)}{\pi^{2}\left(\zeta_{0}-1\right)^{2}}+\frac{\zeta_{0}\left(1-2 \zeta_{0}\right)}{16} \simeq 0.007158+0.016367 \mathrm{i}
\end{array}
$$\right.
\]

shown in short dashed lines in figures 2 a and 2 b , qualitatively accounts for the existence of a maximum on the real part of the branch. The value of $\zeta_{0}$ was already included in references [2] and [3]. It is interesting to note that expansion (38) has a nonzero cubic term, unlike the acoustic branch, see reference [21] and our equation (47) to come from which it is obtained.

### 3.4.3. Analytical results for a large $\bar{q}$

To analytically determine the behavior of the continuum collective branch for a large reduced wave number, we postulate a quasi-linear divergence of $\bar{z}_{\bar{q}}^{(0)}$ (in fact only of its imaginary part, see below). We therefore set

$$
\begin{equation*}
\bar{z}=\mathcal{Z} \bar{q} \tag{39}
\end{equation*}
$$

in function (35) and make $\bar{q}$ tend to infinity with a fixed coefficient $\mathcal{Z}$ in the lower half-plane. From the integral form (31) and from the expression of the spectral density -- in table 1, we derive the asymptotic expansion ${ }^{9}$

$$
\begin{equation*}
M_{--\downarrow[I I]}^{(0)}(\bar{z}, \bar{q}) \underset{\substack{\bar{q} \rightarrow+\infty}}{\mathcal{Z} \text { fixed, } \operatorname{Im} \mathcal{Z}<0} \frac{4 \pi m k_{0}}{(2 \pi)^{3} \hbar^{2}}\left[\mathcal{M}_{0}(\mathcal{Z}, \bar{q})+\frac{1}{\bar{q}^{2}} \mathcal{M}_{2}(\mathcal{Z}, \bar{q})+o\left(\frac{1}{\bar{q}^{2}}\right)\right] \tag{40}
\end{equation*}
$$

with coefficients that remarkably, depend slowly (logarithmically) on $\bar{q}$ :

$$
\begin{align*}
& \mathcal{M}_{0}(\mathcal{Z}, \bar{q})=\ln \left(\frac{2 \bar{q}}{\mathrm{e}}\right)-\frac{\mathrm{i} \pi \mathcal{Z}}{2}+\frac{1-\mathcal{Z}}{2} \ln \frac{1-\mathcal{Z}}{2}+\frac{1+\mathcal{Z}}{2} \ln \frac{1+\mathcal{Z}}{2}  \tag{41}\\
& \mathcal{M}_{2}(\mathcal{Z}, \bar{q})=\frac{1}{2 \mathcal{Z}}\left[g_{2}\left(\frac{\mathcal{Z}-1}{\mathcal{Z}+1}\right)-g_{2}\left(\frac{\mathcal{Z}+1}{\mathcal{Z}-1}\right)-\ln \left(4 \mathrm{e} \bar{q}^{2}\right)\left(\ln \frac{1+\mathcal{Z}}{2}-\ln \frac{1-\mathcal{Z}}{2}-\mathrm{i} \pi\right)+2 g_{2}\left(\frac{1}{\mathcal{Z}}\right)-2 g_{2}\left(-\frac{1}{\mathcal{Z}}\right)+4 \mathrm{i} \pi \ln \mathcal{Z}\right] \tag{42}
\end{align*}
$$

where $g_{\alpha}(z)$ is a Bose function or polylogarithm. From the cancellation of the right-hand side of (40) order by order in $\bar{q}$, we therefore deduce an asymptotic expansion

$$
\begin{equation*}
\bar{z}_{\bar{q}}^{(0)} \underset{\bar{q} \rightarrow+\infty}{=} \mathcal{Z}_{0} \bar{q}+\frac{\mathcal{Z}_{2}}{\bar{q}}+o\left(\frac{1}{\bar{q}}\right) \tag{43}
\end{equation*}
$$

whose coefficients also depend logarithmically on $\bar{q}$. As one would expect from figures 2 a and 2 b , the coefficient of the dominant term is pure imaginary:

$$
\begin{equation*}
\mathcal{Z}_{0}=-\mathrm{i} Y_{0} \quad \text { with } \ln \left(\bar{q} \sqrt{1+Y_{0}^{2}} / \mathrm{e}\right)=\left(\frac{\pi}{2}+\operatorname{atan} Y_{0}\right) Y_{0} \tag{44}
\end{equation*}
$$

[^7]We don't know how to solve the transcendental equation on the imaginary part $Y_{0}>0$ other than numerically. ${ }^{10}$ The corresponding prediction is shown in long dashed lines in figure 2 b . In the sub-leading term, the real part is the most physically interesting part, because it provides an equivalent of the real part of the continuum collective branch. Luckily, it is also the simplest one to write, since only the imaginary part of $\mathcal{Z} \mapsto \mathcal{M}_{2}(\mathcal{Z}, \bar{q})$ takes a simple form on the pure imaginary axis:

$$
\begin{equation*}
\operatorname{Im} \mathcal{M}_{2}(-\mathrm{i} Y, \bar{q})=\frac{\pi^{2}}{Y} \quad \forall Y>0 \quad \text { then } \quad \operatorname{Re} \mathcal{Z}_{2}=\frac{\pi^{2}}{\left(\frac{\pi}{2}+\operatorname{atan} Y_{0}\right) Y_{0}} \tag{45}
\end{equation*}
$$

The result, tending to zero as $1 / \bar{q}$ up to a logarithmic factor, is shown in long dashed lines in figure 2 a .

### 3.5. Acoustic branch for a contact interaction in the limit $g \rightarrow 0$

As we know, our neutral fermion gas has an acoustic excitation branch $q \mapsto \hbar \omega_{\mathbf{q}}$, purely real in the time-dependent linearized BCS formalism used here, and extensively studied in reference [1]. We consider it useful, however, to give some additional results in the weak coupling limit, where it can be rescaled as the continuum collective branch:

$$
\begin{equation*}
\frac{\hbar \omega_{\mathbf{q}}}{\Delta} \underset{\Delta}{\underset{\Delta}{q} \rightarrow 0} \underset{\bar{q}}{\bar{q} \text { fixed }} \bar{\omega}_{\bar{q}}^{(0)} \tag{46}
\end{equation*}
$$

and where it solves the second equation of (23). To simplify, let us neglect in the latter the small corrections proportional to the effective coupling constant $g$. Then $\bar{\omega}_{\bar{q}}^{(0)}$ is a root of $\bar{z} \mapsto M_{++}^{(0)}(\bar{z}, \bar{q})$, without any need for analytic continuation (unlike the case at nonzero temperature, where the branch cut on the eigenenergy equation reaches zero energy, and where up to four complex acoustic branches can be found [22, 23]). By numerical solution, we plot the acoustic branch in figure 2c: after a linear start in the reduced wave number, it saturates quickly (faster than a power law) to the reduced value 2 , that is, to the energy $2 \Delta$ of the lower edge of the broken pair continuum. On the same figure are shown with a dashed line the analytical predictions

$$
\begin{equation*}
\bar{\omega}_{\bar{q}}^{(0)} \underset{\bar{q} \rightarrow 0}{=} \frac{\bar{q}}{\sqrt{3}}\left[1-\frac{\bar{q}^{2}}{45}+\frac{17 \bar{q}^{4}}{28350}+O\left(\bar{q}^{6}\right)\right] \quad \text { and } \quad \bar{\omega}_{\bar{q}}^{(0)}-2 \underset{\bar{q} \rightarrow+\infty}{\sim}-16 \mathrm{e}^{-2} \exp [-(2 \bar{q} / \pi) \ln (\bar{q} / \mathrm{e})] \tag{47}
\end{equation*}
$$

The one at low $\bar{q}$ is taken from reference [21]. The one at large $\bar{q}$ is original: we deduce it from the integral form (33) of $M_{++}^{(0)}{ }^{11}$

## 4. Arbitrary interaction regime: the case of cold atoms in the BEC-BCS crossover

In a cold atom gas, opposite spins fermions are subject to short-range van der Waals interactions, of scattering length $a$ virtually adjustable between $-\infty$ and $+\infty$ by Feshbach resonance. In the case $a<0$, however, the gases are always prepared in the strong interaction regime $1 \lesssim k_{\mathrm{F}}|a|$, which alone ensures an accessible reduced critical temperature for superfluidity $T_{c} / T_{\mathrm{F}}$ (we hardly know how to cool these gases in a controlled manner below $T=$ $0.05 T_{\mathrm{F}}$, where $T_{\mathrm{F}}$ is the Fermi temperature [9, 24]). This contrasts with the weak interaction limit $k_{\mathrm{F}}|a| \ll 1$ in section 3. The ground state of the gas remains qualitatively the same, that is to say a condensate of $\uparrow \downarrow$ pairs bound by the Cooper mechanism in the presence of Fermi seas, but BCS theory becomes less quantitative. In addition, under pain of having heavy three-body losses, the experiments do not leave the dilute regime $k_{\mathrm{F}} b \ll 1$, where $b$ is the interaction range ${ }^{12}$; this condition, joined to $1 \lesssim k_{\mathrm{F}}|a|$, now imposes that $|a| \gg b$ : the interaction becomes resonant in the $s$ wave. In the case $a>0$, there exists for $b \lesssim a$ a dimer $\uparrow \downarrow$ of characteristic diameter $a$ in free space and the bound

[^8]pairs can be formed independently of the existence of Fermi seas; at sufficiently low density, the average distance between fermions is $\gg a$ and the ground state of the gas tends to a Bose-Einstein condensate (BEC) of dimers. Even in this case, the experiments are limited to the resonant regime $a \gg b$, otherwise the dimer gas would have a short lifetime under the effect of three-body losses. ${ }^{13}$ In practice, experimental studies focus on the crossover between the two limiting cases BCS $k_{\mathrm{F}} a \rightarrow 0^{-}$and BEC $k_{\mathrm{F}} a \rightarrow 0^{+}$, in the crossing interval $-1 \lesssim 1 / k_{\mathrm{F}} a \lesssim 1$ made non trivial by the interaction strength and made universal by the condition everywhere satisfied $|a| \gg b[26,27,28]$.

In our model, the interaction range is represented by the spacing $b$ of the cubic lattice. The resonant scattering condition $|a| \gg b$ (knowing that we always have $k_{\mathrm{F}} b \ll 1$ ) therefore allows us to take continuous limit $b \rightarrow 0$, which brings some welcome simplifications (section 4.1). The resulting spectral densities can be calculated analytically (section 4.2). After having presented observables of the continuum mode complementary to its dispersion relation (section 4.3), we carry out a numerical study (section 4.4), then a detailed analytical study by successively considering the limit of low wave numbers (section 4.5), that of a weak order parameter $\Delta / \mu \ll 1$ (section 4.6) and that of a weak and positive chemical potential $\Delta / \mu \gg 1$ (section 4.7). All these results on the continuum collective branch are obtained for $\mu>0$, where the BCS excitation spectrum $\epsilon_{\mathbf{k}}=\left[\left(E_{\mathbf{k}}-\mu\right)^{2}+\Delta^{2}\right]^{1 / 2}$ reaches its minimum at the nonzero wave number $k_{0}=(2 m \mu)^{1 / 2} / \hbar$, and by analytic continuation of the eigenenergy equation through the natural window delimited by its first two branch points $\epsilon_{1}(q)$ and $\epsilon_{2}(q)$, which imposes $0<q<2 k_{0}$ [3]. We generalize however the study in section 4.8 by carrying out an analytic continuation through the other windows (of energy higher than $\left.\epsilon_{2}(q)\right)$ and by considering the case $\mu<0$ where the BCS spectrum is minimal at $k=0$.

### 4.1. Continuous or zero-range limit $b \rightarrow 0$

Let us make the spacing $b$ of the lattice model tend to zero at fixed scattering length $a$. We can first replace the first Brillouin zone $\mathcal{D}$ by $\mathbb{R}^{3}$ in the integrals $\Sigma$ of (8); they were built to have a finite value in this limit. We then notice, on its expression given at the beginning of section 2 , that the on-site coupling constant $g_{0}$ tends to zero. We can therefore replace $g_{0}$ by zero in the third column of matrix $M$ in equation (7), which greatly simplifies the writing of the determinant of $M$ in the eigenenergy equation (11):

$$
\begin{equation*}
\operatorname{det} M(z, \mathbf{q})=M_{++}(z, \mathbf{q}) M_{--}(z, \mathbf{q})-\left[M_{+-}(z, \mathbf{q})\right]^{2} \tag{48}
\end{equation*}
$$

where $M_{s s}$ are the diagonal elements and $M_{+-}=M_{-+}$the non-diagonal elements of the upper left $2 \times 2$ block of $M .{ }^{14}$ For the same reason, the inverse $M^{-1}$ appearing in time dependence (6) of collective variables is simplified: small phase and modulus deviations from equilibrium of the order parameter only depend on the first two components of the source vector of (6), which allows, without taking up too much space, to give the inspiring writing displaying the determinant of $M$ in the denominator:

$$
\binom{\delta \Delta_{\mathbf{q}}(t)-\delta \Delta_{-\mathbf{q}}^{*}(t)}{\delta \Delta_{\mathbf{q}}(t)+\delta \Delta_{-\mathbf{q}}^{*}(t)}=\int_{\mathrm{i} \eta^{+\infty}}^{\mathrm{i} \eta-\infty} \frac{\mathrm{d} z}{2 \mathrm{i} \pi} \frac{\mathrm{e}^{-\mathrm{i} z t / \hbar}}{\operatorname{det} M(z, \mathbf{q})}\left(\begin{array}{cc}
M_{--}(z, \mathbf{q}) & -M_{+-}(z, \mathbf{q})  \tag{49}\\
-M_{+-}(z, \mathbf{q}) & M_{++}(z, \mathbf{q})
\end{array}\right)\binom{\Sigma_{W^{+}}^{z}(z, \mathbf{q})+\Sigma_{W^{+}}^{\epsilon}(z, \mathbf{q})}{\Sigma_{W^{-}}^{z}(z, \mathbf{q})+\Sigma_{W^{-}-y^{-}}^{\epsilon}(z, \mathbf{q})}
$$

On the other hand, the small density deviation $\delta \rho_{\mathbf{q}}(t)$ depends on the three components of the source vector and involves other matrix elements of $M$ than those of (48); for simplicity, we will therefore not study it here, although it is more directly measurable than the deviations of the order parameter.

For the numerical and analytical studies to come, it is advisable to express the useful matrix elements of $M$ in terms of the corresponding spectral densities (13), these being anyway required by the Nozières analytic continuation (12). It is straightforwardly done in the case of $M_{+-}$: it is enough to insert in the integrand (8) of $\Sigma_{W^{+} W^{-}}^{z}$ the integral of $\delta\left(\epsilon-\epsilon_{\mathbf{k q}}\right)$ on all energies $\epsilon \geq 2 \Delta$, which is obviously equal to unity, then exchange the integration on the wave vector $\mathbf{k}$ and on $\epsilon$ to reveal the spectral density $\rho_{+-}$as in (13). We get

$$
\begin{equation*}
M_{+-}(z, \mathbf{q})=(2 \pi)^{-3} \int_{2 \Delta}^{+\infty} \mathrm{d} \epsilon \rho_{+-}(\epsilon, \mathbf{q})\left(\frac{1}{z-\epsilon}+\frac{1}{z+\epsilon}\right) \tag{50}
\end{equation*}
$$

[^9]The case of the diagonal elements $M_{s s}, s= \pm$, is made more delicate by the necessary presence of the counter term $1 / 2 \epsilon_{k}$; before applying the same procedure as for $M_{+-}$, we therefore introduce an arbitrarily large cut-off $A$ on the energy $\epsilon_{\mathbf{k q}}$ of a broken pair, using a factor $\Theta\left(A-\epsilon_{\mathbf{k q}}\right)(\Theta$ is the Heaviside function $)$, then we separate the counter-term from the rest. In the rest, we use a minus-plus trick, taking advantage of the fact that the spectral densities $\rho_{s s}(\epsilon, \mathbf{q})$ are equivalent at high energy to $\rho_{\infty}(\epsilon)=\pi\left(m / \hbar^{2}\right)^{3 / 2} \epsilon^{1 / 2}$, proportional to the density of states of a free particle of mass $m / 2 .{ }^{15}$ It finally comes:

$$
\begin{equation*}
M_{s s}(z, \mathbf{q})=\frac{C(\Delta)}{(2 \pi)^{3}}+(2 \pi)^{-3} \int_{2 \Delta}^{+\infty} \mathrm{d} \epsilon\left[\rho_{s s}(\epsilon, \mathbf{q})\left(\frac{1}{z-\epsilon}-\frac{1}{z+\epsilon}\right)+\frac{2}{\epsilon} \rho_{\infty}(\epsilon)\right], \quad \forall s \in\{+,-\} \tag{51}
\end{equation*}
$$

In the regularization scoria

$$
\begin{equation*}
C(\Delta)=4 \rho_{\infty}(2 \Delta)+\int_{\mathbb{R}^{3}} \frac{\mathrm{~d}^{3} k}{2}\left(\frac{1}{\epsilon_{\mathbf{k}}}-\frac{2 m}{\hbar^{2} k^{2}}\right)=2 \pi\left(\frac{2 m}{\hbar^{2}}\right)^{3 / 2} \Delta^{1 / 2}\left[1+I_{1}(\mu / \Delta)\right] \tag{52}
\end{equation*}
$$

appears an integral on $\mathbf{k}$ already calculated analytically in [19], see the function $I_{1}(\mu / \Delta)$ of this reference, but of which we give here, by hyperbolic parametrization, the more compact expression $I_{1}(\operatorname{sh} \tau)=\operatorname{ch} \tau\left(2 \mathrm{e}^{\tau}\right)^{1 / 2} K\left(\mathrm{ie}^{\tau}\right)-$ $\left(2 \mathrm{e}^{-\tau}\right)^{1 / 2} E\left(\mathrm{ie}^{\tau}\right)$, where $E$ and $K$ are the complete elliptical integrals of second and first kind as in $\S 8.112$ of reference [20]. To be complete, let us note that a more beautiful form, without regularization scoria but with a more elaborate counter-term, is easily deduced from identities ${ }^{16}$

$$
\begin{equation*}
M_{++}(0, \mathbf{0})=M_{--}(2 \Delta, \mathbf{0})=0 \tag{53}
\end{equation*}
$$

Just subtract from (51) with $s=+$ its value for $(z=0, \mathbf{q}=\mathbf{0})$, which is zero, and from (51) with $s=-$ its value for $(z=2 \Delta, \mathbf{q}=\mathbf{0})$, also zero, to obtain

$$
\begin{align*}
& M_{++}(z, \mathbf{q})=(2 \pi)^{-3} \int_{2 \Delta}^{+\infty} \mathrm{d} \epsilon\left[\rho_{++}(\epsilon, \mathbf{q})\left(\frac{1}{z-\epsilon}-\frac{1}{z+\epsilon}\right)+\frac{2}{\epsilon} \rho_{++}(\epsilon, \mathbf{0})\right]  \tag{54}\\
& M_{--}(z, \mathbf{q})=(2 \pi)^{-3} \int_{2 \Delta}^{+\infty} \mathrm{d} \epsilon\left[\rho_{--}(\epsilon, \mathbf{q})\left(\frac{1}{z-\epsilon}-\frac{1}{z+\epsilon}\right)-\rho_{--}(\epsilon, \mathbf{0})\left(\frac{1}{2 \Delta-\epsilon}-\frac{1}{2 \Delta+\epsilon}\right)\right] \tag{55}
\end{align*}
$$

The spectral densities have a simple analytic expression at zero vector wave, ${ }^{17}$ but much less simple at nonzero $\mathbf{q}$ as it will appear in the next section 4.2.

### 4.2. Analytical computation of spectral densities

### 4.2.1. Non-analyticity points $\epsilon_{1}(q), \epsilon_{2}(q)$ and $\epsilon_{3}(q)$

To perform the analytic continuation of the matrix elements $M_{s s^{\prime}}(z, \mathbf{q})$ as in (12), we must first find the points of non-analyticity in $\epsilon$ of the corresponding spectral densities $\rho_{s s^{\prime}}(\epsilon, \mathbf{q})$ on the real axis. This work was carried out qualitatively in reference [3] and the physical origin of these points was explained. We therefore give here a purely quantitative discussion.

Let's start with the richest case, $\mu>0$ and $0<q<2 k_{0}$, with $k_{0}=(2 m \mu)^{1 / 2} / \hbar$ here, which has two or three points of non-analyticity. The extreme points are given by

$$
\begin{equation*}
\epsilon_{1}(q)=2 \Delta \text { and } \epsilon_{3}(q)=2 \epsilon_{\mathbf{q} / 2}=2\left[\left(\frac{\hbar^{2} q^{2}}{8 m}-\mu\right)^{2}+\Delta^{2}\right]^{1 / 2} \tag{56}
\end{equation*}
$$

[^10]where $\epsilon_{1}(q)$ is simply the lower edge of the broken pair continuum [1, 29]; their expression appeared in [3]. Note that $\epsilon_{3}(q)$ merges with $\epsilon_{1}(q)$ at $q=2 k_{0}$, which is the upper edge of the considered $q$ interval. Let us now introduce the wave number $q_{0}$, function of the interaction strength and always located in the interval $\left[0,2 k_{0}\right]$ :
\[

$$
\begin{equation*}
\frac{1}{4} \breve{q}_{0}^{2}=1+\check{\Delta}^{2 / 3}\left[\left(1+\check{\Delta}^{2}\right)^{1 / 2}-1\right]^{1 / 3}-\check{\Delta}^{2 / 3}\left[\left(1+\check{\Delta}^{2}\right)^{1 / 2}+1\right]^{1 / 3} \tag{57}
\end{equation*}
$$

\]

where we thought it best, for simplicity, to express $q_{0}$ in units of $k_{0}$ and the order parameter $\Delta$ (here width of the BCS gap) in units of $\mu$. This rescaling, identified by a Czech accent, amounts to setting $\hbar=2 m=k_{0}=1$ and can be applied to any wave number $q$ and any energy $\epsilon$, as follows:

$$
\begin{equation*}
\check{q}=\frac{q}{k_{0}} \text { and } \check{\epsilon}=\frac{\epsilon}{\mu} \text { with } k_{0}=(2 m \mu)^{1 / 2} / \hbar \text { here } \tag{58}
\end{equation*}
$$

Then, for all $q \in] 0, q_{0}\left[\right.$, there is a midpoint of non-analyticity $\epsilon_{2}(q)$, therefore strictly between $\epsilon_{1}(q)$ and $\epsilon_{3}(q)$, given after rescaling by the largest real root of the polynomial of degree eight:

$$
\begin{equation*}
P_{8}(X) \equiv\left[X^{2}-\check{q}^{2}(2+\check{q})^{2}\right]^{2}\left[X^{2}-\check{q}^{2}(2-\check{q})^{2}\right]^{2}-4 \check{\Delta}^{2}\left[X^{2}-\check{q}^{2}\left(4-\check{q}^{2}\right)\right]\left\{\left[X^{2}-\check{q}^{2}\left(4-\check{q}^{2}\right)\right]^{2}-36 \check{q}^{4} X^{2}\right\}-432 \check{\Delta}^{4} \breve{q}^{4} X^{2} \tag{59}
\end{equation*}
$$

Expression (57) of $\check{q}_{0}$ and that (59) of the polynomial $P_{8}(X)$ will be justified in section 4.2.2. In $q=q_{0}$, this midpoint disappears by merging with $\epsilon_{3}(q)$. For $\left.q \in\right] q_{0}, 2 k_{0}[$, there remains only the two points (56), but we will however set $\epsilon_{2}(q)=\epsilon_{3}(q)$ in the following for simplicity. ${ }^{18}$ This discussion of the points of non-analyticity is illustrated and summarized in figures 3 a and 3 b . We complete it with some analytical results. First, as seen in figure $3 \mathrm{~b}, \check{q}_{0}$ has the following limiting behaviors at weak coupling $\Delta / \mu \rightarrow 0^{+}$and for a vanishing $\mu / \Delta \rightarrow 0^{+}$chemical potential:

$$
\begin{equation*}
\check{q}_{0} \underset{\Delta x \rightarrow 0}{=} 2-2^{1 / 3} \check{\Delta}^{2 / 3}+O\left(\check{\Delta}^{4 / 3}\right) \quad \text { and } \quad \check{q}_{0} \underset{\Delta}{\check{\Delta} \rightarrow+\infty}=\frac{2}{\sqrt{3}}+O\left(\check{\Delta}^{-2}\right) \tag{60}
\end{equation*}
$$

and remains always greater than $2 / \sqrt{3}$ therefore than 1 . Then, as we see in figure $3 \mathrm{a}, \epsilon_{2}(q)$ exhibits, as a function of $q$, an absolute maximum at $q=k_{0}$, around which we have the Taylor expansion:

$$
\begin{equation*}
\check{\epsilon}_{2}(\check{q}) \underset{\check{q} \rightarrow 1}{=} \check{\Delta}+\left(1+\check{\Delta}^{2}\right)^{1 / 2}-\frac{(\check{q}-1)^{2}}{\left(1+\check{\Delta}^{2}\right)^{1 / 2}-\check{\Delta} / 2}+O(\check{q}-1)^{3} \tag{61}
\end{equation*}
$$

In $q=0, \epsilon_{2}(q)$ quadratically merges the point of non-analyticity $\epsilon_{1}(q)$, as already written by reference [3]:

$$
\begin{equation*}
\check{\epsilon}_{2}(\check{q}) \underset{\dot{q} \rightarrow 0}{=} 2 \check{\Delta}+\check{q}^{2} / \check{\Delta}+O\left(\check{q}^{4}\right) \tag{62}
\end{equation*}
$$

Finally, in the limits of large and of weak $\Delta / \mu$ taken at fixed $q / k_{0}$, one has simple expressions

$$
\begin{equation*}
\check{\epsilon}_{2}(\check{q}) \underset{\Delta}{\check{q}<\check{q}_{0}(\infty)=2 / \sqrt{3}} \underset{\check{\Delta} \rightarrow+\infty}{=} 2 \check{\Delta}+\frac{\check{q}^{2}\left(2-\check{q}^{2}\right)}{2 \check{\Delta}}+O\left(1 / \check{\Delta}^{3}\right) \quad \text { and } \quad \check{\epsilon}_{2}(\check{q}) \underset{\Delta x \rightarrow 0^{+}}{\stackrel{\check{q} f i x e d}{ } \in] 0,2[ } \check{q}(2-\check{q})+\check{\Delta} \check{q}^{1 / 2}(2-\check{q})^{1 / 2}+\check{\Delta}^{2} \frac{1+\check{q}^{2}}{4 \check{q}}+O\left(\check{\Delta}^{3}\right) \tag{63}
\end{equation*}
$$

Let us specify the nature of the singularities of the spectral densities at energies $\epsilon_{i} . \epsilon_{2}(q)$ and $\epsilon_{3}(q)$ are kinks for the three spectral densities $\rho_{++}, \rho_{--}$and $\rho_{+-} . \epsilon_{1}(q)$ is a point of discontinuity for $\rho_{++}$and a kink for $\rho_{--}$, see (74), but is nothing for the spectral density $\rho_{+-}$which remains zero at positive energies up to $\epsilon=\epsilon_{2}(q)$.

Let us end with the poorest cases: when $\mu>0$ but $q>2 k_{0}$, or when $\mu<0$ (the BCS dispersion relation $\epsilon_{\mathbf{k}}$ is then minimal at $k=0$ ) but $q$ arbitrary, there remains only one point of non-analyticity of the spectral densities on the real axis, namely $\epsilon=\epsilon_{3}(q)$ [3], which is none other than the lower edge of the broken pair continuum at wave number $q$ $[1,29] .{ }^{19}$

[^11]

Figure 3: For a gas of fermions of zero-range interaction (case of cold atoms) and chemical potential $\mu>0$, we show in (a) the energies $\epsilon_{n}(q)$, $n \in\{1,2,3\}$, points of non-analyticity in the spectral densities $\epsilon \mapsto \rho_{s s^{\prime}}(\epsilon, \mathbf{q})$ on the real axis as functions of the wave number $q$ in units of $k_{0}=(2 m \mu)^{1 / 2} / \hbar$, for different values of the order parameter $\Delta / \mu=1$ (black), $\Delta / \mu=2$ (red), $\Delta / \mu=1 / 2$ (blue). The horizontal black dotted line showing $\epsilon_{1}(q)=2 \Delta$ is common to the three coupling values since the energies are expressed in units of $\Delta$. For a given value of $\Delta / \mu$, the lower solid line shows $\epsilon_{2}(q)$ and the upper solid line shows $\epsilon_{3}(q)$, the two curves joining at a certain critical wave number $q=q_{0}(\Delta)$ (vertical dashed line), given by (57), beyond which they coincide by convention $\left(\epsilon_{2}(q)=\epsilon_{3}(q)\right.$ ). The two energies $\epsilon_{1,2}(q)$ separate at $q=0$ and the three energies $\epsilon_{n}(q)$ join at $q=2 k_{0}$, whatever $\Delta$. Similarly, the curve $\epsilon_{2}(q)$ reaches its maximum invariably at $q=k_{0}$ (black vertical dotted line), to the left of $q=q_{0}$. We show in (b) the critical wave number $q_{0}$ as a function of $\Delta$ with a solid black line. This one therefore separates the band $\mathbb{R}^{+} \times\left[0,2 k_{0}\right]$ in the plane $(\Delta, q)$ into a higher domain where $\epsilon_{2}(q) \equiv \epsilon_{3}(q)$ is given by equation (56), and a lower domain where $\epsilon_{2}(q) / \mu<\epsilon_{3}(q) / \mu$ is the largest real root of polynomial $P_{8}(X)$ of equation (59). At the border, $\epsilon_{2}(q)$ undergoes a second order transition (continuity of $\epsilon_{2}(q)$ and its first derivative but discontinuity of its second derivative $\mathrm{d}^{2} \epsilon_{2}(q) / \mathrm{d} q^{2}$, see footnote 18). Dotted and dotted lines: limiting behaviors (60) of $q_{0}$. We carry out in (c) a graphic discussion of equation (71) on $s$ by representing the right-hand side (solid black line, vertical and horizontal asymptotes in dotted lines) and the left-hand side (oblique straight lines in color) as functions of the unknown, for $q=2 k_{0} / 3, \epsilon=5 \Delta / 2$ and different values of $\Delta / \mu[2 / 3$ (light green), 0.7607084 (dark green), $9 / 10$ (orange), $32 / 27$ (red), 2 (purple), from top to bottom at $s=0]$ : in the interval $[-1,1]$, delimited by thin continuous vertical lines, there is then successively 0 root (case $\epsilon<\epsilon_{2}(q)$ ), 1 double root (case $\epsilon=\epsilon_{2}(q)<\epsilon_{3}(q)$ ), 2 roots of absolute value $<1$ (case $\epsilon_{2}(q)<\epsilon<\epsilon_{3}(q)$ ), 2 roots of which one is equal to -1 (case $\epsilon=\epsilon_{3}(q)$ ), and finally 1 root (case $\epsilon>\epsilon_{3}(q)$ ). In the spectral densities, it is necessary to integrate on $s \in[-1,1]$ where the black curve is below the oblique line plotted at the considered energy (see discussion around (71)).

### 4.2.2. Expressions of spectral densities

In the continuous limit of the lattice model, the spectral densities (13) can be expressed analytically in terms of elliptical integrals. This computational breakthrough will greatly simplify the numerical and analytical studies that follow; in particular, it makes it possible to immediately carry out the analytic continuation of the spectral densities to complex energies $z$ as required by the procedure (12), since the properties of elliptic integrals in the complex plane are known. ${ }^{20}$ We give here the expressions of the spectral densities in the most interesting case $\mu>0$ and $0<q<2 k_{0}$, see table 2. To make the writing compact, we have rescaled the energy $\epsilon$ and the wave number $q$ as in (58), the spectral densities as follows:

$$
\begin{equation*}
\rho_{s s^{\prime}}(\epsilon, \mathbf{q})=\frac{2 m k_{0}}{\hbar^{2}} \check{\rho}_{s s^{\prime}}(\check{\epsilon}, \check{q}) \tag{64}
\end{equation*}
$$

then we have introduced for the energies $\epsilon \geq 2 \Delta$ the hyperbolic changes of variable $(\Omega \geq 0)$,

$$
\begin{equation*}
\operatorname{ch} \Omega=\frac{\check{\epsilon}}{2 \check{\Delta}}, \quad \operatorname{sh} \Omega=\frac{\left(\breve{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2}}{2 \check{\Delta}} \quad \text { and } \quad \operatorname{th} \Omega=\frac{\left(\check{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2}}{\check{\epsilon}} \tag{65}
\end{equation*}
$$

[^12]and defined the following functions of an angle $\psi \in[0, \pi]$,
\[

$$
\begin{align*}
& f_{--}(\psi) \equiv \int_{0}^{\psi} \frac{\mathrm{d} \alpha \cos ^{2} \alpha \operatorname{sh}^{2} \Omega}{\left(1+\operatorname{sh}^{2} \Omega \sin ^{2} \alpha\right)^{3 / 2}}=E(\psi, \mathrm{i} \operatorname{sh} \Omega)+\frac{\operatorname{sh}^{2} \Omega \sin \psi \cos \psi}{\left(1+\operatorname{sh}^{2} \Omega \sin ^{2} \psi\right)^{1 / 2}}-F(\psi, \mathrm{i} \operatorname{sh} \Omega)=\operatorname{ch} \Omega E(u, \text { th } \Omega)-\frac{F(u, \text { th } \Omega)}{\operatorname{ch} \Omega}(66) \\
& f_{++}(\psi) \equiv \int_{0}^{\psi} \frac{\mathrm{d} \alpha \operatorname{ch}^{2} \Omega}{\left(1+\operatorname{sh}^{2} \Omega \sin ^{2} \alpha\right)^{3 / 2}}=E(\psi, \mathrm{i} \operatorname{sh} \Omega)+\frac{\operatorname{sh}^{2} \Omega \sin \psi \cos \psi}{\left(1+\operatorname{sh}^{2} \Omega \sin ^{2} \psi\right)^{1 / 2}}=\operatorname{ch} \Omega E(u, \operatorname{th} \Omega)  \tag{67}\\
& f_{+-}(\psi) \equiv \int_{0}^{\psi} \frac{\mathrm{d} \alpha \cos \alpha \operatorname{sh} \Omega \operatorname{ch} \Omega}{\left(1+\operatorname{sh}^{2} \Omega \sin ^{2} \alpha\right)^{3 / 2}}=\frac{\operatorname{sh} \Omega \operatorname{ch} \Omega \sin \psi}{\left(1+\operatorname{sh}^{2} \Omega \sin ^{2} \psi\right)^{1 / 2}} \tag{68}
\end{align*}
$$
\]

where $E(\phi, k)$ and $F(\phi, k)$ are the elliptic integrals of second and first kind in the definition $\S 8.111$ of [20], we used $\S 8.127$ of [20] and we set

$$
\begin{equation*}
u=\operatorname{acos} \frac{\cos \psi}{\left(1+\operatorname{sh}^{2} \Omega \sin ^{2} \psi\right)^{1 / 2}} \tag{69}
\end{equation*}
$$

The calculations leading to these results are exposed in Appendix A.2, but let's give the main lines here. In the integral form (13) of the spectral densities, written in spherical coordinates of axis $\mathbf{q}$, one carries out immediately the integration on the azimuthal angle thanks to the rotational invariance of axis $\mathbf{q}$ then, with more effort, on the polar angle thanks to the Dirac distribution fixing the energy of the broken pair in the integrand. It remains to integrate on the wave number $k$. However, the polar angles where the argument of the Dirac distribution vanishes must take physical values, which imposes constraints on $k$. First, they must be real, which restricts $k$ to a certain segment which is cleverly parametrized as follows:

$$
\begin{equation*}
\check{k}^{2}+\frac{\check{q}^{2}}{4}-1 \equiv \frac{1}{2}\left(\check{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2} s \quad \text { where } \quad s \in[-1,1] \tag{70}
\end{equation*}
$$

The integral on $k$ therefore boils down to an integral on $s$. Then they must be in the range $[0, \pi]$. To implement this constraint, we must solve the following third degree equation on $s$, which expresses the fact that the polar angles reach the edges 0 and $\pi$ of the allowed interval:

$$
\begin{equation*}
\frac{4 \check{q}^{2}}{\check{\epsilon}^{2}}\left[\frac{1}{2}\left(\breve{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2} s+1-\frac{\check{q}^{2}}{4}\right]=\frac{1-s^{2}}{\frac{\check{\epsilon}^{2}}{\epsilon^{2}-4 \grave{\Lambda}^{2}}-s^{2}} \tag{71}
\end{equation*}
$$

The polar angles are between 0 and $\pi$ when the right-hand side of (71) is less than the left-hand side. The graphical discussion in figure 3c shows that, for $q$ small enough, three cases arise: $(i)$ at fairly low energy, equation (71) has no root in the interval $[-1,1]$, and we can therefore integrate on $s$ in all $[-1,1]$; (ii) at intermediate energies, equation (71) has two roots $s_{1}$ and $s_{2}\left(s_{1}<s_{2}\right)$ in $[-1,1]$, and we must integrate on $s$ in $\left[-1, s_{1}\right] \cup\left[s_{2}, 1\right]$; (iii) at fairly high energy, the root $s_{1}$ goes below -1 and equation (71) has $s_{2}$ as the only root in $[-1,1]$, so that we must integrate on $s$ in $\left[s_{2}, 1\right]$. These topology changes of the integration domain on $s$ are at the origin of the points of non-analyticity of the spectral densities. The point $\epsilon=\epsilon_{2}(q)$ in section 4.2 .1 corresponds to the transition between the cases $(i)$ and (ii): $s_{1}=s_{2}$ is double root and the discriminant of equation (71) vanishes, which leads to $P_{8}\left(\check{\epsilon}_{2}(q)\right)=0$, where $P_{8}(X)$ is the polynomial (59). ${ }^{21}$ The point $\epsilon=\epsilon_{3}(q)$ in section 4.2 .1 corresponds to the transition between cases (ii) and (iii): we then have $s_{1}=-1$, as we can verify by direct substitution of $s$ by -1 in (71). When $q$ is too large, the scenario is

[^13]simplified: when we increase the energy starting from the case (i), a double root $s_{1}=s_{2}$ certainly appears in (71), but this root is $<-1$, it is not in the interval $[-1,1]$ and we can continue to integrate on $s \in[-1,1]$; the energy continuing to increase, $s_{2}$ reaches -1 then exceeds it while $s_{1}$ remains $<-1$ : we jumped directly from the case $(i)$ to the case (iii). The value $q_{0}$ of $q$ separating the two scenarios $(i) \rightarrow(i i) \rightarrow(i i i)$ and $(i) \rightarrow(i i i)$ is therefore such that the double root $s_{1}=s_{2}$ of (71) appears exactly in -1 ; by writing that $s=-1$ is the root of (71) and its derivative with respect to $s$, we come across a cubic equation on $q^{2}$, equivalent to the condition $\mathrm{d}^{2} \epsilon_{3}(q) / \mathrm{d} q^{2}=0$ of footnote 18 , and of which (57) is actually the real solution.

To be complete, we give, when $\epsilon>\epsilon_{2}(q)$, the expression of the two smallest real roots $s_{1}$ and $s_{2}$ of equation (71) in terms of the Cardan angle $\gamma$ spanning $[0, \pi]$ :

$$
\begin{align*}
& s_{1,2}=\frac{Y_{q}}{6 \check{q}^{2}\left(\breve{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2}}-\frac{\left(Y_{q}^{2}+12 \check{q}^{4} \check{\epsilon}^{2}\right)^{1 / 2}}{3 \check{q}^{2}\left(\check{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2}} \cos \frac{\pi \mp \gamma}{3} \text { where } Y_{q}=\check{\epsilon}^{2}-\check{q}^{2}\left(4-\check{q}^{2}\right) \\
& \text { and } \gamma=\operatorname{acos} \frac{Y_{q}\left(Y_{q}^{2}-36 \check{\epsilon}^{2} \check{q}^{4}\right)+216 \check{\epsilon}^{2} \check{q}^{4} \check{\Delta}^{2}}{\left(Y_{q}^{2}+12 \check{q}^{4} \check{\epsilon}^{2}\right)^{3 / 2}} \tag{72}
\end{align*}
$$

Note also that the change of variable $s=\cos \alpha$, where $\alpha \in[0, \pi]$, was carried out, as we see on the integration variable in the definition of the functions $f_{s s^{\prime}}(\psi)$ and on the value of their argument in table 2. Finally, we can verify that, in the weak coupling limit $\Delta / \mu \rightarrow 0^{+}$at $\bar{q}=2 \check{q} / \check{\Delta}$ and $\bar{\epsilon}=\check{\epsilon} / \check{\Delta}$ fixed as prescribed by (14), tables 1 and 2 agree; funny remark, there is in fact a perfect agreement on the spectral densities $\rho_{s s}^{[I I]}$ even before taking the limit (only the upper bound of the interval II is different for finite $\Delta / \mu)$. The calculations leading to table 2 easily extend to any $q$ and to any sign of $\mu$; thus, for $\mu>0$ but $q>2 k_{0}$, the spectral densities are identically zero for $\epsilon<\epsilon_{3}(q)$ and of the form III otherwise, as it appears from the end of section 4.2.1.

### 4.2.3. Behavior of spectral densities at high energy and at the edge of the continuum

Let us give two very simple applications of the expressions of spectral densities from table 2. The first is a high energy asymptotic expansion,
useful above all for controlling and reducing energy truncation errors in the numerical calculations of section 4.4. At the order of this expansion, however quite high, we have the impression that $\rho_{+-}$is the geometric mean of $\rho_{++}$and $\rho_{--}$, which is not true on any neighborhood of infinity [see the integrals in (66), (67) and (68)] unless $q=0$ (see footnote 17). The second application is a Taylor expansion at the lower edge $2 \Delta$ of the broken pair continuum (here $0<\check{q}<2$ ):
$\check{\rho}_{++}(\check{\epsilon}, \check{q}) \underset{\epsilon 匕 \rightarrow 2 \check{\Delta}^{+}}{=} \frac{\pi^{2}}{2 \check{q}}\left[\check{\Delta}+\frac{1}{4}(\check{\epsilon}-2 \check{\Delta})+O(\check{\epsilon}-2 \check{\Delta})^{2}\right] \quad$ and $\quad \check{\rho}_{--}(\check{\epsilon}, \check{q}) \underset{\epsilon}{\epsilon} \rightarrow 2 \check{\Delta}^{+}-\frac{\pi^{2}}{4 \check{q}}\left[(\check{\epsilon}-2 \check{\Delta})-\frac{1}{8 \check{\Delta}}(\check{\epsilon}-2 \check{\Delta})^{2}+O(\check{\epsilon}-2 \check{\Delta})^{3}\right]$
We then see, by means of (51), that $\check{M}_{++}\left(\check{\epsilon}+\mathrm{i} 0^{+}, \check{q}\right)$ exhibits on the real axis at $\check{\epsilon}=2 \check{\Delta}$ a logarithmic singularity in its real part and a discontinuity in its imaginary part:

$$
\begin{equation*}
\check{M}_{++}\left(\check{\epsilon}+\mathrm{i} 0^{+}, \check{q}\right) \underset{\check{\epsilon} \rightarrow 2 \check{\Delta}}{=}(2 \pi)^{-3} \frac{\pi^{2} \check{\Delta}}{2 \check{q}}[\ln |\check{\epsilon}-2 \check{\Delta}|-\mathrm{i} \pi \Theta(\check{\epsilon}-2 \check{\Delta})][1+O(\check{\epsilon}-2 \check{\Delta})]+\text { smooth function of } \check{\epsilon} \tag{75}
\end{equation*}
$$

which explains the sharp peak (with vertical tangent) in the intensity of the modulus-modulus response function at the angular frequency $2 \Delta / \hbar$, observed but not interpreted in reference [3], and which has nothing to do with the Lorentzian peak of the continuum mode (see section 4.3). In $\check{M}--\left(\check{\epsilon}+i 0^{+}, \check{q}\right)$, this edge singularity is reduced by a factor $\check{\epsilon}-2 \check{\Delta}$. As for $\check{M}_{+-}(\check{\epsilon}, \check{q})$, it is of course a smooth function of $\check{\epsilon}$ around the edge since the spectral density $\rho_{+-}$is identically zero on a neighborhood of the edge. The matrix elements are here rescaled as in (84).

| $\check{\epsilon}<2 \triangle$ | $\begin{aligned} & \check{\rho}_{--}^{I I I}(\check{\epsilon}, \check{q})=0 \\ & \check{\rho}_{++}^{[I]}(\check{\epsilon}, \check{q})=0 \\ & \check{\rho}_{+-}^{[I]}(\check{\epsilon}, \check{q})=0 \end{aligned}$ |
| :---: | :---: |
| $2 \breve{\Delta}<\check{\epsilon}^{\prime}<\check{\epsilon}_{2}(\breve{q})$ | $\begin{aligned} & \check{\rho}_{--}^{[I I]}(\check{\epsilon}, \check{q}) \equiv \pi\left[\frac{\check{\epsilon}}{2 \check{q}} E(\text { th } \Omega)-\frac{2 \check{\Delta}^{2}}{\check{q} \check{\epsilon}} K(\text { th } \Omega)\right]=\frac{\pi \check{\Delta}}{\check{q}}[E(\mathrm{i} \operatorname{sh} \Omega)-K(\mathrm{i} \operatorname{sh} \Omega)] \\ & \check{\rho}_{++}^{[I I]}(\check{\epsilon}, \check{q}) \equiv \pi\left[\frac{\check{\epsilon}}{2 \check{q}} E(\text { th } \Omega)\right]=\frac{\pi \check{\Delta}}{\check{q}} E(\mathrm{i} \operatorname{sh} \Omega) \\ & \check{\rho}_{+-}^{[I I]}(\check{\epsilon}, \check{q}) \equiv 0 \end{aligned}$ |
| $\check{\epsilon}_{2}(\breve{q})<\check{\epsilon}<\check{\epsilon}_{3}(\breve{q})$ | $\begin{aligned} & \check{\rho}_{--}^{[I I I]}(\check{\epsilon}, \breve{q}) \equiv \frac{\pi \check{\Delta}}{2 \check{q}}\left[f_{--}\left(\frac{\pi}{2}-\operatorname{asin} s_{2}\right)+f_{--}\left(\frac{\pi}{2}+\operatorname{asin} s_{1}\right)\right] \\ & \check{\rho}_{++}^{[I I I]}(\check{\epsilon}, \check{q}) \equiv \frac{\pi \Delta}{2 \check{q}}\left[f_{++}\left(\frac{\pi}{2}-\operatorname{asin} s_{2}\right)+f_{++}\left(\frac{\pi}{2}+\operatorname{asin} s_{1}\right)\right] \\ & \check{\rho}_{+-}^{[I I I]}(\check{\epsilon}, \breve{q}) \equiv \frac{\pi \Delta}{2 \check{q}}\left[f_{+-}\left(\frac{\pi}{2}-\operatorname{asin} s_{2}\right)-f_{+-}\left(\frac{\pi}{2}+\operatorname{asin} s_{1}\right)\right] \end{aligned}$ |
| $\check{\epsilon}_{3}(\breve{q})<\check{\epsilon}$ | $\begin{aligned} & \check{\rho}_{--}^{[\mathrm{IV}]}(\check{\epsilon}, \check{q}) \equiv \frac{\pi \Delta}{2 \check{q}}\left[f_{--}\left(\frac{\pi}{2}-\operatorname{asin} s_{2}\right)\right] \\ & \check{\rho}_{++}^{[\mathrm{IV}]}(\check{\epsilon}, \check{q}) \equiv \frac{\pi \Delta}{2 \check{q}}\left[f_{++}\left(\frac{\pi}{2}-\operatorname{asin} s_{2}\right)\right] \\ & \check{\rho}_{+-}^{[\mathrm{IV}]}(\check{\epsilon}, \check{q}) \equiv \frac{\pi \Delta}{2 \check{q}}\left[f_{+-}\left(\frac{\pi}{2}-\operatorname{asin} s_{2}\right)\right] \end{aligned}$ |

Table 2: Spectral densities --, ++ and +- of (13) in the continuous limit $b \rightarrow 0$ of our lattice model, as functions of energy $\epsilon>0$. The interaction strength is arbitrary but we have limited ourselves to the richest case $\mu>0$ and $0<q<2 k_{0}$, where $k_{0}=(2 m \mu)^{1 / 2} / \hbar$ is the wave number minimizing the BCS dispersion relation $\epsilon_{\mathbf{k}}$. On each interval between the zero energy, the non-analyticity points $\epsilon_{i}$ given in section 4.2.1 and the infinite energy, these are smooth functions of $\epsilon$ with different analytic continuations to complex energies, hence their numbering in Roman numerals. $E(k)$ and $K(k)$ are the complete elliptic integrals of second and first kind (see $\S 8.112$ of [20]); $\Omega \in] 0,+\infty$ [is a convenient hyperbolic parametrization (65) of the energy when it is greater than $2 \Delta$; in the fourth and fifth row of the table, the two forms given are equivalent since $E(\operatorname{th} \Omega)=E($ ish $\Omega) / \operatorname{ch} \Omega$ and $K(\operatorname{th} \Omega)=\operatorname{ch} \Omega K(\operatorname{ish} \Omega)$, including for complex $\Omega$ as long as Rech $\Omega>0$; the functions $f_{--}, f_{++}$and $f_{+-}$are those of equations (66), (67) and (68); $s_{1}$ and $s_{2}$ are the real roots of (71) less than 1 sorted in ascending order, when they exist, and are given by (72). When $q>q_{0}$, where $q_{0}$ is given by (57), we actually have $\epsilon_{2}(q)=\epsilon_{3}(q)$ (see section 4.2.1). The energies and wave numbers are rescaled as in (58) and the spectral densities as in (64).

### 4.3. Characterizing the continuum collective branch: dispersion relation, spectral weights, optimal excitation and observation channels

From an experimental point of view, the presence of a complex energy $z_{\mathbf{q}}$ in the broken pair continuum results in a visible Lorentzian peak in the intensity of the gas frequency response function introduced in [3], or if one prefers in the modulus squared of the Fourier transform of the time response (6), of the form $\omega \mapsto\left|Z /\left(\hbar \omega-z_{\mathbf{q}}\right)\right|^{2}$ where $\omega$ is the angular frequency, at least if $(i)$ the central energy $\operatorname{Re} z_{\boldsymbol{q}}$ of the Lorentzian is in the interval $\left[\epsilon_{a}, \epsilon_{b}\right]$ between the points of non-analyticity through which the analytic continuation is carried out $\left(\epsilon_{a} / \hbar\right.$ and $\epsilon_{b} / \hbar$ thus delimit an interval of observability in angular frequency) and (ii) half-energy-width $\left|\operatorname{Im} z_{\mathbf{q}}\right|$ of the Lorentzian is sufficiently weak that one can easily separate it from the broad contribution of the continuum [3]. We thus see that the mode is characterized by three real quantities, its angular frequency $\operatorname{Re} z_{\mathbf{q}} / \hbar$, its damping rate $\left|\operatorname{Im} z_{\mathbf{q}}\right| / \hbar$ and its spectral weight, proportional to $|Z|^{2}$, where $Z$ is the residue of the pole $z_{\mathbf{q}}$ in the analytic continuation of the experimental response function.

To characterize the continuum mode, we must first calculate its complex energy $z_{\mathbf{q}}$, by solving equation (48) after analytic continuation as follows:

$$
\begin{equation*}
0=\operatorname{det} M_{\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right) \equiv M_{++\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right) M_{--\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right)-\left[M_{+-\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right)\right]^{2} \text { with } M_{s s^{\prime} \downarrow}(z, \mathbf{q})=M_{s s^{\prime}}(z, \mathbf{q})-(2 \pi)^{-3} 2 \mathrm{i} \pi \rho_{s s^{\prime}}^{[I I]}(z, \mathbf{q}) \tag{76}
\end{equation*}
$$

We indeed perform especially the study for $\mu>0$ and $0<q<2 k_{0}$, and for an analytic continuation through the type II interval, that is $2 \Delta<\epsilon<\epsilon_{2}(q)$, see table 2 ; the other cases are treated in section 4.8. Then we calculate the residue $Z$. For this, we start from the temporal expression (49) of small deviations of the order parameter and, in the integrand, we expand in the vicinity of $z=z_{\mathbf{q}}$ the inverse of matrix $M$ analytically continued and here restricted to its upper left
$2 \times 2$ block, which brings up a matrix residue $\mathcal{M}$ :

$$
M_{\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right)^{-1} \underset{z \rightarrow z_{\mathbf{q}}}{=} \frac{\mathcal{M}}{z-z_{\mathbf{q}}}+O(1) \quad \text { with } \quad \mathcal{M}=\frac{1}{\left(\frac{\mathrm{~d}}{\mathrm{~d} z} \operatorname{det} M_{\downarrow}\right)\left(z_{\mathbf{q}}, \mathbf{q}\right)}\left(\begin{array}{cc}
M_{--\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right) & -M_{+-\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right)  \tag{77}\\
-M_{+-\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right) & M_{++\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right)
\end{array}\right)
$$

If the excitation only perturbs the phase of the order parameter (+ channel, first coordinate) and we measure the response on the phase of the order parameter, the relevant residue is $Z_{+}=\langle+| \mathcal{M}|+\rangle=M_{--\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right) /\left(\frac{\mathrm{d}}{\mathrm{d} z} \operatorname{det} M_{\downarrow}\right)\left(z_{\mathbf{q}}, \mathbf{q}\right)$. Conversely, if we initially excite and finally measure only the modulus of the order parameter ( - channel, second coordinate), the relevant residue is $Z_{-}=\langle-| \mathcal{M}|-\rangle=M_{++\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right) /\left(\frac{\mathrm{d}}{\mathrm{d} z} \operatorname{det} M_{\downarrow}\right)\left(z_{\mathbf{q}}, \mathbf{q}\right)$. In the general case, the residue $Z$ in the gas response is a linear combination of the matrix elements of $\mathcal{M}$, with coefficients depending on the excitation applied to the gas and the measured observable. By applying the residue theorem to (49) as in figure 1 , we find the contribution of the continuum mode to the time signal:

$$
\begin{equation*}
\left.\operatorname{signal}(t)\right|_{\text {pole } z_{\mathrm{q}}}=Z \mathrm{e}^{-\mathrm{i} z_{\mathrm{q}}} \boldsymbol{t / \hbar} \quad \text { with } \quad Z=\left\langle\chi_{\text {obs }}\right| \mathcal{M}\left|\chi_{\text {exc }}\right\rangle \tag{78}
\end{equation*}
$$

where the amplitudes $\left\langle\chi_{\text {obs }} \mid+\right\rangle$ and $\left\langle\chi_{\text {obs }} \mid-\right\rangle$ are those of the observable measured in the phase and modulus channels, and the amplitudes $\left\langle+\mid \chi_{\text {exc }}\right\rangle$ and $\left\langle-\mid \chi_{\text {exc }}\right\rangle$ are those of the excitation applied in these channels. Note that $\left\langle\chi_{\text {exc }}\right\rangle$ has no simple expression, but involves the source vector in (49) analytically continued to $z=z_{\mathbf{q}}$, itself a function of the applied excitation through $y_{\mathbf{k q}}^{ \pm}$therefore of the initial perturbation of the BCS state vector (1). However, since matrix $\mathcal{M}$ is by construction of zero determinant, it is generally of rank one; after some thought, we manage to put it in a particularly simple dyadic form, in terms of vectors $\hat{\chi}$ normalized to unity, after having factored out a reduced real global residue $Z_{\text {opt }}$ :

$$
\left.\mathcal{M}=Z_{\mathrm{opt}} \hat{\chi}_{\mathrm{obs}}^{\mathrm{opt}}\right\rangle\left\langle\hat{\chi}_{\mathrm{exc}}^{\mathrm{opt}}\right| \quad \text { with }\left\{\begin{array}{l}
\left|\hat{\chi}_{\mathrm{exc}}^{\mathrm{opt}}\right\rangle \equiv Z_{\mathrm{opt}}^{-1 / 2}\binom{\left(Z_{+}^{1 / 2}\right)^{*}}{-\varepsilon\left(Z_{-}^{1 / 2}\right)^{*}} \propto\left(\begin{array}{c}
\left.\left|Z_{\mathrm{e}^{-i \theta} \mid}\right|^{1 / 2} Z_{-}\right|^{1 / 2}
\end{array}\right)  \tag{79}\\
\left.\hat{\chi}_{\mathrm{obs}}^{\mathrm{opt}}\right\rangle \equiv Z_{\mathrm{opt}}^{-1 / 2}\binom{Z_{+}^{1 / 2}}{-\varepsilon Z_{-}^{1 / 2}} \propto\left(\begin{array}{c}
\left.\left\lvert\, \begin{array}{c}
\left|Z_{+}\right|^{1 / 2} \\
\mathrm{e}^{\theta}\left|Z_{-}\right|^{1 / 2}
\end{array}\right.\right)
\end{array} \quad \text { and } \quad \varepsilon \in\{+,-\} .\right.
\end{array}\right.
$$

The reduced global residue is simply the sum of the moduli of the particular residues $Z_{+}$and $Z_{-}$. As we can see, the vectors of the dyad are expressed in terms of these moduli and of an angle $\theta$, relative phase of the modulus-phase coupling amplitude and of a diagonal coupling amplitude in matrix $M$ analytically continued in $z_{\mathbf{q}}$ :

$$
\begin{equation*}
Z_{\text {opt }}=\left|Z_{+}\right|+\left|Z_{-}\right| \quad \text { and } \quad \theta=\arg \left[-M_{+-\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right) / M_{--\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right)\right] \tag{80}
\end{equation*}
$$

We understand that $\arg \left(Z_{-} / Z_{+}\right)=2 \theta$ since $Z_{+} / Z_{-}=M_{--\downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right) / M_{+\downarrow \downarrow}\left(z_{\mathbf{q}}, \mathbf{q}\right)$. By comparing (79) and (78), we see that $\left\langle\hat{\chi}_{\text {obs }}^{\text {opt }}\right.$ I gives the optimal observable, that is to say the relative linear combination of the phase and modulus channels to be observed to maximize the residue $|Z|$ therefore the weight of the continuum mode in the experimental signal; similarly, $\left\langle\hat{\chi}_{\mathrm{exc}}^{\mathrm{opt}}\right\rangle$ gives the relative amplitudes of the excitation which must be produced on the phase and the modulus of the order parameter to maximize the weight of the continuum mode in the signal, for a fixed observable. If these optimizations are made jointly on the excitation and the observation, one achieves the maximum modal weight accessible for fixed norms of $\left\langle\chi_{\text {obs }}\right|$ and $\left\langle\chi_{\text {exc }}\right\rangle$, of residue $Z_{\text {opt }}\left\|\chi_{\text {obs }}\right\|\left\|\chi_{\text {exc }}\right\|$. To compute the denominator of $\mathcal{M}$ in (77), we need the spectral density derivatives with respect to $z$, which can be written simply (see §8.123 of [20]):

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \bar{z}} \rho_{++}^{[I I]}(\check{z}, \check{q})=\frac{\check{z}}{\check{z}^{2}-4 \check{\Delta}^{2}} \check{\rho}_{--}^{[I I]}(\check{z}, \check{q}) \quad \text { and } \quad \frac{\mathrm{d}}{\mathrm{~d} \check{z}} \rho_{--}^{[I I]}(\check{z}, \check{q})=\frac{1}{\check{z}} \check{\rho}_{++}^{[I I]}(\check{z}, \check{q}) \tag{81}
\end{equation*}
$$

where $\check{z}=z / \mu$ as in (58). The derivative of the matrix elements of $M$ is obtained by differentiation of the forms (50, 51) under the integral sign.

### 4.4. Numerical results on the continuum collective branch

We solve numerically the eigenenergy equation (76) on the continuum mode, by evaluating the integral forms (50, 51) and the elliptic functions in the spectral densities of table 2 as in section 3.4.1. Here, $\mu>0$ and the analytic continuation is done through the interval II, $2 \Delta<\epsilon<\epsilon_{2}(q)$, so that the wave number $q$ varies between opening
point $q=0$ and closing point $q=2 k_{0}$ of the interval. The dispersion relation, the residues in the phase and modulus channels, the optimal reduced residue $Z_{\text {opt }}$ and the angle $\theta$ defining the optimal observation channel thus obtained (see section 4.3) are shown in figure 4 , for a weak coupling $\Delta / \mu=1 / 5$, a strong coupling $\Delta / \mu=1$ and a coupling $\Delta / \mu=10$ close to a zero chemical potential.

In all cases, the imaginary part of $z_{\mathbf{q}}$ is a decreasing negative function of the wave number $q$. The real part has a richer behavior in weak coupling: it passes by a relative maximum $>2 \Delta$ then by an absolute minimum $<2 \Delta$ at weak $q$, before starting to grow approximately linearly at large $q$. In strong coupling, the rich structure is maintained but is stretched in wave number (the absolute minimum is located at $q \approx k_{0}$ ) and the relative maximum is hardly noticeable. Near the zero of $\mu$, the real part in turn becomes a decreasing function of $q$, and is everywhere less than $2 \Delta$, which does not really bring the mode into the gap $[0,2 \Delta]$ since its complex energy $z_{\mathbf{q}}$ remains separated by the part of the branch cut folded over ] $-\infty, 2 \Delta$ ] in the prescription (12); in particular, we do not expect a Lorentzian peak in the response functions of the system at the angular frequency $\omega=\operatorname{Re} z_{\mathbf{q}} / \hbar$ because it is outside the observability window (see section 4.3 and reference [3]). The situation is the same for the part of the branch with $\operatorname{Re} z_{\mathbf{q}}>\epsilon_{2}(q)$, which is separated from the real physical axis by two superimposed branch cuts, the one existing and the one coming from the folding back on $\left[\epsilon_{2}(q),+\infty\left[\right.\right.$ of part of the branch cut $\left[2 \Delta, \epsilon_{2}(q)\right]$. Paradoxically, we notice that the largest real and imaginary parts of $\check{z}_{q}-2 \check{\Delta}$ in absolute value over $] 0,2 k_{0}[$ are reached in the weak coupling regime rather than in the $\Delta / \mu \geq 1$ regime.

The residue $Z_{-}$in the - channel of the modulus deviations of the order parameter strongly dominates that $Z_{+}$of the phase deviations, as we see in the second column of figure 4 , except in weak coupling for $q \approx k_{0}$ where $\left|Z_{+}\right| \approx\left|Z_{-}\right|$; the dominance of $\left|Z_{-}\right|$is particularly clear at low $q$, where $\left|Z_{+}\right|$tends to zero much faster than the linear law followed by $\left|Z_{-}\right|$. From the point of view of its spectral weight, the continuum mode therefore remains here essentially a modulus mode, as it was in the weak coupling limit at $q / k_{0}=O(\Delta / \mu)$, even if the phase-modulus coupling $M_{+-}$in matrix $M$ cannot absolutely be neglected in the calculation of its eigenenergy $z_{\mathbf{q}}$, on the contrary of equation (34). As for the relative phase $\theta$ between the two channels maximizing the spectral weight, in the third column of figure 4 , it grows vaguely linearly in $q$ over the entire interval $] 0,2 k_{0}[$, except in weak coupling where it reaches a plateau close to zero.

The analytical studies of sections $4.5,4.6$ and 4.7 provide a physical and quantitative explanation of these observations.

### 4.5. The continuum collective branch at low $q$

As in the pioneer reference [2], first of all it is necessary to study analytically the continuum mode at low wave number. Here we largely resume the results of [3] at infinitesimal $q$ (section 4.5.1) by refining them (section 4.5.2 specifies the domain of applicability in wave number) and extending them to other quantities than $z_{\mathbf{q}}$ and $Z_{-}$(section 4.5.3).

### 4.5.1. The quadratic start and its coefficient

As shown by reference [2] in the weak coupling limit $\Delta / \mu \rightarrow 0$ and reference [3] for any coupling $\Delta / \mu>0$, the continuum collective branch (for an analytic continuation of type II) has a quadratic start at low wave number $q$ :

$$
\begin{equation*}
\check{z}_{q}=2 \check{q}=0<\zeta \frac{\check{q}^{2}}{\check{\Delta}}+O\left(\check{q}^{3}\right) \tag{82}
\end{equation*}
$$

with a complexe coefficient $\zeta$ solution in the lower complex half-plane of the transcendental equation ${ }^{22}$

$$
\begin{equation*}
\left[\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right]\left[\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right) \zeta-\sqrt{\zeta-1}\right]+128 \pi^{2}\left[\check{M}_{+-}(2 \check{\Delta}, 0)\right]^{2}=0 \tag{83}
\end{equation*}
$$

The non-diagonal element of $M$, that is to say the phase-modulus coupling, is written here at zero order in $q$ therefore at energy $2 \Delta$ and at zero wave number, in a dimensionless form which we will apply in the following to all the matrix
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Figure 4: In a gas of fermions with zero range interactions (case of cold atoms) and chemical potential $\mu>0$, in column 1: complex dispersion relation $q \mapsto z_{\mathbf{q}}$ of the continuum mode, obtained by numerical solution of equation (76); the analytic continuation is of type II, therefore $q$ spans $] 0,2 k_{0}\left[\right.$ where $k_{0}=(2 m \mu)^{1 / 2} / \hbar$. Solid black line: real part shifted from its limit $2 \Delta$ at the origin; solid red line: imaginary part. The order parameter is equal to on row (a) $\Delta / \mu=1 / 5$, on row (b) $\Delta / \mu=1$ and on row (c) $\Delta / \mu=10$. In column 2: residues $\left|Z_{+}\right|$(green) and $\left|Z_{-}\right|$(red) of the mode in the phase (index + ) and modulus (index - ) channels of deviations of the order parameter from equilibrium, and accessible reduced maximum residue $\left|Z_{+}\right|+\left|Z_{-}\right|$(black), as functions of the wave number $q$ in units of $k_{0}$, after rescaling as in equation (84). In column 3: angle $\theta$ appearing in the optimal excitation and observation channels (79) allowing to reach the reduced maximum residue $\left|Z_{+}\right|+\left|Z_{-}\right|$. The insets in (a1) and (b1) are enlargements.
elements and by ricochet to the residues:

$$
\begin{equation*}
M_{s s^{\prime}}(z, \mathbf{q})=\frac{2 m k_{0}}{\hbar^{2}} \check{M}_{s s^{\prime}}(\check{z}, \check{q}) \quad \text { and } \quad Z_{ \pm}=\frac{\hbar^{4} k_{0}}{4 m^{2}} \check{Z}_{ \pm} \tag{84}
\end{equation*}
$$

By setting $1 / \check{\Delta}=\operatorname{sh} \tau$, we take from [3] the explicit form

$$
\begin{equation*}
\check{M}_{+-}(2 \check{\Delta}, 0)=-\frac{\left(\mathrm{e}^{2 \tau}-1\right)^{1 / 2}}{(2 \pi)^{2}}\left[\operatorname{Re} \Pi\left(\mathrm{e}^{\tau}, \mathrm{ie}^{\tau}\right)-\Pi\left(-\mathrm{e}^{\tau}, \mathrm{ie}^{\tau}\right)+\frac{K\left(\mathrm{ie}^{\tau}\right)}{\operatorname{sh} \tau}\right]<0 \quad \forall \Delta / \mu>0 \tag{85}
\end{equation*}
$$

We also reproduce the low and large $\Delta / \mu$ expansions of [3], by pushing the calculation one order further at large $\Delta / \mu:{ }^{23}$
$\zeta \underset{\Delta \rightarrow 0^{+}}{=} \zeta_{0}-\frac{2 \zeta_{0}^{2}}{\zeta_{0}-1}\left(\frac{\check{\Delta}}{\pi}\right)^{2} \ln ^{2} \frac{\check{\Delta}}{8 \mathrm{e}}+O\left(\check{\Delta}^{3} \ln ^{\alpha} \check{\Delta}\right) \quad$ and $\quad \zeta \underset{\check{\Delta} \rightarrow+\infty}{=}-\frac{128}{\pi^{5}}[\Gamma(5 / 4)]^{4} \check{\Delta}-\frac{24 \mathrm{i} \sqrt{2}}{\pi^{7 / 2}}[\Gamma(5 / 4)]^{2} \check{\Delta}^{1 / 2}+\frac{5}{2 \pi^{2}}+\frac{4}{\pi^{3}}+O\left(\check{\Delta}^{-1 / 2}\right)$

[^15]The value $\zeta_{0}$ is that (38) of the weak coupling limit, and it should be noted at large $\Delta / \mu$ that $\zeta$ is real at the dominant order. Reference [3] also gives an equivalent of $Z_{-}$, see our equation (92). It is not useful here to specify the value of the exponent $\alpha>0$ in (86).

### 4.5.2. Validity regime of the quadratic approximation

Reference [3] does not specify up to what value of $q$ we can be satisfied with the quadratic approximation (82) on $z_{\mathbf{q}}$. Let us therefore make a critical review of the various approximations leading to it. Essentially, [3] sets $\check{k}=1+\check{q} K$ in the integral definition (8) of the matrix elements of $M$ and, in spherical coordinates of axis $\mathbf{q}$, made $\check{q}$ tend to zero under the integral sign at fixed $K$. In the denominator of the integrand, this supposes a quadratization of the BCS dispersion relation $\epsilon_{\mathbf{k}}$ around its minimum (reached in $\breve{k}=1$ ), which actually concatenates the two following quadratic approximations,

$$
\begin{equation*}
\check{\epsilon}_{k}=\left[\left(\check{k}^{2}-1\right)^{2}+\check{\Delta}^{2}\right]^{1 / 2} \simeq\left[4(\check{k}-1)^{2}+\check{\Delta}^{2}\right]^{1 / 2} \simeq \check{\Delta}+\frac{2(\check{k}-1)^{2}}{\check{\Delta}} \tag{87}
\end{equation*}
$$

whose global validity condition is

$$
\begin{equation*}
|\check{k}-1| \ll \min (1, \check{\Delta}) \tag{88}
\end{equation*}
$$

We end up in fine with equivalents ( $u$ is the cosine of the polar angle): ${ }^{24}$

$$
\begin{equation*}
\check{M}_{++}(\check{z}, \check{q}) \underset{\check{q} \rightarrow 0}{\sim}-\frac{\pi \check{\Delta}}{4 \check{q}(2 \pi)^{3}} \int_{-1}^{1} \mathrm{~d} u \int_{\mathbb{R}} \frac{\mathrm{d} K}{K^{2}+\left(u^{2}-\zeta\right) / 4} \quad \text { and } \quad \check{M}_{--}(\check{z}, \check{q}) \underset{\check{q} \rightarrow 0}{\sim}-\frac{\pi \check{q}}{4 \check{\Delta}(2 \pi)^{3}} \int_{-1}^{1} \mathrm{~d} u \int_{\mathbb{R}} \frac{\mathrm{d} K\left(\zeta-u^{2}\right)}{K^{2}+\left(u^{2}-\zeta\right) / 4} \tag{89}
\end{equation*}
$$

whose explicit integration and analytic continuation from $\operatorname{Im} \zeta>0$ to $\operatorname{Im} \zeta<0$ through $[0,1]$ (this is the interval to choose given the behavior of $\check{\epsilon}_{2}(\check{q})$ at low $\check{q}$ in section 4.2.1) gives [3]

$$
\begin{equation*}
\check{M}_{++\downarrow}\left(\check{z}_{q}, \check{q}\right) \underset{\check{q} \rightarrow 0}{\sim}-\frac{i \pi^{2} \check{\Delta}}{(2 \pi)^{3} \check{q}}\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right) \quad \text { and } \quad \check{M}_{--\downarrow}\left(\check{z}_{q}, \check{q}\right) \underset{\check{q} \rightarrow 0}{\sim}-\frac{i \pi^{2} \check{q}}{(2 \pi)^{3} 2 \check{\Delta}}\left[\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right) \zeta-\sqrt{\zeta-1}\right] \tag{90}
\end{equation*}
$$

and reproduces (83). In reality, integrating with respect to $K$ over all $\mathbb{R}$ only makes sense if the integrals converge within the validity domain of the quadratic approximation (87), so if $\check{k}-1=\check{q} K$ satisfies the condition (88). Since the width in $K$ space in (89) is of the order of $|\zeta|^{1 / 2}$ if $1 \lesssim|\zeta|$ and of the order of unity otherwise, we end up with the constraint

$$
\check{q} \ll \frac{\min (1, \check{\Delta})}{(1+|\zeta|)^{1 / 2}} \approx\left\{\begin{array}{lll}
\check{\Delta} & \text { if } & \check{\Delta} \rightarrow 0  \tag{91}\\
\check{\Delta}^{-1 / 2} & \text { if } & \check{\Delta} \rightarrow+\infty
\end{array}\right.
$$

In the weak coupling limit, it reproduces the expected inequality $\check{q} \ll \check{\Delta}$ [2] i.e. $q \xi \ll 1$ where $\xi$ is the size of a bound pair. In the vicinity of the chemical potential zero, it shows the unexpected wave number scale $\check{q} \approx \check{\Delta}^{-1 / 2}$, of which we do not have any physical interpretation but which will emerge in section 4.7.

### 4.5.3. Other observables at low $q$

From equivalents (90) on the analytically continued matrix elements of $M$, we get the equivalents of the residues in the phase channel + and the modulus channel - , and of the relative phase between the two channels maximizing the global residue:

$$
\begin{align*}
& \check{Z}_{-} \underset{\check{q} \rightarrow 0}{\sim} \frac{2 \mathrm{i} \check{q}}{\pi^{2}} \frac{(2 \pi)^{3}\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right)}{\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right)^{2}+\frac{\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right) \zeta-\sqrt{\zeta-1}}{2 \zeta \sqrt{\zeta-1}}} \quad \text { and } \quad \check{Z}_{+} \underset{\check{q} \rightarrow 0}{\sim} \frac{\mathrm{i} \check{q}^{3}}{\pi^{2} \check{\Delta}^{2}} \frac{(2 \pi)^{3}\left[\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right) \zeta-\sqrt{\zeta-1}\right]}{\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right)^{2}+\frac{\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right) \zeta-\sqrt{\zeta-1}}{2 \zeta \sqrt{\zeta-1}}}  \tag{92}\\
& \theta \underset{\underset{q}{\zeta} \rightarrow 0}{\sim} \arg \left[(-\mathrm{i})\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right)\right] \tag{93}
\end{align*}
$$

It was enough for that to return to the definitions of these quantities in section 4.3 and take the derivative of (90) with respect to $\zeta$. The equivalent of $Z_{-}$was already in [3]. That of $Z_{+}$, which vanishes cubically rather than linearly, explains the overwhelming domination of the - channel at low $q$ in the second column of Figure 4. Finally, relation (93) gives the starting point of the curves in the third column of figure 4.

[^16]
### 4.6. The continuum collective branch for $\Delta / \mu \ll 1$

In the weak coupling limit, we study the continuum collective branch (by type II analytic continuation) at wave number scales $q / k_{0} \approx \Delta / \mu$ (section 4.6.1), $q \approx k_{0}$ (section 4.6.2) and $q / k_{0} \approx(\Delta / \mu)^{2 / 3}$ (section 4.6.3). The first scale is natural, it corresponds to $1 / \xi$ where $\xi$ is the size of a $\uparrow \downarrow$ bound pair; the spectral study having already been made in section 3 , we will content ourselves with adding some results on the residues and on the angle $\theta$ of section 4.3. The second scale was ignored in section 3 but it remains natural: it corresponds to the width $2 k_{0}$ of the existence interval of the branch in $q$ space. The third scale results from an in-depth study: it is the missing link making it possible to connect the large wave number limit of the first scale and the low wave number limit of the second; it also contains the minimum of the real part of the dispersion relation.

### 4.6.1. At the wave number scale $\check{q} \approx \check{\Delta}$

As in section 3.2.1, we make $\Delta / \mu$ tend to zero at fixed $\bar{q}=2 \check{q} / \check{\Delta}$, after rescaling of energies by $\Delta, \bar{z}=z / \Delta$. At zero order in $\Delta / \mu$, we find the same limiting dispersion relation $\bar{q} \mapsto \bar{z}_{\bar{q}}^{(0)}$, solution of (34) and the study of which has already been done in section 3.4. However, let us give some additional results. Numerically, we show in figure 5 the real part of the dispersion relation, with the rescaling $\bar{q}$ and $\bar{z}$ of the variables, for weak and decreasing values of $\Delta / \mu$, in order to illustrate the convergence towards the limiting law and to reveal the presence for increasing $\bar{q}$ of a decreasing minimum, totally absent from this limiting law and whose elucidation is postponed to section 4.6.3. Analytically, we complete section 3.4 by giving an equivalent of the residue of the continuum mode, within the meaning of section 4.3 , in the modulus channel:

$$
\begin{equation*}
\check{Z}_{-} \underset{\Delta x \rightarrow 0}{\bar{q} \text { fixed }} \check{\Delta} \bar{Z}_{-}^{(0)} \quad \text { with } \quad \bar{Z}_{-}^{(0)} \equiv \frac{1}{\frac{\mathrm{~d}}{\mathrm{~d} \bar{z}} \check{M}_{--}^{(0)} \downarrow\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)} \tag{94}
\end{equation*}
$$

From sections 3.4.2 and 3.4.3, we derive its behavior at low reduced wave number

$$
\bar{Z}_{-}^{(0)} \underset{\bar{q} \rightarrow 0}{=}(2 \pi)^{2}\left[Z_{1} \bar{q}+Z_{2} \bar{q}^{2}+Z_{3} \bar{q}^{3}+O\left(\bar{q}^{4}\right)\right] \quad \text { with } \quad\left\{\begin{array}{l}
Z_{1}=2 \mathrm{i} \zeta_{0} /\left(\pi \sqrt{\zeta_{0}-1}\right)  \tag{95}\\
Z_{2}=2 \zeta_{0}^{2}\left(3 \zeta_{0}-5\right) /\left[3 \pi^{2}\left(\zeta_{0}-1\right)^{2}\right] \simeq-0.125634+0.235132 \mathrm{i} \\
Z_{3}=\frac{-2 i \zeta_{0}^{2}}{\pi^{3} \sqrt{\zeta_{0}-1}}\left[1+\frac{3 \pi^{2}}{32}+\frac{8 / 9}{\left(\zeta_{0}-1\right)^{3}}\right] \simeq 0.043448+0.046167 \mathrm{i} \\
0.008812-0.017157 \mathrm{i}
\end{array}\right.
$$

and at large reduced wave number (it is not useful to specify the value of the exponent $\alpha$ ):

$$
\begin{equation*}
\operatorname{Im} \bar{Z}_{-}^{(0)} \underset{\bar{q} \rightarrow+\infty}{=} \frac{(2 \pi)^{2} \bar{q}}{\pi / 2+\operatorname{atan} Y_{0}}+O\left(\ln ^{\alpha} \bar{q} / \bar{q}\right) \quad \text { and } \quad \operatorname{Re} \bar{Z}_{-}^{(0)} \underset{\bar{q} \rightarrow+\infty}{=} \frac{\left(2 \pi^{2}\right)^{2}}{\bar{q}} \frac{\left[\pi / 2+\operatorname{atan} Y_{0}+Y_{0} /\left(1+Y_{0}^{2}\right)\right]}{Y_{0}^{2}\left(\pi / 2+\tan Y_{0}\right)^{3}}+o(1 / \bar{q}) \tag{96}
\end{equation*}
$$

where the real number $Y_{0}$ is the solution of (44). Finally, we give to leading order the residue in the phase channel and the relative phase $\theta$ between the two channels maximizing the total residue:

$$
\begin{equation*}
\check{Z}_{+}^{(3)}=\check{\Delta} \bar{Z}_{-}^{(0)}\left[\frac{\check{M}_{+-}^{(1)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)}{\check{M}_{++\downarrow}^{(0)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)}\right]^{2} \quad \text { and } \quad \theta^{(0)}=\arg \left[-\frac{\check{M}_{++\downarrow}^{(0)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)}{\check{M}_{+-}^{(1)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)}\right] \tag{97}
\end{equation*}
$$

The expressions of the matrix elements are given at zero order in $\Delta / \mu$ by $(31,33)$ (before analytic continuation and without rescaling (84)), and to order one for the phase-modulus coupling by equation (109) to come. We thus see that the residue in the phase channel is, relative to the modulus channel, reduced by a factor $\check{\Delta}^{2} \ll 1$. Figure 7 shows all of these quantities for a fixed, very small value of $\Delta / \mu$.

### 4.6.2. At the wave number scale $\check{q} \approx \check{\Delta}^{0}$

Whether we are in weak coupling or not, most of the continuum collective branch (for an analytic continuation of type II) lives with a wave number $q$ of order $k_{0}$. We therefore study it here by moving to the limit $\check{\Delta} \rightarrow 0$ at fixed $\check{q} \in] 0,2\left[\right.$; given the numerical results of figure 4 , we expect a reduced eigenenergy $\check{z}_{q}$ of order 0 in $\check{\Delta}$. Starting from section 4.2.1, we note in this limit that $\check{q}_{0} \rightarrow 2>\check{q}$, so that the spectral densities include a priori three distinct points of non-analyticity on the positive real semi-axis, whose expressions are very simple at zero order in $\check{\Delta}$ :

$$
\begin{equation*}
\check{\epsilon}_{1}(\check{q}) \rightarrow 0, \quad \check{\epsilon}_{2}(\check{q}) \rightarrow \check{\epsilon}_{2}^{(0)}(\check{q})=\check{q}(2-\check{q}) \quad \text { and } \quad \check{\epsilon}_{3}(\check{q}) \rightarrow \check{\epsilon}_{3}^{(0)}(\check{q})=2\left(1-\check{q}^{2} / 4\right) \tag{98}
\end{equation*}
$$



Figure 5: In the limit $\Delta / \mu \ll 1$, convergence of the continuum collective branch $q \mapsto z_{\mathbf{q}}$ (a) at fixed $\bar{q}=\hbar^{2} k_{0} q / m \Delta$ to the limiting law $\bar{q} \mapsto \bar{z}_{\bar{q}}^{(0)}$, where $\bar{z}_{\bar{q}}^{(0)}$ is solution of equation (34), and (b) at fixed $\check{q}=q / k_{0}$ to the leading order law $\check{q} \mapsto \check{z}_{\check{q}}^{(0)}$ defined by equation (102). In (a), restricted for simplicity to the real part of $z_{\mathbf{q}}$, in solid line: exact dispersion relation, obtained by numerical solution of equation (76) (in color), or equation (34) for $\Delta / \mu \rightarrow 0$ (black); dashed: dispersion relation to second order in $\Delta(111)$; roughly dotted: prediction $\bar{z}_{q}^{\text {trin }}$ (118) of the second degree equation (117) on $z_{\mathbf{q}}$. In (b1) for the real part and (b2) for the imaginary part: in solid lines, exact dispersion relation; in dashed line: leading order law (102) (for $\Delta / \mu=1 / 30$, the dashed line is present but it is masked by the solid line). The values of $\Delta / \mu$ used are specified in the figure.

However, the computation of the spectral densities of table 2 when $\check{\Delta} \rightarrow 0$ at fixed energy $\check{\epsilon}$ brings up a new kink $\check{\epsilon}_{0}(\check{q})=\check{q}(2+\check{q})$, located, depending on the position of $\check{q}$ with respect to $2 / 3$, between $\check{\epsilon}_{2}(\check{q})$ and $\check{\epsilon}_{3}(\breve{q})$ or beyond $\check{\epsilon}_{3}(\breve{q})$ :

| $0<\check{q}<2 / 3$ | $0<\check{\epsilon}<\check{\epsilon}_{2}^{(0)}(\check{q})$ | $\check{\epsilon}_{2}^{(0)}(\check{q})<\check{\epsilon}<\check{q}(2+\check{q})$ | $\check{q}(2+\check{q})<\check{\epsilon}<\check{\epsilon}_{3}^{(0)}(\check{q})$ | $\check{\epsilon}_{3}^{(0)}(\check{q})<\check{\epsilon}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\check{\rho}_{s s}^{(0)}(\breve{\epsilon}, \check{q})=$ | $\frac{\pi \grave{\epsilon}}{2 \ddot{q}}$ | $\frac{\pi}{4 \check{\epsilon}}+\frac{\pi}{\sqrt{8}}\left(\check{\epsilon}_{3}^{(0)}-\check{\epsilon}\right)^{1 / 2}$ | $\frac{\pi}{\sqrt{8}}\left[\left(\check{\epsilon}+\check{\epsilon}_{3}^{(0)}\right)^{1 / 2}+\left(\epsilon_{3}^{(0)}-\check{\epsilon}\right)^{1 / 2}\right]$ | $\frac{\pi}{\sqrt{8}}\left(\check{\epsilon}+\check{\epsilon}_{3}^{(0)}\right)^{1 / 2}$ |
| $\check{\rho}_{+-}^{(0)}(\check{\epsilon}, \check{q})=$ | 0 | $\frac{\pi \breve{\epsilon}}{4 \check{q}}-\frac{\pi}{\sqrt{8}}\left(\check{\epsilon}_{3}^{(0)}-\check{\epsilon}\right)^{1 / 2}$ | $\begin{equation*} \frac{\pi}{\sqrt{8}}\left[\left(\check{\epsilon}+\breve{\epsilon}_{3}^{(0)}\right)^{1 / 2}-\left(\breve{\epsilon}_{3}^{(0)}-\check{\epsilon}\right)^{1 / 2}\right] \tag{99} \end{equation*}$ | $\frac{\pi}{\sqrt{8}}\left(\check{\epsilon}+\check{\epsilon}_{3}^{(0)}\right)^{1 / 2}$ |
| $2 / 3<\check{q}<2$ | $0<\check{\epsilon}<\check{\epsilon}_{2}^{(0)}(\check{q})$ | $\check{\epsilon}_{2}^{(0)}(\check{q})<\check{\epsilon}<\check{\epsilon}_{3}^{(0)}(\check{q})$ | $\check{\epsilon}_{3}^{(0)}(\check{q})<\check{\epsilon}<\check{q}(2+\check{q})$ | $\check{q}(2+\check{q})<\check{\epsilon}$ |
| $\check{\rho}_{s s}^{(0)}(\breve{\epsilon}, \breve{q})=$ | $\frac{\pi \stackrel{\epsilon}{c}}{2 \check{q}}$ | $\frac{\pi \check{c}}{4 \check{g}}+\frac{\pi}{\sqrt{8}}\left(\check{\epsilon}_{3}^{(0)}-\check{\epsilon}\right)^{1 / 2}$ | $\frac{\pi \stackrel{\prime}{c}}{4 \check{q}}$ | $\frac{\pi}{\sqrt{8}}\left(\check{\epsilon}+\check{\epsilon}_{3}^{(0)}\right)^{1 / 2}$ |
| $\check{\check{\rho}}{ }_{+-}^{(0)}(\breve{\epsilon}, \check{q})=$ | 0 | $\frac{\pi \bar{\varkappa}}{4 \check{q}}-\frac{\pi}{\sqrt{8}}\left(\check{\epsilon}_{3}^{(0)}-\check{\epsilon}\right)^{1 / 2}$ | $\frac{\pi \stackrel{\epsilon}{4}}{4 \check{q}}$ | $\frac{\pi}{\sqrt{8}}\left(\check{\epsilon}+\check{\epsilon}_{3}^{(0)}\right)^{1 / 2}$ |

This additional kink remains simple to interpret: as we can see on (59), the polynomial $P_{8}(X)$ has for $\check{\Delta}=0$ two positive real roots, one is $\breve{\epsilon}_{2}^{(0)}(\breve{q})$ as it should be, and the other is precisely $\check{\epsilon}_{0}(\breve{q})$; the fact that the first root is always less than the second, while $\check{\epsilon}_{2}(\check{q})$ is the largest real root of $P_{8}(X)$ at nonzero $\check{\Delta}$, is only a paradox that the last sentence of footnote 21 explains perfectly. Then let's take the limit $\check{\Delta} \rightarrow 0$ at fixed $\check{z}$ in expression $(50,51)$ of the matrix elements of $M$, using (99) and the limiting behavior $C(\Delta)=2 \pi[\ln (8 / \breve{\Delta})-2]+o(1)$ of the regularization scoria. We come across energy integrals that are fairly simple but a little long to calculate; after analytic continuation of type II as in (76), we finally find for $\operatorname{Im} \check{z}<0$ to zero order in $\check{\Delta}$ :

$$
\check{M}_{\downarrow}(\check{z}, \check{q}) \underset{\check{z})}{\stackrel{\check{z a n d}}{\check{\text { gifixed }}}=} \check{M}_{\downarrow}^{(0)}(\check{z}, \check{q})+o(1) \quad \text { with } \quad \check{M}_{\downarrow}^{(0)}(\check{z}, \check{q})=\left(\begin{array}{cc}
\alpha(\check{z}) & \beta(\check{z})  \tag{100}\\
\beta(\check{z}) & \alpha(\check{z})
\end{array}\right)
$$

The eigenenergy equation therefore separates into $\alpha+\beta=0$ and $\alpha-\beta=0$; as we can verify, the first of the two equations contains the continuum mode, and it is therefore the only one that we will write explicitly here:

$$
\begin{align*}
&(2 \pi)^{2}[\alpha(\check{z})+\beta(\check{z})]=\ln \left(\frac{8}{\check{\Delta} \mathrm{e}}\right)+\frac{\check{z}}{4 \check{q}}\left[\ln \left(\check{z}+2 \check{q}-\check{q}^{2}\right)-\ln \left(\check{z}-2 \check{q}-\check{q}^{2}\right)-2 \mathrm{i} \pi\right] \\
& \quad-\left(\frac{\check{z}+\check{\epsilon}_{3}^{(0)}(\check{q})}{2}\right)^{1 / 2}\left\{\operatorname{argth} \frac{\left[2\left(\check{z}+\check{\epsilon}_{3}^{(0)}(\check{q})\right)\right]^{1 / 2}}{\check{q}+2}+\operatorname{argth} \frac{2-\check{q}}{\left[2\left(\check{z}+\check{\epsilon}_{3}^{(0)}(\check{q})\right)\right]^{1 / 2}}\right\} \tag{101}
\end{align*}
$$

As we can see, there remains in the equation a logarithmic dependence with the rescaled order parameter $\check{\Delta}$. The eigenenergy thus has a well defined zero order in $\check{\Delta}$, but not a finite limit. We write to summarize:

$$
\begin{equation*}
\check{z}_{q} \underset{\Delta}{\stackrel{\breve{q}}{\mathrm{fixed}} \underset{=}{=}} \check{z}_{\check{q}}^{(0)}+o(1) \quad \text { with } \quad \alpha\left(\check{z}_{\check{q}}^{(0)}\right)+\beta\left(\check{z}_{\check{q}}^{(0)}\right)=0 \tag{102}
\end{equation*}
$$

By numerical solution, we obtain the dashed curves in figures 5 b 1 and 5 b 2 , in remarkable agreement with the exact result except in the neighborhood of $\check{q}=0$, although the values of $\check{\Delta}$ chosen are not extremely small. We also obtain analytically the behavior of the mode eigenenergy to order zero at low wave number:

$$
\check{z}_{\check{q}}^{(0)} \underset{\check{q} \rightarrow 0}{=} \check{\zeta}_{0} \check{q}+\check{\zeta}_{1} \check{q}^{2}+o\left(\check{q}^{2}\right) \quad \text { with } \quad\left\{\begin{array}{l}
\check{\zeta}_{0}=-\left.2 \mathrm{i} Y_{0}\right|_{\bar{q}=2 \check{q} / \Delta}=\left.2 \mathcal{Z}_{0}\right|_{\bar{q}=2 \check{q} / \check{\Delta}}  \tag{103}\\
\check{\zeta}_{1}=-\left.\frac{Y_{0}\left[\ln \frac{\check{\Delta}}{8}+\left(\frac{\pi}{2}+\operatorname{atan} Y_{0}\right) Y_{0}\right]}{\frac{\pi}{2}+\operatorname{atan} Y_{0}}\right|_{\bar{q}=2 \check{q} / \check{\Delta}}
\end{array}\right.
$$

where $Y_{0}$ is solution of the transcendental equation (44). It is understood that the limits $\check{\Delta} \rightarrow 0$ and $\check{q} \rightarrow 0$ do not commute. One can wonder however, in the limit $\check{\Delta} \rightarrow 0$, if the regimes $\bar{q}=2 \check{q} / \check{\Delta} \gg 1$ and $\check{q} \ll 1$ are connected. By comparing the coefficients of the asymptotic expansion (43) of section 3 and of the Taylor expansion (103), we find that the imaginary parts perfectly match to dominant order $q$ (we find in (103) the coefficient $\mathcal{Z}_{0}$ of (43)), but the real parts do not match at all, even in terms of their power law ( $1 / \bar{q}$ and $\check{q}^{2}$ have different exponents -1 and +2 in $q$ ); this very interesting fact will be exploited and explained in section 4.6.3. We also obtain the asymptotic expansion of eigenenergy in the logarithm of the order parameter:

$$
\begin{equation*}
\check{z}_{\check{q}(0)}^{\check{q} \in] 0,2[\text { fixed }} \underset{\ln \frac{1}{\grave{\Delta}} \rightarrow+\infty}{=}-\frac{2 \mathrm{i} \check{q}}{\pi} \ln \frac{8}{\check{\Delta} \mathrm{e}^{2}}+\frac{\breve{q}^{3 / 2} \mathrm{e}^{-\mathrm{i} \pi / 4}}{\pi^{1 / 2}}\left(\ln \frac{8}{\check{\Delta} \mathrm{e}^{2}}\right)^{1 / 2}+\frac{\check{q}^{2}}{4}+\frac{\mathrm{e}^{\mathrm{i} \pi / 4}}{2}(\pi \check{q})^{1 / 2}\left(1-\frac{3 \check{q}^{2}}{16}\right)\left(\ln \frac{8}{\check{\Delta} \mathrm{e}^{2}}\right)^{-1 / 2}-\frac{4}{3}\left(\ln \frac{8}{\check{\Delta} \mathrm{e}^{2}}\right)^{-1}+O\left(\ln \frac{1}{\check{\Delta}}\right)^{-3 / 2} \tag{104}
\end{equation*}
$$

The logarithm is never very large in a cold atom gas, the practical interest of (104) is quite small, although we went to an unreasonably high order. We get from it however, by removing all rescaling, a very suggestive equivalent in the mathematical limit of weak interaction ${ }^{25}$

$$
\begin{equation*}
z_{q} \underset{\substack{q \in] 0,2 k_{\mathrm{F}}\left[\text { fixed } \\ k_{\mathrm{F}} a \rightarrow 0^{-}\right.}}{ }-\frac{\mathrm{i} \hbar^{2} q}{2 m|a|} \tag{105}
\end{equation*}
$$

where, remember, $a$ is the scattering length and $k_{\mathrm{F}}$ the Fermi wave number. Finally, to be complete, let us give the expression of the other observables of section 4.3 at zero order in $\check{\Delta}$ at fixed $\check{q}$, namely the residues in the phase channel + and in the modulus channel -, as well as the relative phase in the superposition of these two channels maximizing the total residue:
$\check{Z}_{ \pm}^{(0)}=\frac{1 / 2}{\alpha^{\prime}\left(\check{z}_{\check{q}}^{(0)}\right)+\beta^{\prime}\left(\check{z}_{\check{q}}^{(0)}\right)}=\frac{(4 \pi)^{2} \check{q}\left[\check{z}_{\check{q}}^{(0)}+\check{\epsilon}_{3}^{(0)}(\check{q})\right]}{\left[\check{z}_{\check{q}}^{(0)}+2 \check{\epsilon}_{3}^{(0)}(\check{q})\right]\left[\ln \left(\check{z}_{\check{q}}^{(0)}+2 \check{q}-\check{q}^{2}\right)-\ln \left(\check{\check{z}}_{\check{q}}^{(0)}-2 \check{q}-\check{q}^{2}\right)-2 \mathrm{i} \pi\right]-4 \check{q} \ln \frac{8}{\Delta \mathrm{e}}}$ and $\theta^{(0)}=\arg 1=0$
These expressions result directly from the fact that the matrix residue in (77) is written after rescaling

$$
\check{\mathcal{M}}=\frac{1 / 2}{\alpha^{\prime}\left(\check{z}_{\stackrel{q}{q}}^{(0)}\right)+\beta^{\prime}\left(\check{z}_{\stackrel{q}{q}}^{(0)}\right)}\left(\begin{array}{ll}
1 & 1  \tag{107}\\
1 & 1
\end{array}\right)
$$

which shows that the continuum mode is, in this limit, a linear superposition with equal amplitudes of small phase and modulus deviations of the order parameter. Results (102) and (106) are shown in green solid line in figure 7 for a very small value of $\Delta / \mu$, which makes them very close to the exact result for a not too small reduced wave number $\check{q}$.
25. We used the BCS result $\check{\Delta} \sim 8 \mathrm{e}^{-2} \mathrm{e}^{-\pi / 2 k_{\mathrm{F}}|a|}$ when $k_{\mathrm{F}} a \rightarrow 0^{-}$and replaced $k_{0}$ by its limit $k_{\mathrm{F}}$.

### 4.6.3. In the vicinity of the eigenfrequency minimum: the unexpected wave number scale $\check{q} \approx \check{\Delta}^{2 / 3}$

Our motivation to go beyond sections 4.6 .1 and 4.6 .2 was to understand the origin of the absolute minimum that we can see very well in the real part of the continuum collective branch in figure 5 a, in weak coupling regime $\check{\Delta} \ll 1$. In particular, this minimum does not appear at all in the limiting dispersion relation $\bar{q} \mapsto \bar{z}_{\bar{q}}^{(0)}$ obtained for $\check{\Delta} \rightarrow 0$ at fixed $\bar{q}=2 \check{q} / \check{\Delta}$ in section 3.4 (see the black curve in figure 5 a), to our dissatisfaction. This led us to the discovery of the non-trivial wave number scale $\check{q} \approx \check{\Delta}^{2 / 3}$, as we expose it here.

The first idea to account for the minimum at $\check{q}=\check{q}_{\text {min }}>0$ in figure 5a is to go to next order in the small parameter $\check{\Delta}$. At fixed $\bar{q}$ and $\bar{z}=z / \Delta$, we therefore continue the expansion of the matrix elements of $\check{M}$, to order one for the phase-modulus coupling and to order two for the modulus-modulus coupling:

$$
\begin{equation*}
\check{M}_{--}(\bar{z}, \bar{q}) \underset{\check{\Delta} \rightarrow 0}{\stackrel{\bar{z}}{\operatorname{zand}} \overline{\underline{q}} \text { fixed }} \check{M}_{--}^{(0)}(\bar{z}, \bar{q})+\check{M}_{--}^{(2)}(\bar{z}, \bar{q})+o\left(\check{\Delta}^{2}\right) \quad \text { and } \quad \check{M}_{+-}(\bar{z}, \bar{q}) \underset{\Delta x \rightarrow 0}{\stackrel{\bar{z}}{\operatorname{and}} \underline{\underline{q}} \text { fixed }} \check{M}_{+-}^{(1)}(\bar{z}, \bar{q})+o(\check{\Delta}) \tag{108}
\end{equation*}
$$

The zero order appears, in non-dimensionless integral form, in equation (31). The rest of the calculation, which is a bit long, is based on integral representations $(50,55)$. Let's give the result, explicit: ${ }^{26}$

$$
\begin{align*}
& \check{M}_{+-}^{(1)}(\bar{z}, \bar{q})=\frac{\pi \check{\Delta} \bar{z}}{2(2 \pi)^{3}}\left[\ln \frac{\check{\Delta}}{8 \mathrm{e}}+\phi(\bar{z}, \bar{q})\right] \quad \text { with } \quad \phi(\bar{z}, \bar{q}) \equiv \frac{\left(4+\bar{q}^{2}-\bar{z}^{2}\right)^{1 / 2}}{\left(\bar{z}^{2}-\bar{q}^{2}\right)^{1 / 2}} \operatorname{acos} \frac{\left(4+\bar{q}^{2}-\bar{z}^{2}\right)^{1 / 2}}{2}  \tag{109}\\
& \check{M}_{--}^{(2)}(\bar{z}, \bar{q})=-\frac{\pi \check{\Delta}^{2}}{16(2 \pi)^{3}}\left[\left(\bar{q}^{2}+\bar{z}^{2}-4\right) \ln \frac{\check{\Delta}^{1 / 2}}{8}-\frac{\bar{q}^{2}\left(\bar{q}^{4}+\left(4-\bar{z}^{2}\right) \bar{q}^{2}+8 \bar{z}^{2}\right)}{\left(\bar{z}^{2}-\bar{q}^{2}\right)^{2}}+\frac{\bar{z}^{6}-\left(4+\bar{q}^{2}\right) \bar{z}^{4}+\bar{q}^{2}\left(16-\bar{q}^{2}\right) \bar{z}^{2}+\bar{q}^{6}}{\left(\bar{z}^{2}-\bar{q}^{2}\right)^{2}} \phi(\bar{z}, \bar{q})\right] \tag{110}
\end{align*}
$$

Note the appearance of logarithmic terms in $\check{\Delta}$, and the fact that the function $\phi(\bar{z}, \bar{q})$, introduced for simplicity, has, in terms of the variable $\bar{z}$, no branch cut on the interval $\left[\bar{\epsilon}_{1}, \bar{\epsilon}_{2}^{(0)}\right]=\left[2,\left(4+\bar{q}^{2}\right)^{1 / 2}\right]$, so the first order correction to $M_{+-}$ and the second order correction to $M_{--}$are analytic and their continuation of type II to the lower complex half-plane is all done, $\check{M}_{+-\downarrow}^{(1)}(\bar{z}, \bar{q})=\check{M}_{+-}^{(1)}(\bar{z}, \bar{q})$ and $\check{M}_{--\downarrow}^{(2)}(\bar{z}, \bar{q})=\check{M}_{--}^{(2)}(\bar{z}, \bar{q})$. For the phase-phase coupling, it will not be useful to go beyond the zero order, already given in the integral form (33). Although the phase-modulus coupling is first order in $\check{\Delta}$, it appears squared in the eigenenergy equation (76); the first eigenenergy correction is therefore second order:

$$
\begin{equation*}
\bar{z}_{q} \underset{\Delta x \rightarrow 0}{\bar{q} \text { fixed }}=\bar{z}_{\bar{q}}^{(0)}+\bar{z}_{\bar{q}}^{(2)}+o\left(\check{\Delta}^{2}\right) \quad \text { with } \quad\left[\frac{\bar{z}_{\bar{q}}^{(2)}}{\bar{Z}_{-}^{(0)}}+\check{M}_{--}^{(2)}\left(\bar{z}_{\bar{q}}^{(0)}\right)\right] \check{M}_{++\downarrow}^{(0)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)=\left[\check{M}_{+-}^{(1)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)\right]^{2} \tag{111}
\end{equation*}
$$

To obtain this expression, it was enough to replace in (76) $M_{+-}$and $M_{++}$by their dominant behavior taken at unperturbed energy (after analytic continuation of type II for $M_{++}$); in the second order term of $M_{--}$, see (108), we could do the same, but in the zero order contribution (after analytic continuation of type II), we had to do a first order Taylor expansion:

$$
\begin{equation*}
\check{M}_{--\downarrow}^{(0)}\left(\bar{z}_{q}, \bar{q}\right)=\check{M}_{--\downarrow}^{(0)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)+\left(\bar{z}_{q}-\bar{z}_{\bar{q}}^{(0)}\right) \frac{\mathrm{d}}{\mathrm{~d} \bar{z}} \check{M}_{--\downarrow}^{(0)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)+\ldots \tag{112}
\end{equation*}
$$

then use relations (34, 94). In other words, the first correction to the universal dispersion relation $\bar{q} \mapsto \bar{z}_{\bar{q}}^{(0)}$ of the weak coupling limit results from two physical effects, a priori of the same importance: $(i)$ the effect of the phase-modulus coupling, completely ignored in section 3.4 , and (ii) a correction to the equation in the modulus channel, that is to say to the modulus-modulus coupling, also omitted.

[^17]Let us analyze result (111) in simple limiting cases. At low $\bar{q}$, the dominant contribution to the energy correction is quadratic in wave number and comes from phase-modulus coupling, that coming from $M_{--}^{(2)}$ being only cubic. We thus find

$$
\begin{equation*}
\left.\bar{z}_{\bar{q}}^{(2)} \underset{\bar{q} \rightarrow 0}{\sim} \bar{z}_{\bar{q}}^{(2)}\right|_{M_{+-}^{(1)}} ^{\sim} \underset{\bar{q} \rightarrow 0}{\sim}-\frac{\check{\Delta}^{2} \bar{q}^{2}}{2 \pi^{2}} \frac{\zeta_{0}^{2}}{\zeta_{0}-1}\left(\ln \frac{\check{\Delta}}{8 \mathrm{e}}\right)^{2} \tag{113}
\end{equation*}
$$

which reproduces the term of order $\check{\Delta}^{2}$ of the quadratic-start coefficient of the continuum collective branch, see (86). At large $\bar{q}$, the calculation is simple when we have explicit expressions, and we get the dominant order in $\bar{q}$ :
$\check{M}_{+-}^{(1)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right) \simeq-\frac{i \pi \check{q} \gg 1}{2(2 \pi)_{0} \bar{q}} \ln \frac{\check{\Delta} \bar{q}\left(1+Y_{0}^{2}\right)^{1 / 2}}{8 \mathrm{e}}$ and $\check{M}_{--}^{(2)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right) \simeq-\frac{\pi \check{\Delta}^{2} \bar{q}^{2}\left(1-Y_{0}^{2}\right)}{16(2 \pi)^{3}}\left\{\pi \ln \check{\Delta}+\ln \left[\frac{\bar{q}\left(1+Y_{0}^{2}\right)^{1 / 2} \mathrm{e}^{1 / 2}}{8}\right]-\left(1-Y_{0}^{4}\right)^{-1}\right\}$
where $Y_{0}$ is given by (44). The calculation is more laborious on integral forms: at $\bar{z} \approx \bar{q} \approx \bar{z}_{\bar{q}}^{(0)}$, the zero order matrix elements $\check{M}_{++}^{(0)}$ and $\check{M}_{--}^{(0)}$ behave in the same way to dominant order in $\bar{q},{ }^{27}$ therefore at this order both vanish when $\bar{z}=\bar{z}_{\bar{q}}^{(0)}$ : we work a lot for a zero result... It is therefore clever to work directly on the difference between (33) and (31), by setting $\check{D}(\bar{z}, \bar{q}) \equiv \check{M}_{++}^{(0)}(\bar{z}, \bar{q})-\check{M}_{--}^{(0)}(\bar{z}, \bar{q})$. So, after analytic continuation and always to leading order in $\bar{q},{ }^{28}$ we obtain in terms of the Bose function $g_{2}(z)$ :

$$
\begin{equation*}
\check{D}_{\downarrow}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right) \underset{\bar{q} \gg 1}{\simeq} \frac{8 \pi}{(2 \pi)^{3} Y_{0} \bar{q}^{2}}\left\{\pi \ln \left(-2 \mathrm{i} \bar{q} Y_{0}\right)-\ln \left[\bar{q}\left(1+Y_{0}^{2}\right)^{1 / 2}\right] \operatorname{atan}\left(\frac{1}{Y_{0}}\right)-\operatorname{Im} g_{2}\left(\frac{1}{\mathrm{i} Y_{0}}\right)+\frac{1}{2} \operatorname{Im} g_{2}\left(\frac{2}{\mathrm{i} Y_{0}+1}\right)\right\} \tag{115}
\end{equation*}
$$

The behavior of the residue $\bar{Z}_{-}^{(0)}$ at large wave number is in (96). We deduce from all this that again, the phase-modulus coupling brings the dominant correction of order $\check{\Delta}^{2}$ to the continuum collective branch and we can keep

$$
\begin{equation*}
\bar{z}_{\bar{q}}^{(2)} \underset{\bar{q} \gg 1}{\simeq} \bar{Z}_{-}^{(0)} \frac{\left[\check{M}_{+-}^{(1)}(\bar{z}, \bar{q})\right]^{2}}{\check{D}_{\downarrow}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)} \approx \check{\Delta}^{2} \bar{q}^{5} \tag{116}
\end{equation*}
$$

At intermediate wave numbers, $\bar{q} \approx 1$, it turns out that the phase-modulus coupling contribution to $\operatorname{Re} \bar{z}_{\bar{q}}^{(2)}$ in (111) vanishes, the point where it vanishes depending little on $\check{\Delta}$ and remaining close to $\bar{q}=5$ for the parameters of figure 5 a. The contribution of $M_{--}^{(2)}$ to this observable is certainly no longer negligible compared to that of $M_{+-}^{(1)}$ but it remains small in absolute value, and we can ignore it in practice; this explains why the different solid lines (including the black limiting curve) seem to intersect at $\bar{q} \simeq 5$ in the figure.

As we can judge in figure 5a, by comparing the dashed curves to those in solid line, the calculation (111) of $\bar{z}_{q}$ to second order in $\check{\Delta}$ explains the existence of a minimum on $\operatorname{Re} z_{q}$, but in a more qualitative than quantitative way. In particular, it fails to properly describe the rise in the curve beyond the minimum, the agreement with the numerical results in this area not even improving at very weak coupling. The problem comes from the approximation $\check{M}_{++\downarrow}^{(0)}\left(\bar{z}_{q}, \bar{q}\right) \approx \check{M}_{++\downarrow}^{(0)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)$ made in equation (111). Indeed, as we said, $\check{M}_{++}^{(0)}$ and $\check{M}_{--}^{(0)}$ evaluated in $\bar{z} \approx \bar{q}$ are equivalent and of order $\approx \bar{q}^{0}$ at large $\bar{q}$; as $\check{M}_{--\downarrow}^{(0)}$ vanishes by construction in $\bar{z}_{\bar{q}}^{(0)}, \check{M}_{++\downarrow}^{(0)}$ is abnormally weak at this point, that is to say of order $\bar{q}^{-2}$ as we read it on (115), rather than of order $\bar{q}^{0}$ as you might expect. In this case, we must write $\check{M}_{++\downarrow}=\check{D}_{\downarrow}+\check{M}_{--\downarrow}$, approximate the small contribution $\check{D}_{\downarrow}$ by its value in $\bar{z}_{\bar{q}}^{(0)}$ but make on the remaining bit $M_{--\downarrow}$ the same Taylor expansion as in equation (112). We can also omit the correction $M_{--}^{(2)}$, which we showed in the previous paragraph to be very small at any $\bar{q}$ and even sub-leading at large $\bar{q}$. We finally replace the first degree equation (111) with a second degree equation (trinomial) on $\bar{z}_{q}$, hence the notation «trin» in exponent: ${ }^{29}$

$$
\begin{equation*}
\frac{\left(\bar{z}_{q}^{\text {trin }}-\bar{z}_{\bar{q}}^{(0)}\right)}{\bar{Z}_{-}^{(0)}}\left[\frac{\bar{z}_{q}^{\text {trin }}-\bar{z}_{\bar{q}}^{(0)}}{\bar{Z}_{-}^{(0)}}+\check{D}_{\downarrow}\left(\left(_{\bar{q}}^{(0)}, \bar{q}\right)\right]=\left[\check{M}_{+-}^{(1)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)\right]^{2}\right. \tag{117}
\end{equation*}
$$

[^18]The correct solution of the equation is written

$$
\begin{equation*}
\frac{\bar{z}_{q}^{\text {trin }}-\bar{z}_{\bar{q}}^{(0)}}{\bar{Z}_{-}^{(0)}}=-\frac{1}{2} \check{D}_{\downarrow}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)+\eta\left[\frac{1}{4} \check{D}_{\downarrow}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)^{2}+\check{M}_{+-}^{(1)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)^{2}\right]^{1 / 2} \tag{118}
\end{equation*}
$$

where the sign $\eta$ is that of $\operatorname{Re} \check{D}_{\downarrow}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)$, positive for $\bar{q}$ large enough, negative for $\bar{q}$ small enough. The corresponding prediction, shown in dotted lines in figure 5 a , is in good agreement with the exact results, an agreement all the better since $\check{\Delta}$ is weaker, even in the rise beyond the minimum. When we move away from the minimum in the direction of increasing $\bar{q}$, the contribution of $\check{D}_{\downarrow}$ in (118) becomes more and more negligible and the rise in the curve takes the simple form ${ }^{30}$

$$
\begin{equation*}
\frac{\bar{z}_{q}^{\text {trin }}-\bar{z}_{\bar{q}}^{(0)}}{\bar{Z}_{-}^{(0)}}{\overline{\bar{q}}>\overline{\bar{q}}_{\text {min }}}-\check{M}_{+-}^{(1)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)-\frac{1}{2} \check{D}_{\downarrow}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)+\ldots \tag{119}
\end{equation*}
$$

When we move away from the minimum in the direction of decreasing $\bar{q}$, the contribution of $\check{D}_{\downarrow}$ becomes dominant and (117) is reduced to expansion (111) (up to the omission of $\check{M}_{-}^{(2)}$ ), which is therefore only retrospectively applicable at $\bar{q} \ll \bar{q}_{\text {min }}$. To be complete, we give the expression taken from (117) of the residues in the phase and modulus channels, ${ }^{31}$ as well as the relative phase in the superposition of these two channels maximizing the global residue:

$$
\begin{equation*}
\theta^{\text {trin }}=\arg \left(\frac{-\bar{Z}_{-}^{(0)} \check{M}_{+-}^{(1)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)}{\bar{z}_{q}^{\text {trin }}-\bar{z}_{\bar{q}}^{(0)}}\right) \quad \text { and } \quad \bar{Z}_{ \pm}^{\text {trin }}=\frac{1}{2} \bar{Z}_{-}^{(0)} \mp \eta \frac{\bar{Z}_{-}^{(0)} \check{D}_{\downarrow}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right) / 4}{\left[\frac{1}{4} \check{D}_{\downarrow}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)^{2}+\check{M}_{+-}^{(1)}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)^{2}\right]^{1 / 2}} \tag{120}
\end{equation*}
$$

Let us now proceed to the in-depth study of the real part of the continuum collective branch in the vicinity of its minimum at $q=q_{\min }>0$ in the limit $\check{\Delta} \rightarrow 0$. For this, we must first determine the scale law of $q_{\min }$. A first way to do this is to say that $\bar{z}_{\bar{q}}^{(0)} \approx \bar{z}_{\bar{q}}^{(2)}$ at $q=q_{\text {min }}$, which, taking into account (43) and (116), leads to $\bar{q}_{\text {min }} \approx \check{\Delta}^{-1 / 3}$ so to $\check{q}_{\text {min }} \approx \check{\Delta}^{2 / 3}$, which is the unexpected wave number scale announced in the title of this section 4.6.3. A second way is to require that $\check{D}_{\downarrow} \approx \check{M}_{+-}^{(1)}$ in the expression between square brackets in (118), which, given (114) and (115), leads to the same result. We deduce that $\operatorname{Re} \bar{z}_{q_{\text {min }}} \approx \check{\Delta}^{1 / 3}$ or $\operatorname{Re} \check{z}_{q_{\text {min }}} \approx \check{\Delta}^{4 / 3}$. The rescaling of the dispersion relation adapted to the new scale will be indicated by a hat. So we first put $\check{q}=\check{\Delta}^{2 / 3} \hat{q}$, that is to say $\bar{q}=2 \check{\Sigma^{-1 / 3}} \hat{q}$. Then we obtain the expression of the real part of the branch thus rescaled to leading order in the limit $\Delta \rightarrow 0$ at fixed $\hat{q}$, by working a little on (117): ${ }^{32}$

$$
\begin{equation*}
\operatorname{Re} \check{z}_{q} \underset{\Delta}{\hat{q} \text { fixed }}=\check{\Delta}^{4 / 3}\left[\operatorname{Re} \hat{z}_{\hat{q}}^{(0)}+o(1)\right] \quad \text { with } \quad \operatorname{Re} \hat{z}_{\hat{q}}^{(0)}=-\frac{(2 \pi)^{2} \bar{q} \check{\Delta}^{-1 / 3}}{\frac{\pi}{2}+\operatorname{atan} Y_{0}} \operatorname{Im}\left[\frac{1}{4} \check{D}_{\downarrow}^{\operatorname{asymp}}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)^{2}+\check{M}_{+-}^{(1) \text { asymp }}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)^{2}\right]^{1 / 2} \tag{121}
\end{equation*}
$$

where $\check{D}_{\downarrow}\left(\bar{z}_{\bar{q}}^{(0)}, \bar{q}\right)$ and $\check{M}_{+-}^{(1)}\left(\bar{z}_{\bar{q}}^{(0)}\right)$ have been replaced by their dominant order (115) and (114) at large $\bar{q}$, as it was also necessary to do for $\bar{Z}_{-}^{(0)}$ using (96), and as indicated by the exponent «asymp». The wave number dependence of result (121) unfortunately remains rather obscure, since $Y_{0}$ in (44) has no simple dependence on $\bar{q} .{ }^{33}$ To progress, let's make the clever change of variable

$$
\begin{equation*}
\hat{q} \equiv \frac{\pi \kappa}{|\ln \varepsilon|^{2 / 3}} \quad \text { with } \quad \varepsilon \equiv \check{\Delta}^{2 / 3} \tag{122}
\end{equation*}
$$

30. There is a - sign before the term $\check{M}_{+-}^{(1)}$ in (119) because, for $1 \ll \bar{q} \ll 1 / \check{\Delta}$, its imaginary part is positive, its square is negative and $\operatorname{Im}\left(\check{D}_{\downarrow}^{2}\right)<0$.
31. We obtain the derivative of the analytically continued determinant of $M$ by taking the derivative of the left-hand side of (117) with respect to $\bar{z}_{q}^{\text {trin }}$; the right-hand side is constant and gives zero contribution.
32. An important simplification comes from the fact that to leading order in $\bar{q}, \operatorname{Re} \bar{z}_{\bar{q}}^{(0)}=\frac{1}{2} \operatorname{Re}\left[\bar{Z}_{-}^{(0)} \check{D}_{\downarrow}\left(\bar{z}_{q}^{(0)}, \bar{q}\right)\right]$.
33. On the other hand, we know how to express $\bar{q}$ as a function of $Y_{0}$, and (121) has a complicated explicit form in terms of $Y_{0}$.
then make $\varepsilon$ tend to zero at fixed $\kappa$ in (121). The dominant order in $|\ln \varepsilon|$ is simple to calculate, ${ }^{34}$

$$
\operatorname{Re} \hat{z}_{\hat{q}}^{(0) \kappa \underset{\varepsilon}{\boldsymbol{f i x e d}}} \begin{cases}\frac{2 \pi}{|\ln \varepsilon|^{1 / 3}} \frac{1}{\left(4 \kappa^{2}-\kappa^{8}\right)^{1 / 2}} & \text { if } \kappa<2^{1 / 3}  \tag{123}\\ |\ln \varepsilon|^{2 / 3} \frac{\left(\kappa^{6}-4\right)^{1 / 2}}{2 \kappa} & \text { if } \kappa>2^{1 / 3}\end{cases}
$$

and reaches its minimum at $\kappa=1$. After returning to the original dimensionless variables (58), it leads to the very beautiful equivalents

$$
\begin{equation*}
\check{q}_{\text {min }} \underset{\varepsilon \rightarrow 0}{\sim} \frac{\pi \varepsilon}{|\ln \varepsilon|^{2 / 3}} \quad \text { and } \quad \operatorname{Re} \check{z}_{q_{\text {min }}}^{\sim} \underset{\varepsilon \rightarrow 0}{\sim} \frac{2 \pi \varepsilon^{2}}{3^{1 / 2}|\ln \varepsilon|^{1 / 3}} \tag{124}
\end{equation*}
$$

shown in solid lines in figure 6 , and which are already quite close to the exact values (symbols). We pushed the computation to the sub-sub-leading order in (121), the small expansion parameter being $1 /|\ln \varepsilon|:{ }^{35}$

$$
\begin{align*}
\check{q}_{\text {min }} & \underset{\varepsilon \rightarrow 0}{=} \frac{\pi \varepsilon}{|\ln \varepsilon|^{2 / 3}}\left[\frac{c_{1}+\left(c_{1}^{2}-c_{2}\right)|\ln \varepsilon|^{-1}}{c_{1}-c_{2}|\ln \varepsilon|^{-1}}+O\left(w^{\alpha}|\ln \varepsilon|^{-3}\right)\right]  \tag{125}\\
\operatorname{Re} \check{z}_{q_{\text {min }}} & =\frac{2 \pi \varepsilon^{2}}{=}\left[\frac{1}{3^{1 / 2}|\ln \varepsilon|^{1 / 3}}\left[\frac{d_{1}|\ln \varepsilon|^{-1}+\left(d_{1}^{2}-d_{2}\right)|\ln \varepsilon|^{-2}}{}+O\left(w^{\alpha}|\ln \varepsilon|^{-3}\right)\right]\right. \tag{126}
\end{align*}
$$

where we introduced $w=\ln \left(2|\ln \varepsilon|^{1 / 3}\right)$, coefficients $c_{n}$ and $d_{n}$ functions of $w$,

$$
\begin{array}{ll}
c_{1}=-\frac{19}{24}-\frac{1}{3} w & c_{2}=\frac{959}{1152}+\frac{5 \pi^{2}}{18}+2 \ln 2+4 \ln ^{2} 2+\left(\frac{5}{12}-4 \ln 2\right) w+\frac{8}{9} w^{2}  \tag{127}\\
d_{1}=3+2 \ln 2-\frac{5}{3} w & d_{2}=\frac{1223}{144}-\frac{2 \pi^{2}}{9}+12 \ln 2-\left(\frac{115}{9}+\frac{10}{3} \ln 2\right) w+\frac{23}{9} w^{2}
\end{array}
$$

and we leave the exponent $\alpha$ undetermined in the error terms. Of course, these coefficients are those of the expansion in powers of $|\ln \varepsilon|^{-1}$ of the expressions in square brackets in $(125,126)$, but we preferred to write the result in the Padé form $(1,1)$ or $(0,2)$ because this greatly improves the speed of convergence with $|\ln \varepsilon|^{-1}$ : dashed lines in figure 6 already agree very well with numerical results for modest values of $\mu / \Delta$.

Finally, it must be verified that, in the limit $\check{\Delta} \rightarrow 0$, no wavelength scale of the continuum collective branch has been forgotten between the new $\check{q} \approx \check{\Delta}^{2 / 3}$ and the old $\check{q} \approx \check{\Delta}^{0} .{ }^{36}$ Analytically, we get from (119), limited to the first term in its right-hand side, that $\operatorname{Re} \hat{z}_{\hat{q}}^{(0)} \sim \check{\zeta}_{1} \hat{q}^{2}$ at large wave numbers compared to the new scale, $\check{q} \gg \check{\Delta}^{2 / 3}$ in other words $\hat{q} \gg 1$, where $\check{\zeta}_{1}$ is exactly the same coefficient as in expansion (103) of $\operatorname{Re} \check{z}_{\check{q}}^{(0)}$ at low wave numbers compared to the old scale, $\check{q} \ll \check{\Delta}^{0}$ : the connection is perfect. Numerically, we produced the synthetic figure 7, fairly mathematical given the very small value of $\check{\Delta}$ chosen, but which shows how the prediction (117) on $\bar{z}_{q}$ and its derived predictions (120) on the residues and the optimal phase-modulus relative phase interpolate beautifully between the predictions at the scale $\check{q} \approx \check{\Delta}$ in section 4.6 .1 and those at the scale $\check{q} \approx \check{\Delta}^{0}$ in section 4.6 .2 , all agreeing very closely to the numerical results in their validity regime.

### 4.7. The continuum collective branch for $\Delta / \mu \gg 1$

In the vicinity of the chemical potential zero, on the positive side, we find that the continuum collective branch (for an analytic continuation of type II) presents two scales of variation with wave number, that $\check{q} \approx \check{\Delta}^{0}$ fixed by the
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Figure 6: For interactions of zero range (case of cold atoms) in weak coupling regime, position $q_{\text {min }}$ (a) and value $\operatorname{Re} z_{q_{\text {min }}}$ (b) of the minimum of the real part of the continuum collective branch $q \mapsto \operatorname{Re} z_{\mathbf{q}}$ for an analytic continuation of type II, as functions of the inverse of the order parameter. Black circles: exact values from a numerical solution of equation (76). Red disks: predictions of the quadratic equation (118) on $z_{\mathbf{q}}$. Solid black line: asymptotic equivalents (124). Black dashed line: Padé approximants (125) and (126). These last two elements belong to the unexpected wave number scale $\check{q} \approx \check{\Delta}^{2 / 3}$.
width of the branch existence interval (section 4.7.1) and that $\check{q} \approx \check{\Delta}^{-1 / 2}$ required by the quadratic approximation (82) of the branch (section 4.7.2). These two regimes are perfectly connected as we will see, there is no other wave number scale to consider.

### 4.7.1. At the wave number scale $\check{q} \approx \check{\Delta}^{0}$

We make here $\check{\Delta}$ tend $+\infty$ with fixed reduced wave number $\check{q}$, by postulating a finite-limit difference between the branch and the edge of the broken pair continuum:

$$
\begin{equation*}
\check{z}_{q}-2 \check{\Delta} \equiv \check{Z}_{\check{q}} \underset{\Delta \rightarrow+\infty}{\check{q} \text { fixed }} \underset{\sim}{\approx} \check{\Delta}^{0} \tag{128}
\end{equation*}
$$

as suggested by the numerical results in figure 4 and the quadratic approximation $(82,86)$ written in the limit $(91)$ of its domain of validity. To obtain an equivalent of the matrix elements of $\check{M}$, we return to their integral formulation (7, 8 ) in the space of relative wave vectors $\mathbf{k}$ of the broken pair, with the integration domain $\mathcal{D}$ replaced by $\mathbb{R}^{3}$ of course. We can identify a priori three natural energy scales $\epsilon_{\mathbf{k} \pm \mathbf{q} / 2} \approx \epsilon_{\mathbf{k}}$ in these integrals, so three wave number scales $\check{k}$ :
(a) : $\check{\epsilon}_{k}-\check{\Delta} \approx \check{\Delta}^{-1} \Longleftrightarrow \check{k} \approx \check{\Delta}^{0} \quad ;$
(b) $: \check{\epsilon}_{k}-\check{\Delta} \approx \check{\Delta}^{0} \Longleftrightarrow \check{k} \approx \check{\Delta}^{1 / 4} \quad ;$
(c) $: \check{\epsilon}_{k}-\check{\Delta} \approx \check{\Delta} \Longleftrightarrow \check{k} \approx \check{\Delta}^{1 / 2}$
and three corresponding changes of variable

$$
\begin{equation*}
\check{k}=\check{\Delta}^{0} \check{K}_{\mathrm{a}}=\check{\Delta}^{1 / 4} \check{K}_{\mathrm{b}}=\check{\Delta}^{1 / 2} \check{K}_{\mathrm{c}} \tag{130}
\end{equation*}
$$

To obtain the dominant contribution to the integrals of the first (a), the second (b) or the third scale (c), you must make $\check{\Delta}$ tend to $+\infty$ for fixed values of $\check{K}_{\mathrm{a}}, \check{K}_{\mathrm{b}}$ or $\check{K}_{\mathrm{c}}$ in the integrand. In $\check{M}_{s s}$, scale (b) dominates and we fix $\check{K}_{\mathrm{b}}$; in the phase-modulus coupling, scale (c) wins and we fix $\breve{K}_{\text {c }}$. We thus obtain the equivalents

$$
\begin{align*}
& \check{M}_{+-}(\check{z}, \check{q}) \underset{\substack{\text { un } \\
\check{\Delta} \rightarrow+\infty}}{\check{z}=\check{z}-2 \check{\sim} \text { fixed }} \quad \check{\Delta}^{1 / 2} \int_{0}^{+\infty} \mathrm{d} \check{K}_{\mathrm{c}} \frac{-(2 \pi)^{-2}}{\left(1+\check{K}_{\mathrm{c}}^{4}\right)^{1 / 2}}=-\frac{[\Gamma(5 / 4)]^{2} \check{\Delta}^{1 / 2}}{\pi^{5 / 2}} \tag{132}
\end{align*}
$$



Figure 7: For a gas of fermions with zero-range interaction in the limit $\check{\Delta}=\Delta / \mu \rightarrow 0$, illustration of the unexpected wave number scale $\check{q} \approx \check{\Delta}^{2 / 3}$ and its connection with the scales $\check{q} \approx \check{\Delta}$ and $\check{q} \approx \check{\Delta}^{0}$ on (a) the real part of the dispersion relation of the continuum mode of type II, (b) the spectral weights of the mode in the phase channel + and modulus channel - of the deviations of the order parameter from equilibrium and (c) the relative phase $\theta$ between the two channels maximizing the mode spectral weight according to equation (79). Big black dotted line: numerical solution of equation (76) and its insertion in the definition of $Z_{ \pm}$below (77) and in (80). Solid red line: dominant order in $\check{\Delta}$ at the scale $\check{q} \approx \check{\Delta}$ ( $\check{\Delta} \rightarrow 0$ at fixed $\bar{q}=2 \check{q} / \check{\Delta}$ ), namely the numerical solution of equation (34) and its insertion into expressions (94) and (97). Solid green line: dominant order in $\check{\Delta}$ at the scale $\check{q} \approx \check{\Delta}^{0}\left(\check{\Delta} \rightarrow 0\right.$ at fixed $\left.\check{q}=q / k_{0}\right)$, namely expressions (102) and (106). Solid orange line: dominant order in $\check{\Delta}$ at the scale $\check{q} \approx \check{\Delta}^{2 / 3}$ ( $\check{\Delta} \rightarrow 0$ at $\kappa$ fixed in the change of variable (122)), namely expressions (121) and (120) in which we wrote the coefficients to leading order in $\check{\Delta}$ as in equations (96), (114) and (115). Thin vertical line: wave number at the center of the scale $\check{q} \approx \check{\Delta}^{2 / 3}$, i.e. value of $\bar{q}$ corresponding to $\kappa=1$. We took $\check{\Delta}=1 / 1000$.
where the explicit value of the integrals is given for $\operatorname{Im} \check{Z}<0$, in a form adapted to the case to come, $\operatorname{Im} \check{Z} \rightarrow 0^{-}$at fixed $\operatorname{Re} \check{Z}<0$. In order to use the procedure of Nozières (12), we expand directly the nonzero spectral densities of type II in table 2,

We note then that the matrix elements $\check{M}_{s s}$ are dominated by the Nozières term performing the analytic continuation, larger by a factor $\check{\Delta}^{1 / 4}$. This is disturbing and suggests a continuum mode very far from the experimentally accessible energy axis $\operatorname{Im} z=0^{+}$therefore without much physical sense. The solution to leading order of the eigenenergy equation gives

$$
\begin{equation*}
\check{Z}_{\check{q}}^{\check{q}} \underset{\Delta \rightarrow+\infty}{\check{q} \text { fixed }} \underset{\sim}{128}-\frac{128}{\pi^{5}}[\Gamma(5 / 4)]^{4} \check{q}^{2} \tag{135}
\end{equation*}
$$

The real part of the energy of the mode is thus effectively outside the interval $\left[2 \Delta, \epsilon_{2}(q)\right]$ of analytic continuation, which is also the interval of observability in the response functions of the system, within the meaning of section 4.3 (the energy $\epsilon_{2}(q)$ is given here by (63)). It should be remembered, the mode is not really in the physical gap [0,2山] even if its real part is mathematically there; it is separated from it by the end of the original branch cut folded over ] $-\infty, 2 \Delta$ ] by the procedure (12) [3].

Remarkably, the negative real result (135) coincides to leading order with the quadratic approximation in $\check{q}$ of the branch, see equations (82) and (86): the quadratic approximation is valid everywhere, and the infinitesimal wave number scale for $\check{q}$ predicted by its validity condition (91) does not appear. The situation changes on the next orders, the two expected wavelength scales appear and the condition (91) takes on its full meaning. The rather technical calculations are given in Appendix B.1. They are now multi-scales: we must include in the same matrix element $\check{M}_{s s^{\prime}}$ scales (b) and (c), as well as the intermediate scale, denoted by (bc), deduced by geometric mean and requiring the change of variable $\check{k}=\check{\Delta}^{3 / 8} \breve{K}_{\mathrm{bc}}$. On the other hand, it is not necessary to treat apart scale (a) at the maximal order considered here (relative error $O(1 / \check{\Delta})$ on $\check{M}_{s s^{\prime}}$ and in fine on $\check{Z}_{\check{q}}$ ). Here is the result:

$$
\begin{equation*}
\check{z}_{q}-2 \check{\Delta} \underset{\Delta \check{\Delta} \rightarrow+\infty}{\check{q} \text { fixed }} a_{0}+a_{1} \check{\Delta}^{-1 / 4}+a_{2} \check{\Delta}^{-2 / 4}+a_{3} \check{\Delta}^{-3 / 4}+O\left(\check{\Delta}^{-1}\right) \tag{136}
\end{equation*}
$$

with

$$
\begin{align*}
& a_{0}=-\frac{128}{\pi^{5}}[\Gamma(5 / 4)]^{4} \check{q}^{2}  \tag{137}\\
& a_{1}=16 \cdot 2^{1 / 4}(4-3 \mathrm{i} \sqrt{2}) \check{q}^{5 / 2}[\Gamma(5 / 4)]^{3} / \pi^{19 / 4}  \tag{138}\\
& a_{2}=\left[9 \sqrt{2} \pi+16 \mathrm{i}\left(18+9 \pi-\pi^{3}\right)\right] \check{q}^{3}[\Gamma(5 / 4)]^{2} /\left(3 \pi^{11 / 2}\right)  \tag{139}\\
& a_{3}=\left\{-96(2 \sqrt{2}+3 \mathrm{i}) \pi^{3}+\left[2 \sqrt{2}\left(112 \pi^{3}-2256-303 \pi\right)+\mathrm{i}\left(312 \pi^{3}-5760-585 \pi\right)\right] \check{q}^{2}\right\} \frac{\check{q}^{3 / 2} \Gamma(5 / 4)}{48 \cdot 2^{3 / 4} \pi^{21 / 4}} \tag{140}
\end{align*}
$$

If we tried to use (136) for $\check{q} \rightarrow 0$, we would find the real dominant term as we said, but not the pure imaginary subleading term of the coefficient of the quadratic start in (86), since $a_{2}$ above tends to zero cubically in wave number. On the imaginary part of the dispersion relation, which varies to leading order as $\breve{q}^{5 / 2}$, the quadratic-start range is reduced to zero at large $\check{\Delta}$, as predicted by (91), and we cannot exchange the limits $\check{q} \rightarrow 0$ and $\check{\Delta} \rightarrow+\infty$. To be complete, let us give an expansion of the residues in the phase and modulus channels, and of the relative phase between these two channels corresponding to the maximum global residue:

### 4.7.2. At the wave number scale $\check{q} \approx \check{\Delta}^{-1 / 2}$

To study the continuum branch of type II with reduced wave numbers $\check{q} \approx \check{\Delta}^{-1 / 2}$ near the chemical potential zero, we set $\check{q}=\check{Q} \check{\Delta}^{-1 / 2}$ and let $\check{\Delta}$ tend to infinity at fixed $\check{Q}$. According to (91), the wave number scale considered is that of the validity limit of the quadratic approximation (82), which we can therefore use to find the energy scaling law. According to (86), the coefficient of $\check{q}^{2}$ in (82) is of the order $\check{\Delta}^{0}$, so that $\check{z}_{q}-2 \check{\Delta} \approx \check{\Delta}^{-1}$ and you have to set

$$
\begin{equation*}
\check{z}-2 \check{\Delta} \equiv \frac{\check{\zeta}}{\check{\Delta}} \tag{142}
\end{equation*}
$$

It remains to take the limit $\check{\Delta} \rightarrow+\infty$ in the matrix elements of $\check{M}(\check{z}, \check{q})$ at fixed $\check{\zeta}$ and $\check{Q}$. We proceed in the same way as in section 4.7.1, by distinguishing the three wave number scales (129) in the integral on the relative wave vector $\mathbf{k}$ of a broken pair. We find that the diagonal elements $\check{M}_{s s}$ are dominated by wave number scale (a), while the phase-modulus coupling $\check{M}_{+-}$is dominated by scale (c):

$$
\begin{align*}
& \check{M}_{++}(\check{z}, \check{q}) \underset{\check{\Delta} \rightarrow+\infty}{\check{\zeta} \text { and } \check{\mathscr{C}} \text { fixed }} \quad \check{\Delta}^{+1} \int_{0}^{+\infty} \mathrm{d} \check{K}_{\mathrm{a}} \frac{(2 \pi)^{-2} \check{K}_{\mathrm{a}}^{2}}{\check{\zeta}-\left(\check{K}_{\mathrm{a}}^{2}-1\right)^{2}}=\frac{-\check{\Delta}}{16 \pi(-\check{\zeta})^{1 / 2}}\left[\left(1+\mathrm{i}(-\check{\zeta})^{1 / 2}\right)^{1 / 2}+\left(1-\mathrm{i}(-\check{\zeta})^{1 / 2}\right)^{1 / 2}\right]  \tag{143}\\
& \check{M}_{--}(\check{Z}, \check{q}) \underset{\check{\Delta})}{\check{\zeta} \text { and } \underset{\sim}{\check{Q} f i x e d}} \quad \check{\Delta}^{-1} \int_{0}^{+\infty} \mathrm{d} \check{K}_{\mathrm{a}} \frac{(2 \pi)^{-2} \check{\zeta} \check{K}_{\mathrm{a}}^{2}}{\check{\zeta}-\left(\check{K}_{\mathrm{a}}^{2}-1\right)^{2}}=\frac{(-\check{\zeta})^{1 / 2}}{16 \pi \check{\Delta}}\left[\left(1+\mathrm{i}(-\check{\zeta})^{1 / 2}\right)^{1 / 2}+\left(1-\mathrm{i}(-\check{\zeta})^{1 / 2}\right)^{1 / 2}\right]  \tag{144}\\
& \check{M}_{+-}(\check{z}, \check{q}) \underset{\check{\Delta})}{\substack{\text { and } \\
\underset{\sim}{\mathscr{C}} \text { fixed }}} \check{\Delta}^{1 / 2} \int_{0}^{+\infty} \mathrm{d} \check{K}_{\mathrm{c}} \frac{-(2 \pi)^{-2}}{\left(1+\check{K}_{\mathrm{c}}^{4}\right)^{1 / 2}}=-\frac{[\Gamma(5 / 4)]^{2}}{\pi^{5 / 2}} \check{\Delta}^{1 / 2} \tag{145}
\end{align*}
$$

where the explicit form of the integrals is suited to $\check{\zeta}$ close to a negative real number. The expansion of the spectral densities useful for the analytical continuation through the interval II is carried out directly from table 2 :

$$
\begin{equation*}
\check{\rho}_{++}^{\text {II }}(\check{z}, \check{q}) \underset{\check{\Delta} \rightarrow+\infty}{\check{\zeta} \text { and } \check{\sim} \text { fixed }} \frac{\pi^{2} \check{\Delta}^{3 / 2}}{2 \check{Q}}+O\left(\check{\Delta}^{-1 / 2}\right) \quad \text { and } \quad \check{\rho}_{--}^{\text {II }}(\check{z}, \check{q}) \underset{\check{\Delta} \rightarrow+\infty}{\check{\zeta} \text { and } \check{\sim} \text { fixed }} \frac{\pi^{2} \check{\zeta} \check{\Delta}^{-1 / 2}}{4 \check{Q}}+O\left(\check{\Delta}^{-5 / 2}\right) \tag{146}
\end{equation*}
$$

As in section 4.7.1, the diagonal matrix elements $\check{M}_{s s}$ are much smaller than the spectral densities, this time by a factor $\approx \check{\Delta}^{1 / 2}$, and do not contribute to leading order to the analytically continued values $\check{M}_{s s \downarrow}$. By solving the eigenenergy equation (76), we find the equivalent

$$
\begin{equation*}
\check{\zeta}_{Q} \sim-\frac{128}{\pi^{5}}[\Gamma(5 / 4)]^{4} \check{Q}^{2} \quad \text { that is } \quad \check{z}_{q}-2 \check{\Delta} \underset{\Delta \check{Q} \rightarrow+\infty}{\check{\text { fixed }}}-\frac{128}{\pi^{5}}[\Gamma(5 / 4)]^{4} \check{q}^{2} \tag{147}
\end{equation*}
$$

In first approximation, the dispersion relation is real and coincides with its quadratic approximation, even for $\check{Q} \gg 1$. To put an end to this paradox, we must calculate the first correction, of relative order $\check{\Delta}^{-1 / 2}$. For the diagonal elements $\check{M}_{s s \downarrow}$, equations $(143,144)$ are sufficient. For non diagonal elements, in which the spectral density $\rho_{+-}^{[I I]}$ is identically zero, it remains to determine the sub-leading order $\check{\Delta}^{0}$ of $\check{M}_{+-}$. This time, we must add the contribution of scale (a) to that of scale (c). The scale (b) contributes indirectly, that is, only in the form of a cut-off $\Lambda \check{\Delta}^{1 / 4}$ on the wave number $\breve{k}$, where $\Lambda$ is a positive arbitrary constant. It is a high (ultraviolet) cut-off for scale (a), without which the integral on $\check{K}_{\mathrm{a}}$ would diverge at infinity. It is also a low (infrared) cut-off for scale (c), without which the integral on $\check{K}_{\mathrm{c}}$ of the sub-leading term would diverge in zero. In the limit $\check{\Delta} \rightarrow+\infty$, scale (b) thus combines the two sub-leading pieces in a $\Lambda$-independent way and we find the correction sought to (145), as detailed in Appendix B.2:
$\check{M}_{+-}(\check{z}, \check{q})+\frac{[\Gamma(5 / 4)]^{2}}{\pi^{5 / 2}} \check{\Delta}^{1 / 2} \underset{\Delta}{\breve{\zeta} \rightarrow+\infty} \underset{\rightarrow}{\text { and } \check{f i x e d}}(2 \pi)^{-2} \int_{0}^{+\infty} \mathrm{d} \check{K}\left[\frac{\check{K}^{2}\left(\check{K}^{2}-1\right)}{\check{\zeta}-\left(\check{K}^{2}-1\right)^{2}}+1\right]=\frac{1}{16 \mathrm{i} \pi}\left[\left(1+\mathrm{i}(-\breve{\zeta})^{1 / 2}\right)^{1 / 2}-\left(1-\mathrm{i}(-\check{\zeta})^{1 / 2}\right)^{1 / 2}\right]$
We end up with the non-quadratic dispersion relation

$$
\begin{equation*}
\check{\zeta}_{Q} \equiv\left(\check{z}_{q}-2 \check{\Delta}\right) \check{\Delta} \underset{\substack{\check{\Delta} \rightarrow+\infty}}{\stackrel{\check{G f i x e d}}{=}}-C \check{Q}^{2}\left\{1+\check{\Delta}^{-1 / 2}\left[\frac{\mathrm{i} \sqrt{2}}{\pi \sqrt{C}}\left(r-r^{*}\right)+\frac{3 \mathrm{i} / 2}{\pi \sqrt{C}}\left(r+r^{*}\right)\right]+O\left(\check{\Delta}^{-1}\right)\right\} \tag{149}
\end{equation*}
$$

with the notations $C=\frac{128}{\pi^{5}}[\Gamma(5 / 4)]^{4}$ and $r=\left(1+\mathrm{i} C^{1 / 2} \check{Q}\right)^{1 / 2}$. At low $\check{Q}$, we can approximate $r \simeq 1$; we find the first two terms of expansion (86) of the branch quadratic start coefficient, i.e. the dominant order for the real part and for the imaginary part. At large $\check{Q}$, we can approximate $r \simeq \exp (i \pi / 4) C^{1 / 4} \breve{Q}^{1 / 2}+\exp (-\mathrm{i} \pi / 4) C^{-1 / 4} \check{Q}^{-1 / 2} / 2$, which gives rise to contributions $\breve{Q}^{2}, \breve{Q}^{5 / 2}$ and $\breve{Q}^{3 / 2}$; we then find the low $\check{q}$ limit of expansion (136). ${ }^{37}$ The connection is perfect, and there is, in the continuum branch of type II near zero chemical potential, no other wavelength scale than $\check{q} \approx \check{\Delta}^{-1 / 2}$ and $\check{q} \approx \check{\Delta}^{0}$. To be complete, let us expand the residues in the phase and modulus channels, and the relative phase between these two channels leading to the maximum global residue:

$$
\begin{equation*}
\left|\check{Z}_{-}\right| \underset{\Delta x \rightarrow+\infty}{\mathscr{Q} \text { fixed }}=\frac{16 \check{Q}}{\check{\Delta}^{1 / 2}}\left[1-\frac{\sqrt{2} \check{Q} \operatorname{Re} r}{2 \pi \check{\Delta}^{1 / 2} \sqrt{1+C \check{Q}^{2}}}+O\left(\check{\Delta}^{-1}\right)\right], \quad\left|\check{Z}_{+}\right| \underset{\Delta x \rightarrow+\infty}{\check{Q} \text { fixed }} \frac{8 C \check{Q}^{3}}{\check{\Delta}^{5 / 2}} \quad \text { and } \quad \theta+\frac{\pi}{2} \underset{\Delta x \rightarrow+\infty}{\check{Q} \text { fixed }}-\check{\Delta}^{-1 / 2} \frac{\operatorname{Re} r}{\pi \sqrt{C}} \tag{150}
\end{equation*}
$$

### 4.8. Analytical extension for $\mu>0$ through the windows $\epsilon>\epsilon_{2}(q)$ and case $\mu<0$

We briefly examine in this section the continuum collective excitation branch(es) obtained by analytic continuation of the eigenenergy equation through energy intervals other than $\left[\epsilon_{1}(q), \epsilon_{2}(q)\right]$. Recall that the branch points $\epsilon_{i}(q)$ of the equation and their domain of existence with wave number $q$ were the subject of section 4.2.1.

### 4.8.1. On the BCS side: $\mu>0$

Let's start with the case of a positive chemical potential. For wave numbers $q<q_{0}$, where $q_{0}$ is given by (57), the other possible extension intervals are $\left[\epsilon_{2}(q), \epsilon_{3}(q)\right]$ and $\left[\epsilon_{3}(q),+\infty[\right.$. In the procedure (12), it is then necessary to use respectively form III and form IV of the spectral densities $\rho_{s s^{\prime}}(\epsilon, \mathbf{q})$, within the meaning of table 2 .

The essential difference with the type II form is that the $\rho_{s s^{\prime}}(\epsilon, \mathbf{q})$ depend on the real energy $\epsilon$ through the first two roots $s_{1}$ and $s_{2}$, or the second root $s_{2}$ of the cubic equation (71) on $s$, this equation being parametrically dependent on $\epsilon$. It is now necessary to analytically continue the spectral densities therefore the roots $s_{i}$ to complex values $z$ of the energy in the fourth quadrant $\operatorname{Re} z>0$ and $\operatorname{Im} z<0$ to which our study is limited. Using Cardan formulas, we find that the roots $s_{i}$ have, as functions of $z$, branch cuts where the Cardan discriminant is real negative, and a branch point where it vanishes. ${ }^{38}$ We get rid of the branch cuts by numerically performing a continuous mapping of the three roots

[^20]$s_{i}(z)$ of the cubic equation along a path $C$ connecting $z$ to an origin point $\epsilon_{0}$ fixed in the analytic continuation interval $\left[\epsilon_{2}(q), \epsilon_{3}(q)\right]$ (for example, its middle) or $\left[\epsilon_{3}(q),+\infty\left[\right.\right.$ (by example $2 \epsilon_{3}(q)$ ). On the other hand, we cannot eliminate the branch points of $s_{i}(z)$. Their positions in the complex plane (other than the expected values $\pm 2 \Delta$ ) are given by the roots of the polynomial $P_{8}(X)$ of degree eight, see (59), which is related to the discriminant of the cubic equation, as we have already pointed out in section 4.2.2. Fortunately, it follows from footnote 21 that $P_{8}(X)$ has within the fourth quadrant only one complex root $\alpha$. It remains to be specified on which side of $\alpha$ the continuous mapping of $s_{i}(z)$ takes place: at fixed starting point $\epsilon_{0}$ and arrival point $z$, go to one side $\alpha$ or the other has the effect of exchanging the roots $s_{2}(z)$ and $s_{3}(z)$, as we have verified numerically, which changes the spectral densities. In the present study, we have chosen never to go under the point $\alpha$, that is to say go around above and to the left if $\operatorname{Re} z<\operatorname{Re} \alpha$ and $\operatorname{Im} z<\operatorname{Im} \alpha$; the corresponding branch cut on the $s_{i}(z)$, and therefore on the analytically continued spectral densities $\rho_{s s^{\prime}}(z, \mathbf{q}),{ }^{39}$ is the vertical half-line starting from $\alpha$ downwards.

The results of our numerical study are shown in figure 8 , for three values of the interaction strength, $\Delta / \mu=1 / 10$ in the weak coupling regime, $\Delta / \mu=1$ in the strong coupling regime and $\Delta / \mu=5$ close to a zero chemical potential. We find a branch $q \mapsto z_{q}$ of type III, at least as long as $\Delta / \mu$ is not too large (it is absent from the fourth quadrant for $\Delta / \mu=5$ ), see figures 8 a and 8 b . Its wavelength domain of existence is an interval $\left[q_{1}, q_{0}\right]$; the upper bound has the maximum accessible value $q_{0}$, but the lower bound is positive, because the real part of $z_{q}$ vanishes (and $z_{q}$ passes virtually in the third quadrant) before $q$ reaches zero. In the weak coupling regime, we can as in section 4.6 .2 make $\check{\Delta}$ tend to zero at fixed $\check{z}$ and reduce the eigenenergy equation to $\check{M}_{++\downarrow}^{(0)}(\check{z}, \check{q})+\check{M}_{+-\downarrow}^{(0)}(\check{z}, \breve{q})=0$ as in (102). For $\check{q}>2 / 3$, it follows directly from equation (99) that

$$
\begin{equation*}
\check{\rho}_{++}^{(0)[I I I]}(\check{z}, \check{q})+\check{\rho}_{+-}^{(0)[I I I]}(\check{z}, \check{q})=\frac{\pi \check{z}}{2 \check{q}}=\check{\rho}_{++}^{(0)[I I]}(\check{z}, \check{q})+\check{\rho}_{+-}^{(0)[I I]}(\check{z}, \check{q}) \tag{151}
\end{equation*}
$$

so that the Nozières term takes exactly the same form for the extension intervals $\left[\epsilon_{1}, \epsilon_{2}\right]$ and $\left[\epsilon_{2}, \epsilon_{3}\right]$. For $\check{q}<2 / 3$, the extension interval $\left[\epsilon_{2}, \epsilon_{3}\right]$ is cut in half by $\check{q}(2+\check{q})$ but, as we pass above the point $\alpha$ in the continuous mapping of the roots, it is the third column of (99) which counts and relation (151) remains true. Indeed, the bound $\check{q}(2+\check{q})$ is none other than the limit of $\alpha$ at low $\check{\Delta}$ (see the sentence below (99) and footnote 21). We deduce that the type II and type III branches coincide in the limit $\check{\Delta} \rightarrow 0$ at fixed $\check{q}$, which numerical calculation confirms masterfully, see figure 8 a. On the other hand, we find one or two branches of type IV depending on the case, see figures $8 \mathrm{~d}, 8 \mathrm{e}, 8 \mathrm{f}$. Their wave number domain is a union of two intervals, according to the vanishing of the real part or the imaginary part of $z_{q}$. The upper interval is compact for $\Delta / \mu$ quite large, but extends to infinity otherwise. Remarkably, the lower interval begins at $q=0$, where $z_{q}$ tends to zero; this behavior differs from that of the continuum branch of type II studied in the other sections and rather evokes the acoustic branch.

Let us now show analytically that the collective branches of type IV do not have an acoustic start $z_{q} \approx q$ but a hyperacoustic start $z_{q} \approx q^{4 / 5}$ (the group or phase velocity diverges in $q=0$ ) or hypoacoustic $z_{q} \approx q^{3 / 2}$ (the velocity tends to zero). For this, let's build an approximate form of the equation on $z_{q}$ at low energy and low wave number, first by replacing the matrix elements of $M$ (not yet analytically continued) by their dominant order in $q$ at fixed $\zeta \equiv \check{z} / \check{q},{ }^{40}$

$$
\begin{equation*}
\check{M}_{--}(\check{z}, \check{q}) \simeq \check{M}_{--}(0,0) \equiv \frac{A}{(2 \pi)^{3}}, \quad \check{M}_{++}(\check{z}, \check{q}) \simeq \frac{\left(B+C \zeta^{2}\right)}{(2 \pi)^{3}} \check{q}^{2}, \quad \check{M}_{+-}(\check{z}, \check{q}) \simeq \frac{D \zeta \check{q}}{(2 \pi)^{3}} \tag{152}
\end{equation*}
$$

then replacing sh $\Omega$ by -i in equations $(66,67,68)$ useful for analytic continuation $(12)$. We assumed in the second step, by checking it numerically, that $s_{2}(z)$ is in the fourth quadrant, just like $\zeta$. We thus end up with a much simpler

[^21]

Figure 8: In a gas of fermions with zero range interactions (case of cold atoms), continuum collective branches $q \mapsto z_{q}$ obtained by carrying out the analytic continuation of the eigenenergy equations through other intervals than the one $\left[\epsilon_{1}(q), \epsilon_{2}(q)\right]$ of type II used so far. Solid black line or black dashed line: real part; solid red line or red dashed line: imaginary part. The interruptions of the branches, due to exits from the fourth quadrant (the only one explored here) (the real or imaginary part of $z_{q}$ vanishes) are identified by vertical dotted lines. For $\mu>0$, numerical results for branches of type III (extension through the interval $\left[\epsilon_{2}(q), \epsilon_{3}(q)\right]$ ) in (a) and (b), and of type IV (interval $\left[\epsilon_{3}(q),+\infty[\right.$ ) in (d), (e) and (f). For $\mu<0$, numerical results for type IV branches in (c) (the interval $\left[\epsilon_{3}(q),+\infty\left[\right.\right.$ is the only possible). Here $k_{0}=(2 m \mu)^{1 / 2} / \hbar, k_{\mu}=(2 m|\mu|)^{1 / 2} / \hbar, \Delta / \mu=1 / 10$ in (a) and (d), $\Delta / \mu=1$ in (b) and (e), $\Delta / \mu=5$ in (f) (no type III branch for this value) and $\Delta / \mu=-1 / 5$ in (c). The interval $\left[\epsilon_{2}(q), \epsilon_{3}(q)\right]$ closes and the type III branch ceases to exist at $q=q_{0}(\Delta)$ given by (57) and marked with a solid vertical gray line. At weak coupling, in (a), the type III branch almost merges with that previously studied of type II and is very well reproduced by the solution of (102) (large dark blue or orange dots). Insets: enlargements; the values at $\check{q}<0.001$ are taken from (154) after numerical solution of (153) rewritten as an equation on $s_{2}(z)$. Trajectories of type IV branches in the complex plane for $\Delta / \mu=1 / 10$ in (g), $\Delta / \mu=1$ (black) and $\Delta / \mu=1 / 2$ (green) in (h), $\Delta / \mu=5$ in (i); the arrows indicate the direction of the increasing $q$. Everywhere for type IV branches: solid line (dotted line), hypoacoustic branch (155) [hyperacoustic (157)] and its possible emanation at large $q$ after excursion outside the fourth quadrant. In (c): the dotted branch is of another nature, see its analytical behavior (158) at low $\check{q}$ (solid orange line).
eigenenergy equation,

$$
\left[\mathrm{i} \pi^{2} \check{\Delta} \phi_{--}\left(s_{2}\right)+A \check{q}\right]\left[-\mathrm{i} \frac{\pi^{2} \zeta^{2}}{4 \check{\Delta}} \phi_{++}\left(s_{2}\right)+\left(B+C \zeta^{2}\right) \check{q}\right]-\left[-\frac{\pi^{2}}{2} \zeta \phi_{+-}\left(s_{2}\right)+D \zeta \check{q}\right]^{2} \simeq 0 \text { where }\left\{\begin{array}{l}
\phi_{--}(s)=\frac{\ln \left(1+\sqrt{1-s^{2}}\right)-\ln \left(1-\sqrt{1-s^{2}}\right)}{2}  \tag{153}\\
\phi_{++}(s)=\frac{1}{2} \phi_{--}(s)+\frac{\left(1-s^{2}\right)^{1 / 2}}{2 s^{2}} \\
\phi_{+-}(s)=\frac{\left(1-s^{2}\right)^{1 / 2}}{s}
\end{array}\right.
$$

To be consistent, we must also approximate equation (71) on $s_{2}(z)$ as follows,

$$
\begin{equation*}
\frac{4}{\zeta^{2}}\left(1-\mathrm{i} s_{2} \check{\Delta}\right) \simeq \frac{1-s_{2}^{2}}{-s_{2}^{2}} \tag{154}
\end{equation*}
$$

which allows us to easily eliminate $\zeta$ and consider (153) as an equation on $s_{2}(z)$.
A first type of solution of (153) corresponds to $\zeta \rightarrow 0$ therefore $s_{2} \rightarrow-\mathrm{i} / \check{\Delta}+0^{+}$. In the limit $\check{q} \rightarrow 0$, we find by trial and error that $\zeta^{2} / \check{q}$ has a finite limit $\gamma,{ }^{41}$ and that (153) is reduced to an affine equation on $\gamma$. Hence the exact hypoacoustic behavior of the branch:

$$
\begin{equation*}
\check{z}_{q} \underset{\mathscr{q} \rightarrow 0}{=} \gamma^{1 / 2} \check{q}^{3 / 2}[1+O(\check{q})] \quad \text { with } \quad \gamma=\left.\frac{-4 \mathrm{i} \pi^{-2} B \check{\Delta} \phi_{--}(s)}{\left(\phi_{++} \phi_{--}-\phi_{+-}^{2}\right)(s)}\right|_{s=-\mathrm{i} / /{ }^{\prime}+0^{+}} \tag{155}
\end{equation*}
$$

For $z_{q}$ to be in the fourth quadrant, $\gamma$ must have a negative imaginary part, which imposes $\left.\check{\Delta} \in\right] 0, \check{\Delta}_{0}\left[\right.$ with $\check{\Delta}_{0} \simeq$ $2,138 .{ }^{42}$ This explains why the hypoacoustic branch does not appear at low $\check{q}$ in figure 8 f. Furthermore, we show that, among the $Z_{ \pm}$residues of section 4.3, the one $Z_{+}$in the channel of small phase deviations is dominant, and diverges as $\check{q}^{-1 / 2}$; at low $\check{q}$, the hypoacoustic modes are therefore mainly phase modes of the order parameter.

A second type of solution of (153) corresponds to $|\zeta| \rightarrow+\infty$ therefore $s_{2} \rightarrow 1-\mathrm{i} 0^{+}$. Then, in (153), we neglect $B$ in front of $C \zeta^{2}$, we divide the remaining equation by $\left(\pi^{2} \zeta / 2\right)^{2}$, we expand and collect by powers of $\check{q}$, then we neglect the $\check{q}^{2}$ terms to obtain:

$$
\begin{equation*}
\left(\phi_{--} \phi_{++}-\phi_{+-}^{2}\right)\left(s_{2}\right)+\frac{4 \check{q}}{\pi^{2}}\left[D \phi_{+-}\left(s_{2}\right)+\mathrm{i} C \check{\Delta} \phi_{--}\left(s_{2}\right)-\frac{\mathrm{i} A}{4 \check{\Delta}} \phi_{++}\left(s_{2}\right)\right] \simeq 0 \tag{156}
\end{equation*}
$$

It remains to replace each contribution by its dominant order in the small parameter $u=\left(1-s_{2}^{2}\right)^{1 / 2}$ : in the second term of (156), it suffices to know that $\phi_{--} \sim \phi_{++} \sim \phi_{+-} \sim u$, but in the first, we must expand each function $\phi$ up to the relative order $u^{4}$ (this is the sub-sub-leading order) to obtain the equivalent $u^{6} / 45$. Hence the law $u \sim \check{q}^{1 / 5} u_{0}$ and the exact hyperacoustic behavior of the branch:

$$
\begin{equation*}
\check{z}_{q} \underset{\check{q} \rightarrow 0}{ } \beta^{1 / 2} \check{q}^{4 / 5}\left[1+O\left(\check{q}^{2 / 5}\right)\right] \quad \text { with } \quad \beta=\frac{4(\mathrm{i} \check{\Delta}-1)}{u_{0}^{2}} \quad \text { and } \quad u_{0}=\left(\frac{180}{\pi^{2}}\right)^{1 / 5}\left(\frac{\mathrm{i} A}{4 \check{\Delta}}-\mathrm{i} C \check{\Delta}-D\right)^{1 / 5} \tag{157}
\end{equation*}
$$

In (157), we must choose the value of the fifth root so that $u_{0}$ is in the first quadrant and $\beta$ has a negative imaginary part, which can be done for any value of $\check{\Delta}>\check{\Delta}_{1} \simeq 0.05283$, hence the systematic presence of a type IV hyperacoustic branch at low $\check{q}$ in figure $8 .{ }^{43}$ We verify that, among the residues $Z_{ \pm}$of section 4.3 , the one $Z_{+}$in the channel of small phase deviations is dominant, and diverges as $\breve{q}^{-4 / 5}$; at low $\check{q}$, the hyperacoustic modes are therefore also mainly phase modes of the order parameter.

It remains to understand physically the type IV branch on the upper wave number interval. We affirm that this connected component is only the continuation at large $q$, that is to say the result of the irruption in the fourth quadrant, of the hypoacoustic branch or of the hyperacoustic branch. We can clearly see this by mentally extending the curves

[^22]in figure 8 d , the large $q$ component would be the return of the hyperacoustic branch after a passage in the first quadrant. Similarly, in figure 8 e , the large $q$ component seems to be the return of the hypoacoustic branch after a detour in the first quadrant. On the other hand, in figure 8f, we interpret the large $q$ component as the first entry of the hypoacoustic branch in the fourth quadrant, this branch pointing from the start at low $q$ towards the first quadrant, see the discussion below equation (155). To make these interpretations easier to follow, we have shown in figures $8 \mathrm{~g}, 8 \mathrm{~h}$ and 8 i the trajectory of type IV branches for $\mu>0$ in the complex plane. To justify them numerically, we also show the trajectory of the branches for $\Delta / \mu=1 / 2$ in figure 8 h : the hypoacoustic branch is a connected set in the fourth quadrant. These figures lead to the following empirical remark: the branches which venture into the third quadrant ( $\operatorname{Re} z<0$ and $\operatorname{Im} z<0$ ) never return (at subsequent $q$ ) in the fourth quadrant, unlike those that venture into the first quadrant.

### 4.8.2. On the BEC side: $\mu<0$

Finally, let's look for a continuum collective branch in the case of a negative chemical potential. As we said in section 4.2.1, the spectral densities then have, on the real energy axis, $\epsilon_{3}(q)$ of equation (56) as the only point of nonanalyticity. The analytic continuation of the eigenenergy equation can only be done through the interval $\left[\epsilon_{3}(q),+\infty[\right.$, therefore can only be of type IV. The rescaling of the variables must be revised and the calculation of the spectral densities must be redone. We now express the wave numbers in units of $k_{\mu}=(2 m|\mu|)^{1 / 2} / \hbar$, for example $\check{q}=q / k_{\mu}$, energies in units of $|\mu|$, for example $\check{\epsilon}=\epsilon\left|/|\mu|\right.$ and $\check{\xi}_{\breve{k}}=\breve{k}^{2}+1$, the spectral densities and the matrix elements of $M$ in units of $2 m k_{\mu} / \hbar^{2}$. We find that the reduced spectral densities are always given by form IV of table 2 , provided that the term $1-\breve{q}^{2} / 4$ is replaced by $-\left(1+\check{q}^{2} / 4\right)$ in cubic equation (71). For $\check{\epsilon}>\check{\epsilon}_{3}(\check{q})$, the modified equation has indeed, for all $\check{q}>0$, three real roots, $s_{1}(\epsilon)<-1, s_{2}(\epsilon) \in[0,1]$ which appears in the spectral densities, and $s_{3}(\epsilon)>1$, as one can show in a graphical discussion. The analytic continuation of $s_{2}$ to complex energies $z$ is done by continuous mapping as in section 4.8.1, never passing below its branch point(s), i.e. complex roots of the polynomial $P_{8}(X)$ in the fourth quadrant. ${ }^{44}$

We have studied numerically the case $\check{\Delta}=\Delta /|\mu|=1 / 5$, see figure 8 c . At low $\check{q}$, we find a hyperacoustic branch whose start is well described by (157) if we think of changing the factor $\mathrm{i} \check{\Delta}-1$ in $\mathrm{i} \check{\Delta}+1$ in $\beta$, but which ends up leaving the fourth quadrant; equation (157) thus modified also makes it possible to show that this hyperacoustic branch exists in the vicinity of $q=0$ for any value of $\check{\Delta}$. We also find a second branch, which does not reach the large $\check{q}$ but tends to the value $2 \Delta$ at the origin of the wave numbers by following the real axis closely (its imaginary part tends to zero as $q^{3}$ ). We analytically predict a quadratic start ${ }^{45}$

$$
\begin{equation*}
z_{q} \underset{q \rightarrow 0}{=} 2 \Delta-\frac{1}{\check{\Delta} \sin ^{2} \psi} \frac{\hbar^{2} q^{2}}{2 m}+O\left(q^{3}\right) \quad \text { with } \quad \frac{\psi(\psi+\sin \psi \cos \psi)}{2 \sin ^{2} \psi}=\left[1-8 \pi \check{M}_{+-}(2 \check{\Delta}, 0)\right]^{2} \tag{158}
\end{equation*}
$$

shown as a solid orange line in figure 8 c and in good agreement with the numerical results; the transcendental equation on $\psi=\pi / 2-\operatorname{asin} s_{2}$ has a unique solution in the interval $[0, \pi]$. Result (158) is in fact only valid for $\psi<\pi / 2$, that is to say $\check{\Delta}<0.222$; for $\check{\Delta}>0.222$, the branch leaves the fourth quadrant towards the first quadrant (its imaginary part vanishes) before reaching $\check{q}=0 .{ }^{46}$ The quadratic start (158) is reminiscent of that (82) of the usual continuum

[^23]branch; the reasoning that led to (92) here also gives zero limit residues in $q=0, \check{Z}_{-} \approx \check{q}$ and $\check{Z}_{+} \approx \check{q}^{3}$. However, there is no hypoacoustic branch. Moreover, the reasoning leading to (155) is not transposed to the case $\mu<0$ : for $z=o(\check{q})$, we find numerically that $s_{2}(z)=o(1)$, and that the root $s_{3}(z)$ has the expected limit $\mathrm{i} / \check{\Delta}$, in the continuous mapping passing above the $\alpha$ branch point.

## 5. Conclusion

In a spatially homogeneous three-dimensional unpolarized gas of spin $1 / 2$ fermions with attractive interaction, prepared in the thermodynamic limit at zero temperature, therefore fully paired and condensed in the form of $\uparrow \downarrow$ bound pairs, we have analytically studied the continuum branch corresponding to the collective pair-breaking excitation modes of the gas. As shown in reference [3], under certain conditions, such modes can manifest themselves experimentally by a Lorentzian peak $\omega \mapsto\left|Z_{\mathbf{q}} /\left(\hbar \omega-z_{\mathbf{q}}\right)\right|^{2}$ in the intensity of a frequency response function on the collective variable of the perturbed gas given by the complex order parameter $\Delta(\mathbf{r}, t)$. We thus analyzed the complex energy $z_{\mathbf{q}}$ of the mode as well as its residue $Z_{\mathbf{q}}$ for an arbitrary very weak non-polarizing and bounded in time excitation, according to wave vector $\mathbf{q}$, in order to obtain a complete description of the branch. Mathematically, we use time-dependent BCS theory linearized around the minimal energy stationary solution, to obtain an equation on the eigenenergies of the modes, which one must always analytically continue to the lower complex half-plane across the branch cut resulting from the broken pair continuum at fixed $\mathbf{q}$, if we want to find $z_{\mathbf{q}}$. Physically, the fact that $\operatorname{Im} z_{\mathbf{q}}$ is negative reflects the damping of the mode by breaking of pairs and emission of free fermions of wave vectors $\mathbf{q} / 2 \pm \mathbf{k}$ in the continuum, $\mathbf{k} \in \mathbb{R}^{3}$. Our work analytically studies the branch at any wave number $q$, and for any interaction strength; it therefore goes significantly beyond previous work, which obtains analytical results only in the limit of low wave numbers $q \rightarrow 0$, that is to say only on the quadratic start of the branch $z_{\mathbf{q}}-2|\Delta| \propto q^{2}$, within the weak coupling limit $|\Delta| / \mu \rightarrow 0^{+}$[2] or for an arbitrary coupling $|\Delta| / \mu$ but a positive chemical potential $\mu$ [3].

In the weak coupling limit $|\Delta| / \mu \rightarrow 0^{+}$, the real part of the dispersion relation exhibits three scales of variation with wave numbers. (i) The first one $q_{1}=k_{0}|\Delta| / \mu$, where $k_{0}$ is the wave number minimizing the energy $\epsilon_{\mathrm{k}}$ of a BCS quasiparticle ( $\epsilon_{k_{0}}=|\Delta|$ ), unsurprisingly corresponds to $q \approx 1 / \xi$ where $\xi$ is the size of a $\uparrow \downarrow$ bound pair. The branch has a universal limiting law when $z_{\mathbf{q}}$ is expressed in units of $|\Delta|$ and when $|\Delta| / \mu$ tends to zero at fixed $q / q_{1}$ : this law applies as well for fermions with attractive contact interaction in the $s$ wave (case of cold atoms) as for charged fermions with a long-range repulsive Coulomb interaction (case of a BCS superconductor in the sense of reference [2] that is to say without real inclusion of the phonons of the crystal lattice). If we start from $q=0^{+}$, the real part increases, exhibits a maximum $\simeq 2.16|\Delta|$ at $q / q_{1} \simeq 1.70$, then decreases and tends to zero as $|\Delta| q_{1} / q$, up to a logarithmic factor in $q / q_{1}$; the imaginary part is decreasing and diverges linearly as $-\mu q / k_{0}$ up to logarithmic corrections in $q / q_{1}$. At the dominant order, the residue is carried by the channel of small modulus deviations of the order parameter from its equilibrium value. The continuum mode is a modulus mode and one can neglect the phase-modulus coupling in the linearized BCS equations. (ii) The second wave number scale is $q_{2}=k_{0}(|\Delta| / \mu)^{2 / 3}$ : on the real part of the branch, the decrease $1 / q$ of the previous scale is gradually interrupted, $\operatorname{Re} z_{\boldsymbol{q}}$ goes through a minimum of the order of $\mu(|\Delta| / \mu)^{4 / 3}$ and located at $q_{\text {min }} \approx q_{2}$, up to logarithmic factors in $|\Delta| / \mu$, then goes up; this is due to the contribution of the phase-modulus coupling. The imaginary part continues to decrease in the same approximately linear way in $q$. Even if the residue in the modulus channel still prevails, that in the phase channel is no longer negligible. The continuum mode is in phase-modulus hybridization. (iii) The third scale is $q_{3}=k_{0}$; the imaginary part of $z_{\mathbf{q}}$ is approximately proportional to $-\mu q / k_{0}$, with a logarithmic coefficient in $|\Delta| / \mu$, while the real part is increasing, approximately proportional to $\mu\left(q / k_{0}\right)^{3 / 2}$, again with a logarithmic coefficient in $|\Delta| / \mu$; the residues in the phase and modulus channels are almost equal: the mode lives with almost equal amplitudes in the two channels. At $q=2 k_{0}$, the interval between branch points of the eigenenergy equation, through which the analytic continuation was carried out, closes and the branch ceases to exist. The results at the scales $q_{2}$ and $q_{3}$ are valid for a short-range interaction, as in the cold atom gases, to which we limit ourselves hereinafter; we do not know if they survive at least qualitatively the Coulomb interaction.

[^24]In the right vicinity of the zero chemical potential, $\mu /|\Delta| \rightarrow 0^{+}$, which is in the strong interaction regime, on the positive scattering length side of the BEC-BCS crossover, the continuum collective branch $z_{\mathbf{q}}$ is, to leading order in $\mu /|\Delta|$, purely real and quadratic in $q, z_{\mathbf{q}}-2|\Delta| \simeq-128[\Gamma(5 / 4)]^{4} \pi^{-5} \hbar^{2} q^{2} / 2 m$, over its entire domain of existence $] 0,2 k_{0}\left[\right.$, domain which becomes more and more narrow since here $k_{0}=(2 m \mu)^{1 / 2} / \hbar$, where $m$ is the mass of a fermion, tends to zero. At the next order appears a nonzero imaginary part of $z_{\mathbf{q}}$, which reveals the existence of two wave number scales. The first scale, $Q_{1}=k_{0}(\mu /|\Delta|)^{1 / 2}$, corresponds to the limit of validity of the quadratic approximation on $z_{\mathbf{q}}$ (this requires $q \ll Q_{1}$, which reference [3] did not say) but has not yet received any other physical interpretation. At this scale, the imaginary part is of order of magnitude $\mu(\mu /|\Delta|)^{3 / 2}$, and goes monotonously from a quadratic start to an asymptotic semiquintic plunge in $q$. The second scale is $Q_{2}=k_{0}$ : at the dominant order, the imaginary part of $z_{\mathbf{q}}$ is of the order of $\mu(\mu /|\Delta|)^{1 / 4}$, is decreasing, and varies with the same power law $q^{5 / 2}$ as in the asymptotic part $q \gg Q_{1}$ of the previous scale. On both scales, the dominant residue is carried by small modulus deviations of the order parameter from its equilibrium value: the continuum mode remains from this point of view a modulus mode, even if it is absolutely necessary to include phase-modulus coupling in the calculation of its energy to have the right result, unlike what happens in the weak coupling limit at $q=O\left(q_{1}\right)$.

The previous results, obtained for $\mu>0$ and $q<2 k_{0}$, result from an analytic continuation of the eigenenergy equation across the branch cut joining its first two branch points $\epsilon_{a}(q)$ and $\epsilon_{b}(q)$ on the positive real energy half-axis. They always correspond to a continuum collective branch of limit $2|\Delta|$ and of quadratic start at $q=0$. For a not too large wave number $\left(q<q_{0}(\Delta, \mu) \in\right] 2 k_{0} / \sqrt{3}, 2 k_{0}[)$, there is a third branch point $\epsilon_{c}(q)$. The analytic continuation through the interval $\left[\epsilon_{b}(q), \epsilon_{c}(q)\right]$ gives rise to a new branch of excitation in the lower right quadrant of the complex plane, at least for $|\Delta| / \mu$ not too large and $q$ not too small; at weak coupling, it almost coincides with the continuum collective branch studied previously.

Finally, it remains to perform the analytic continuation across the non-compact interval $\left[\epsilon_{\max }(q),+\infty[\right.$ where $\epsilon_{\max }(q)$ is the largest branch point on the real axis. For $\mu>0$ and $q<2 k_{0}$, we have $\epsilon_{\max }(q)=\epsilon_{c}(q)$ or $\epsilon_{b}(q)$ depending on whether $q$ is lower or greater than $q_{0}(\Delta, \mu)$, as shown in the previous paragraph. For $\mu>0$ at any $q>2 k_{0}$, or for $\mu<0$ at any $q>0$, the eigenenergy equation has only one branch point with real positive energy, it is the lower edge $2 \epsilon_{\mathbf{k}=\mathbf{q} / 2}$ of the broken pair continuum, with which $\epsilon_{\max }(q)$ therefore coincides. Analytically continuing through $\left[\epsilon_{\max }(q),+\infty[\right.$, we find two new branches. Their wave number domain generally has several connected components, the borders of which mark their entry or exit points in the lower right quadrant of the complex plane. For $\mu>0$, when these branches reach $q=0$, they acquire hypoacoustic behavior at low wave numbers (the complex energy $z_{q} \approx q^{3 / 2}$ tends to zero faster than linearly and the phase velocity tends to zero) or on the contrary hyperacoustic (the energy $z_{q} \approx q^{4 / 5}$ tends to zero more slowly than linearly and the phase velocity diverges), the dominant residue being always carried by the small phase deviations of the order parameter from its equilibrium value. For $\mu<0$, we observe a hyperacoustic branch; on the other hand, the hypoacoustic branch is replaced by another branch, of limit $2|\Delta|$ (as reference [30] hoped, this is twice the order parameter and not twice the binding energy of a pair $\left.2\left(|\Delta|^{2}+\mu^{2}\right)^{1 / 2}\right)$ and of a purely real quadratic start at $q=0$ for $\Delta /|\mu|<0.222$, and which then resembles the usual continuum branch, except that it is on the bosonic side of the BEC-BCS crossover.

Finally, let us indicate some possible extensions of this work. BCS theory that we used is no longer quantitative in the strong interaction regime, in particular at the unitary limit often used in cold atom experiments; in this case it would be good to use a more elaborate approach, like that of reference [31]. Our calculation of the continuum mode dispersion relation does not take into account coupling to the Bogolioubov-Anderson acoustic branch (in neutral particle gases), which has a priori no reason to be negligible at any wave number and any interaction strength. Finally, one could ask what is the contribution of the continuum collective branch to the thermodynamic quantities of the fermion gas at low temperature, that is to say for $k_{B} T$ small compared to the binding energy of a pair.
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## Appendix A. On the analytical computation of the spectral densities

## Appendix A.1. In the weak coupling limit

Let us show how to pass from expression (29) of the spectral density $\rho_{--}^{(0)}$ to expression (30), integrating on the reduced wave number $\bar{K}$ with fixed value $u$ of the cosine of the polar angle. You just have to find the zeros of the argument of Dirac's $\delta$ distribution in the integrand. To simplify, we can immediately impose $\bar{\epsilon} \equiv \epsilon / \Delta \geq 2$ (the spectral density is zero otherwise) and restrict to the integration domain $u \geq 0$ and $\bar{K} \geq 0$ due to integrand even parity. We set $a=\bar{q} u \geq 0$ so that $x_{ \pm}=\bar{K} \pm a / 2$ and $e_{ \pm}=\left[1+(\bar{K} \pm a / 2)^{2}\right]^{1 / 2}$ in (16). We must solve the equation $\bar{\epsilon}=e_{+}+e_{-}$on the variable $\bar{K}$. By cleverly squaring and collecting terms to make the square root disappear, it comes:

$$
\begin{equation*}
\bar{\epsilon}=e_{+}+e_{-} \Leftrightarrow \bar{\epsilon}^{2}=e_{+}^{2}+e_{-}^{2}+2 e_{+} e_{-} \Leftrightarrow 2 e_{+} e_{-}=\bar{\epsilon}^{2}-\left(e_{+}^{2}+e_{-}^{2}\right) \Leftrightarrow\left(2 e_{+} e_{-}\right)^{2}-\left(e_{+}^{2}+e_{-}^{2}-\bar{\epsilon}^{2}\right)^{2}=0 \text { and } \bar{\epsilon}^{2} \geq e_{+}^{2}+e_{-}^{2} \tag{A.1}
\end{equation*}
$$

Let's introduce $\bar{R}=\left[\bar{\epsilon}^{2}-\left(4+a^{2}\right)\right] /\left(\bar{\epsilon}^{2}-a^{2}\right)$ and make each term of (A.1) explicit, to get the root $\bar{K}_{0}$ and its condition of existence:

$$
\begin{equation*}
\bar{\epsilon}=e_{+}+e_{-} \Leftrightarrow \bar{K}^{2}=\frac{\bar{\epsilon}^{2}}{4} \bar{R} \text { and } \frac{\left(\bar{\epsilon}^{2}-a^{2}\right)^{2}+4 a^{2}}{2\left(\bar{\epsilon}^{2}-a^{2}\right)} \geq 0 \Leftrightarrow \bar{K}=\bar{K}_{0} \equiv \frac{\bar{\epsilon}}{2} \bar{R}^{1 / 2} \text { and } \bar{\epsilon} \geq\left(4+a^{2}\right)^{1 / 2} \tag{A.2}
\end{equation*}
$$

Indeed, the first inequality imposes $\bar{\epsilon}^{2}-a^{2} \geq 0$ (the fraction it contains has a numerator $\geq 0$ ), and you have to have $\bar{R} \geq 0$. With the same effort, we obtain the value of $e_{+}-e_{-}$at $\bar{K}=\bar{K}_{0}$ by a clever rewriting, and therefore the values of $e_{ \pm}$and of $x_{ \pm}$:

$$
\begin{equation*}
e_{+}-e_{-}=\frac{e_{+}^{2}-e_{-}^{2}}{e_{+}+e_{-}}=\frac{2 a \bar{K}_{0}}{\bar{\epsilon}}=a \bar{R}^{1 / 2} \Longrightarrow e_{+}=\frac{\bar{\epsilon}+a \bar{R}^{1 / 2}}{2}, e_{-}=\frac{\bar{\epsilon}-a \bar{R}^{1 / 2}}{2}, x_{+}=\frac{\bar{\epsilon} \bar{R}^{1 / 2}+a}{2}, x_{-}=\frac{\bar{\epsilon} \bar{R}^{1 / 2}-a}{2} \tag{A.3}
\end{equation*}
$$

The resulting identity below makes it possible to integrate (29) on wave number to obtain (30):

$$
\begin{equation*}
\delta\left(e_{+}+e_{-}-\bar{\epsilon}\right)=J^{-1} \Theta\left(\bar{\epsilon}-\left(4+a^{2}\right)^{1 / 2}\right) \delta\left(\bar{K}-\bar{K}_{0}\right) \quad \text { with } \quad J=\frac{\mathrm{d}}{\mathrm{~d} \bar{K}}\left(e_{+}+e_{-}\right)=\frac{x_{+}}{e_{+}}+\frac{x_{-}}{e_{-}} \geq 0 \tag{A.4}
\end{equation*}
$$

## Appendix A.2. In the general case

In the continuous limit of the lattice model, we show how to express the spectral densities $\rho_{s s^{\prime}}(\epsilon, \mathbf{q}), s, s^{\prime} \in\{-,+\}$, in terms of elliptical integrals as in table 2, starting from their definition (13) and limiting ourselves to the case $\mu>0$ and $\epsilon>2 \Delta$. First, we rescale as in $(58,64)$ then we integrate (13) in spherical coordinates of polar axis the direction of $\mathbf{q}$. The integration on the azimuthal angle is straightforward, since the integrand does not depend on it. We then integrate on $u$, cosine of the polar angle, after having reduced to $u \geq 0$ due to even parity of the integrand. It is necessary for that to find the zeros of the argument of the Dirac $\delta$ distribution in (13), therefore to solve the equation $\check{\epsilon}=\check{\epsilon}_{+}+\check{\epsilon}_{-}$on $u$, with $\check{\epsilon}_{ \pm}=\check{\epsilon}_{\mathbf{k} \pm \mathbf{q} / 2}$ (similarly we use the notation $\check{\xi}_{ \pm}=\check{\xi}_{\mathbf{k} \pm \mathbf{q} / 2}$ ). Let $a \equiv \check{k}^{2}+\frac{1}{4} \check{q}^{2}-1$ and $b \equiv \check{k} \check{q}$, so

$$
\begin{equation*}
\check{\xi}_{ \pm}=a \pm b u \quad \text { and } \quad \check{\epsilon}_{ \pm}=\left[(a \pm b u)^{2}+\check{\Delta}^{2}\right]^{1 / 2} \tag{A.5}
\end{equation*}
$$

It is a clever reparameterization, in the sense that $a=0$ at the place of the minimum of $k \mapsto \min _{u} \epsilon_{+}+\epsilon_{-}$(this function was introduced in [3] to determine the extreme values of $k$ accessible for fixed $\epsilon_{+}+\epsilon_{-}$). Let's take advantage of some of the work done in the weak interaction limit (section Appendix A.1) by directly using the two ends of the chain (A.1):
$\check{\epsilon}=\check{\epsilon}_{+}+\check{\epsilon}_{-} \Leftrightarrow u^{2}=\frac{\breve{\epsilon}^{2}}{4 b^{2}} \check{R}$ and $\frac{\left(\check{\epsilon}^{2}-4 a^{2}\right)^{2}+16 a^{2} \check{\Delta}^{2}}{\check{\epsilon}^{2}-4 a^{2}} \geq 0 \Leftrightarrow u=u_{0} \equiv \frac{\check{\epsilon}}{2 b} \check{R}^{1 / 2}$ and $-\frac{1}{2}\left(\breve{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2} \leq a \leq \frac{1}{2}\left(\breve{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2}$
now with $\check{R}=\left[\check{\epsilon}^{2}-4\left(a^{2}+\check{\Delta}^{2}\right)\right] /\left(\check{\epsilon}^{2}-4 a^{2}\right)$, then by proceeding as in (A.3) to calculate $\check{\epsilon}_{+}-\check{\epsilon}_{-}$at $u=u_{0}$ :

$$
\begin{equation*}
\check{\epsilon}_{+}-\check{\epsilon}_{-}=\frac{\check{\epsilon}_{+}^{2}-\check{\epsilon}_{-}^{2}}{\check{\epsilon}_{+}+\check{\epsilon}_{-}}=\frac{4 a b u_{0}}{\check{\epsilon}}=2 a \check{R}^{1 / 2} \Longrightarrow \check{\epsilon}_{+}=\frac{\check{\epsilon}}{2}+a \check{R}^{1 / 2}, \quad \check{\epsilon}_{-}=\frac{\check{\epsilon}}{2}-a \check{R}^{1 / 2}, \quad \check{\xi}_{+}=a+\frac{\check{\epsilon}_{2}}{2} \check{R}^{1 / 2}, \quad \check{\xi}_{-}=a-\frac{\check{\epsilon}_{2}}{2} \check{R}^{1 / 2} \tag{A.7}
\end{equation*}
$$

We thus obtain the Dirac $\delta$ expression adapted to polar integration:

$$
\begin{equation*}
\delta\left(\check{\epsilon}-\check{\epsilon}_{+}-\check{\epsilon}_{-}\right)=\frac{\Theta\left(1-u_{0}\right)}{J} \delta\left(u-u_{0}\right) \quad \text { with } \quad J=\frac{\mathrm{d}}{\mathrm{~d} u}\left(\check{\epsilon}_{+}+\check{\epsilon}_{-}\right)=b\left(\frac{\check{\xi}_{+}}{\check{\epsilon}_{+}}-\frac{\check{\xi}_{-}}{\check{\epsilon}_{-}}\right) \geq 0 \tag{A.8}
\end{equation*}
$$

As we have taken into account in (A.8) the geometric constraint $u_{0} \leq 1$ by means of a Heaviside function $\Theta$, we can integrate on $u \in[0,+\infty[$. It remains to integrate on the radial variable $\check{k}$, which, due to function $\Theta$, is not that simple, the domain of integration splitting into various sub-intervals according to the number of roots of the equation $u_{0}(\breve{k})=1$. Let's explain how to do this using the example of $\check{\rho}_{+-}$. First, we use $a$ rather than $\check{k}$ as the integration variable. Then, taking into account the range of variation of $a$ in (A.6) and the hyperbolic parametrization (65) of the energy $\check{\epsilon}$ by $\Omega$, we put $a=\frac{1}{2}\left(\breve{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2} \sin \theta=\check{\Delta} \operatorname{sh} \Omega \sin \theta$ where $\theta \in[-\pi / 2, \pi / 2]$. Then, using (10),

$$
\begin{equation*}
\check{\rho}_{+-}(\check{\epsilon}, \check{q})=\int_{-\frac{1}{2}\left(\check{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2}}^{\frac{1}{2}\left(\breve{\epsilon}^{2}-4 \check{\Delta}^{2}\right)^{1 / 2}} \mathrm{~d} a \frac{4 \pi \check{\epsilon} \check{\Delta}^{2} a \Theta\left(1-u_{0}\right) / \check{q}}{\left(\check{\epsilon}^{2}-4 a^{2}\right)^{3 / 2}\left(\check{\epsilon}^{2}-4\left(a^{2}+\check{\Delta}^{2}\right)\right)^{1 / 2}}=\frac{\pi \check{\Delta}}{2 \check{q}} \operatorname{sh} \Omega \operatorname{ch} \Omega \int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta \frac{\Theta\left(1-u_{0}\right) \sin \theta}{\left(1+\operatorname{sh}^{2} \Omega \cos ^{2} \theta\right)^{3 / 2}} \tag{A.9}
\end{equation*}
$$

To know the sign of the argument of $\Theta$ according to the value of $s \equiv \sin \theta$, we must by continuity find its zeros therefore solve the cubic equation $u_{0}^{2}=1$ on $s$, that is to say (71) except for a trivial rearrangement. The graphic discussion of (71) is done in figure 3 c and in section 4.2.2, let us recall the conclusions here: (i) if $\check{\epsilon}<\check{\epsilon}_{2}(\breve{q})$, the equation has only one real root $s_{3}$, which is $>1$, so that $u_{0}(s)<1$ for all $s \in[-1,1]$; (ii) if $\check{\epsilon}_{2}(\check{q})<\check{\epsilon}^{<}<\check{\epsilon}_{3}(\check{q})$ (this can happen only if $\check{q}<\check{q}_{0}$ ), the equation has three real roots, the first two $s_{1}$ and $s_{2}$ in ] $-1,1\left[\right.$, the third $s_{3}>1$, so that $u_{0}(s)<1$ on $\left[-1, s_{1}[\cup] s_{2}, 1\right]$; (iii) if $\check{\epsilon}_{3}(\breve{q})<\check{\epsilon}$, the equation has three real roots, $\left.s_{1}<-1, s_{2} \in\right]-1,1\left[\right.$ and $s_{3}>1$, so that $u_{0}(s)<1$ on $\left.] s_{2}, 1\right]$. The critical energies $\check{\epsilon}_{2,3}(\breve{q})$ and the critical wave number $\check{q}_{0}$ are defined in section 4.2.1. The integral in the right-hand side of (A.9) is therefore written

$$
\int_{-\pi / 2}^{\pi / 2} \mathrm{~d} \theta \frac{\Theta\left(1-u_{0}\right) \sin \theta}{\left(1+\operatorname{sh}^{2} \Omega \cos ^{2} \theta\right)^{3 / 2}}= \begin{cases}\int_{-\pi / 2}^{\pi / 2} \frac{\mathrm{~d} \theta \sin \theta}{\left(1+\operatorname{sh}^{2} \Omega \cos ^{2} \theta\right)^{3 / 2}} & \text { if } 2 \check{\Delta}<\check{\epsilon}<\check{\epsilon}_{2}(\check{q})  \tag{A.10}\\ \left(\int_{-\pi / 2}^{\operatorname{asin} s_{1}}+\int_{\operatorname{asin} s_{2}}^{\pi / 2}\right) \frac{\mathrm{d} \theta \sin \theta}{\left(1+\operatorname{sh}^{2} \Omega \cos ^{2} \theta\right)^{3 / 2}} & \text { if } \check{\epsilon}_{2}(\check{q})<\check{\epsilon}<\check{\epsilon}_{\epsilon}(\check{q}) \\ \int_{\text {asin } s_{2}}^{\pi / 2} \frac{\mathrm{~d} \theta \sin \theta}{\left(1+\operatorname{sh}^{2} \Omega \cos ^{2} \theta\right)^{3 / 2}} & \text { if } \check{\epsilon}_{3}(\check{q})<\check{\epsilon}\end{cases}
$$

The integral of the case ( $i$ ) in (A.10) is zero due to odd parity of the integrand. In the other cases, it remains to make the change of variable $\theta=\alpha-\pi / 2$ in the integral of lower bound $-\pi / 2$ and $\theta=\pi / 2-\alpha$ in the integral of upper bound $\pi / 2$; one thus gets the function $f_{+-}(\psi)$ of (68), expressible analytically in a simple way. For the spectral densities $\check{\rho}_{++}$ and $\check{\rho}_{--}$, we do the same, except that we have to recognize elliptical integrals, that are complete in the case $(i)$ and incomplete as in $(66,67)$ otherwise. We find table 2.

## Appendix B. On the limit $\Delta / \mu \rightarrow+\infty$

## Appendix B.1. At the wave number scale $\check{q} \approx \check{\Delta}^{0}$

This is to explain how the following expansions were calculated, useful for obtaining result (136) on the continuum branch of type II (here, $\check{q}$ and $\check{Z}=\check{z}-2 \check{\Delta}$ are fixed, with $\operatorname{Im} \check{Z}<0$ ):

$$
\begin{align*}
& \check{M}_{++}(\check{z}, \check{q}) \underset{\substack{\check{\Delta} \rightarrow+\infty}}{\substack{\check{Z} \\
=\\
\text { fixed }}} \check{\Delta}^{3 / 4} \int_{0}^{+\infty} \mathrm{d} \check{K} \frac{(2 \pi)^{-2} \check{K}^{2}}{\check{Z}-\check{K}^{4}}+\check{\Delta}^{1 / 2} \int_{0}^{+\infty} \mathrm{d} \check{K} \frac{(2 \pi)^{-2}}{\check{K}^{2}}\left(1-\frac{1}{\sqrt{1+\check{K}^{4}}}\right)+\check{\Delta}^{1 / 4} \int_{0}^{+\infty} \mathrm{d} \check{K} \frac{(2 \pi)^{-2}\left(5 \check{q}^{2}-12\right) \check{K}^{4}}{6\left(\check{Z}-\check{K}^{4}\right)^{2}}+O\left(\check{\Delta}^{-1 / 4}\right) \\
& =\quad-\frac{(-\check{Z})^{-1 / 4}}{8 \pi \sqrt{2}} \check{\Delta}^{3 / 4}+\frac{[\Gamma(3 / 4)]^{2}}{4 \pi^{5 / 2}} \check{\Delta}^{1 / 2}+\frac{\left(5 \check{q}^{2}-12\right)}{192 \pi \sqrt{2}(-\check{Z})^{3 / 4}} \check{\Delta}^{1 / 4}+O\left(\check{\Delta}^{-1 / 4}\right)  \tag{B.1}\\
& \check{M}_{--}(\check{z}, \check{q}) \underset{\substack{ \\
\check{\Delta} \rightarrow+\infty}}{\substack{\breve{Z} \text { fixed }}} \frac{(-\check{Z})^{3 / 4}}{8 \pi \sqrt{2}} \check{\Delta}^{-1 / 4}+\frac{3[\Gamma(3 / 4)]^{2} \check{Z}+4[\Gamma(5 / 4)]^{2} \breve{q}^{2}}{12 \pi^{5 / 2}} \check{\Delta}^{-1 / 2}+\frac{\left(12-13 \check{q}^{2}\right)(-\check{Z})^{1 / 4}}{192 \pi \sqrt{2}} \check{\Delta}^{-3 / 4}+O\left(\check{\Delta}^{-5 / 4}\right)  \tag{B.2}\\
& \check{M}_{+-}(\check{z}, \check{q}) \underset{\substack{\check{q}, \check{Z} \text { fixed } \\
=}}{\substack{\text { 为 }}}-\frac{[\Gamma(5 / 4)]^{2}}{\pi^{5 / 2}} \check{\Delta}^{1 / 2}+\frac{(-\check{Z})^{1 / 4}}{8 \pi \sqrt{2}} \check{\Delta}^{1 / 4}+\frac{\left(3 \check{q}^{2}-4\right)(-\check{Z})^{-1 / 4}}{64 \pi \sqrt{2}} \check{\Delta}^{-1 / 4}+O\left(\check{\Delta}^{-1 / 2}\right) \tag{B.3}
\end{align*}
$$

For that, let's start from integral expressions (8) of the matrix elements, let us rescale them and formally integrate on the polar and azimuthal angles of axis the direction of $\mathbf{q}$. Integrals remain on the relative wave number $\check{k}$ of certain functions $f(\breve{k}, \Delta)$. Let's apply the multi-scale analysis explained in the text above (136), which amounts to splitting the integration domain into three sub-intervals:

$$
\begin{align*}
\int_{0}^{+\infty} \mathrm{d} \check{k} f(\check{k}, \check{\Delta}) & =\int_{0}^{\eta \check{\Delta}^{3 / 8}} \mathrm{~d} \check{k} f(\check{k}, \check{\Delta})+\int_{\eta \check{\Delta}^{3 / 8}}^{A \Delta^{3 / 8}} \mathrm{~d} \check{k} f(\check{k}, \check{\Delta})+\int_{A \check{\Delta}^{3 / 8}}^{+\infty} \mathrm{d} \check{k} f(\check{k}, \check{\Delta}) \\
& =\int_{0}^{\eta / \varepsilon} \mathrm{d} \check{K}_{\mathrm{b}} \underbrace{\check{\Delta}^{1 / 4} f\left(\check{\Delta}^{1 / 4} \check{K}_{\mathrm{b}}, \check{\Delta}\right)}_{\equiv f_{\mathrm{b}}\left(\check{K}_{\mathrm{b}}, \varepsilon\right)}+\int_{\eta}^{A} \mathrm{~d} \check{K}_{\mathrm{bc}} \underbrace{\check{\Delta}^{3 / 8} f\left(\check{\Delta}^{3 / 8} \check{K}_{\mathrm{bc}}, \check{\Delta}\right)}_{\equiv f_{\mathrm{bc}}\left(\check{K}_{\mathrm{bc}}, \varepsilon\right)}+\int_{A \varepsilon}^{+\infty} \mathrm{d} \check{K}_{\mathrm{c}} \underbrace{\check{\Delta}^{1 / 2} f\left(\check{\Delta}^{1 / 2} \check{K}_{\mathrm{c}}, \check{\Delta}\right)}_{\equiv f_{\mathrm{c}}\left(\check{K}_{\mathrm{c}}, \varepsilon\right)} \tag{B.4}
\end{align*}
$$

where the small parameter is $\varepsilon=\check{\Delta}^{-1 / 8}$. The cut-off parameters $\eta$ and $A$ are arbitrary; at the end of Taylor's expansion in $\varepsilon$, it will be necessary to take the limits $A \rightarrow+\infty$ and $\eta \rightarrow 0$ in the coefficient of each power $\varepsilon^{n}$. ${ }^{47}$ It remains to expand the functions $f_{\mathrm{b}}, f_{\mathrm{c}}$ and $f_{\mathrm{bc}}$ in powers of $\varepsilon$ at fixed $\breve{K}_{\mathrm{b}}, \check{K}_{\mathrm{c}}$ and $\check{K}_{\mathrm{bc}}$, with coefficients $f_{\mathrm{b}}^{(n)}, f_{\mathrm{c}}^{(n)}$ and $f_{\mathrm{bc}}^{(n)}$, then integrate. If the integral of a $f_{\mathrm{b}}^{(n)}$ is UV divergent or the integral of a $f_{\mathrm{c}}^{(n)}$ is IR divergent when $\varepsilon \rightarrow 0$, you have to take out a simple equivalent of the integrand (typically, a sum of power laws in the integration variable) which will leave behind a convergent integral. We then reexpand everything in powers of $\varepsilon$.

Let us give the example of the matrix element $\check{M}_{++}$, to be determined with a relative error $O\left(\varepsilon^{8}\right)$ therefore an absolute error $O\left(\varepsilon^{2}\right)$. Let's start with scale (c). Taylor's expansion of the integrand is written

$$
\begin{equation*}
f_{\mathrm{c}}(\check{K}, \varepsilon) \underset{\varepsilon \rightarrow 0}{=}-\frac{(2 \pi)^{-2} \varepsilon^{-4}}{\check{K}^{2} \sqrt{1+\check{K}^{4}}}+f_{\mathrm{c}}^{(4)}(\check{K}) \varepsilon^{4}+f_{\mathrm{c}}^{(12)}(\check{K}) \varepsilon^{12}+O\left(\varepsilon^{20}\right) \tag{B.5}
\end{equation*}
$$

The integral of the first term is IR divergent when $\varepsilon \rightarrow 0$; we go through a succession of elementary manipulations to reduce it to a sum of power laws:

$$
\begin{array}{r}
\int_{A \varepsilon}^{+\infty} \frac{\mathrm{d} \check{K}}{\check{K}^{2} \sqrt{1+\check{K}^{4}}}=\int_{A \varepsilon}^{+\infty} \frac{\mathrm{d} \check{K}}{\check{K}^{2}}\left(\frac{1}{\sqrt{1+\check{K}^{4}}}-1\right)+\int_{A \varepsilon}^{+\infty} \frac{\mathrm{d} \check{K}}{\check{K}^{2}}=\int_{0}^{+\infty} \frac{\mathrm{d} \check{K}}{\check{K}^{2}}\left(\frac{1}{\sqrt{1+\check{K}^{4}}}-1\right)-\int_{0}^{A \varepsilon} \mathrm{~d} \check{K}\left[-\frac{1}{2} \check{K}^{2}+O\left(\check{K}^{6}\right)\right]+\frac{\varepsilon^{-1}}{A} \\
=-\frac{[\Gamma(3 / 4)]^{2}}{\pi^{1 / 2}}+\frac{A^{3}}{6} \varepsilon^{3}+\frac{\varepsilon^{-1}}{A}+O\left(\varepsilon^{7}\right) \tag{B.6}
\end{array}
$$

The integral of the second and third terms of (B.5) is UV convergent but is IR divergent; the same manipulations are necessary. However, it suffices to know that

$$
\begin{equation*}
f_{\mathrm{c}}^{(4)}(\check{K}) \underset{\check{K} \rightarrow 0}{=}-\frac{(2 \pi)^{-2} \check{Z}}{\check{K}^{6}}+\frac{(2 \pi)^{-2}\left(5 \check{q}^{2}-12\right)}{6 \check{K}^{4}}-\frac{(2 \pi)^{-2} \check{Z}}{2 \check{K}^{2}}+O(1) \quad \text { and } \quad f_{\mathrm{c}}^{(12)}(\check{K}) \underset{\check{K} \rightarrow 0}{=} O\left(1 / \check{K}^{10}\right) \tag{B.7}
\end{equation*}
$$

At the order of the calculation, the two most divergent terms of $f_{\mathrm{c}}^{(4)}(\check{K})$ contribute, and $f_{\mathrm{c}}^{(12)}(\check{K})$ is negligible. The same procedure is to be repeated for scales (bc) and (b). It suffices here to know that

$$
\begin{align*}
& f_{\mathrm{bc}}(\check{K}, \varepsilon) \underset{\varepsilon \rightarrow 0}{=}-\frac{(2 \pi)^{-2}}{\check{K}^{2}} \varepsilon^{-5}+(2 \pi)^{-2}\left(-\frac{\check{Z}}{\check{K}^{6}}+\frac{1}{2} \check{K}^{2}\right) \varepsilon^{-1}+\frac{(2 \pi)^{-2}\left(5 \check{q}^{2}-12\right)}{6 \check{K}^{4}} \varepsilon+O\left(\varepsilon^{3}\right)  \tag{B.8}\\
& f_{\mathrm{b}}(\check{K}, \varepsilon) \underset{\varepsilon \rightarrow 0}{=} \frac{(2 \pi)^{-2} \check{K}^{2}}{\check{Z}-\check{K}^{4}} \varepsilon^{-6}+\frac{(2 \pi)^{-2}\left(5 \check{q}^{2}-12\right) \check{K}^{4}}{6\left(\check{Z}-\check{K}^{4}\right)^{2}} \varepsilon^{-2}+f_{\mathrm{b}}^{(2)}(\check{K}) \varepsilon^{2}+O\left(\varepsilon^{6}\right) \text { where } f_{\mathrm{b}}^{(2)}(\check{K})_{\check{K} \rightarrow+\infty}=(2 \pi)^{-2} \frac{\check{K}^{2}}{2}+O\left(\check{K}^{-2}\right)(\text { B. } 9) \tag{B.9}
\end{align*}
$$

We thus end up with the middle part of (B.1), the elements of which the reader will recognize above.

[^25]Appendix B.2. At the wave number scale $\check{q} \approx \check{\Delta}^{-1 / 2}$
To establish equation (148) on the phase-modulus coupling $M_{+-}$, we proceed as it is explained in the text above it. After formal angular average of (8) in spherical coordinates of polar axis the direction of $\mathbf{q}, M_{+-}$is written as an integral on the wave number $\check{k}$ of a certain function $F(\check{k}, \check{\Delta})$. Let us take as small parameter $\varepsilon=\check{\Delta}^{-1 / 8}$, let us split the integration domain in two around the cut-off $\Lambda \check{\Delta}^{1 / 4}$ ( $\Lambda$ is a constant) and make the changes of variable (130) of type (a) and (c):

$$
\begin{equation*}
\check{M}_{+-}(\check{z}, \check{q})=\int_{0}^{\Lambda \check{\Delta}^{1 / 4}} \mathrm{~d} \check{k} F(\check{k}, \check{\Delta})+\int_{\Lambda \check{\Delta}^{1 / 4}}^{+\infty} \mathrm{d} \check{k} F(\check{k}, \check{\Delta})=\int_{0}^{\Lambda \varepsilon^{-2}} \mathrm{~d} \check{K}_{\mathrm{a}} \underbrace{F\left(\check{K}_{\mathrm{a}}, \check{\Delta}\right)}_{\equiv F_{\mathrm{a}}\left(\check{K}_{\mathrm{a}}, \varepsilon\right)}+\int_{\Lambda \varepsilon^{2}}^{+\infty} \mathrm{d} \check{K}_{\mathrm{c}} \underbrace{\check{\Delta}^{1 / 2} F\left(\check{\Delta}^{1 / 2} \check{K}_{\mathrm{c}}, \check{\Delta}\right)}_{\equiv F_{\mathrm{c}}\left(\check{K}_{\mathrm{c}}, \varepsilon\right)} \tag{B.10}
\end{equation*}
$$

It remains to expand in powers of $\varepsilon$ under the integral sign at fixed $\check{K}_{a}$ or $\check{K}_{c}$, with $\check{Q}=\check{\Delta}^{1 / 2} \check{q}$ and $\check{\zeta}$ defined by (142) fixed,

$$
\begin{equation*}
F_{\mathrm{a}}\left(\check{K}_{\mathrm{a}}, \varepsilon\right) \underset{\varepsilon \rightarrow 0}{=} \frac{\left.(2 \pi)^{-2} \check{K}_{\mathrm{a}}^{2} \check{K}_{\mathrm{a}}^{2}-1\right)}{\check{\zeta}-\left(\check{K}_{\mathrm{a}}^{2}-1\right)^{2}}+O\left(\frac{\varepsilon^{8}}{1+\check{K}_{\mathrm{a}}^{2}}\right) \quad \text { and } \quad F_{\mathrm{c}}\left(\check{K}_{\mathrm{c}}, \varepsilon\right) \underset{\varepsilon \rightarrow 0}{=} \frac{-(2 \pi)^{-2} \varepsilon^{-4}}{\left(1+\check{K}_{\mathrm{c}}^{4}\right)^{1 / 2}}+O\left(\frac{\varepsilon^{4}}{\check{K}_{\mathrm{c}}^{2}}\right) \tag{B.11}
\end{equation*}
$$

then to integrate:

$$
\begin{align*}
& \int_{0}^{\Lambda \varepsilon^{-2}} \mathrm{~d} \check{K}_{\mathrm{a}}^{(0)} F_{\mathrm{a}}^{(0)}\left(\check{K}_{\mathrm{a}}\right)=F_{\mathrm{a}}^{(0)}(+\infty) \Lambda \varepsilon^{-2}+\int_{0}^{+\infty} \mathrm{d} \check{K}_{\mathrm{a}}\left[F_{\mathrm{a}}^{(0)}\left(\check{K}_{\mathrm{a}}\right)-F_{\mathrm{a}}^{(0)}(+\infty)\right]+O\left(\varepsilon^{2}\right)  \tag{B.12}\\
& \int_{\Lambda \varepsilon^{2}}^{+\infty} \mathrm{d} \check{K}_{\mathrm{c}} F_{\mathrm{c}}^{(-4)}\left(\check{K}_{\mathrm{c}}\right)=\int_{0}^{+\infty} \mathrm{d} \check{K}_{\mathrm{c}} F_{\mathrm{c}}^{(-4)}\left(\check{K}_{\mathrm{c}}\right)-\int_{0}^{\Lambda \varepsilon^{2}} \mathrm{~d} \check{K}_{\mathrm{c}} F_{\mathrm{c}}^{(-4)}\left(\check{K}_{\mathrm{c}}\right)=-\frac{[\Gamma(5 / 4)]^{2}}{\pi^{5 / 2}}-\Lambda \varepsilon^{2} F_{\mathrm{c}}^{(-4)}(0)+O\left(\varepsilon^{10}\right) \tag{B.13}
\end{align*}
$$

Here, the functions $F^{(n)}$ are the coefficients of the terms of order $\varepsilon^{n}$ in (B.11). In (B.12), we used a minus-plus trick by subtracting from the integrand its limit at infinity. In the remaining integral, the integrand is now $O\left(1 / \breve{K}_{a}^{2}\right.$; we can therefore replace the upper bound by $+\infty$, introducing a negligible error $O\left(\varepsilon^{2}\right)$. In (B.13), to go from the middle part to the right-hand side, we first carried out the first integral then, in the second integral, we approximated the integrand by its value at the origin; as the latter varies quartically near $\breve{K}_{\mathrm{c}}=0$, the error made is indeed $O\left(\varepsilon^{10}\right)$. By collecting the contributions (B.12) and (B.13) in $\check{M}_{+-}$with weights 1 and $\varepsilon^{-4}$, we see that the linear terms in $\Lambda$ in the right-hand sides of these equations cancel each other. It remains (148).
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[^0]:    1. In reality, pair breaking at fixed $\mathbf{q}$ starts from the energy threshold $\inf _{\mathbf{k}} E_{\mathbf{k}}^{(\mathbf{q})}$, which is none other than the edge of the continuum defined below.
[^1]:    2. Given the even parity in $z$ of $\operatorname{det} M(z, \mathbf{q})$, we agree that $\operatorname{Re} z_{\mathbf{q}}>0$ in the definition of the complex energy of a mode.
[^2]:    3. So that $\rho_{s s^{\prime}}$ is the spectral density of $M_{s s^{\prime}}$ within the meaning of (12), a factor ( $\left.2 \pi\right)^{-3}$ should be included in its definition. We did not do it here, so that the functions $\rho_{s s^{\prime}}$ coincide with those of reference [3].
[^3]:    4. If we make $\Delta \rightarrow 0$ at fixed $\mathbf{k}$, with $q=O(\Delta)$ and $z=O(\Delta)$, the integrands of all $\Sigma$ and $\breve{\Sigma}$ tend to zero, which justifies this assertion and our procedure.
[^4]:    5. Reference [2] wrongly states, after its equation (3.9), that $D(z, \mathbf{q})$ is an odd function of the quadrivector $(z, \mathbf{q})$; this is true only in the weak coupling limit at the scales of (14).
[^5]:    6. We write $2^{+}$because the continuum collective mode disappears at $q=0$, see [3] and references cited.
[^6]:    7. We checked it analytically at the edges of the domain, at infinity ( $|\bar{z}| \rightarrow+\infty$ at fixed phase) and for $\bar{q} \rightarrow+\infty$ at fixed $\bar{z}$ or at fixed $\bar{z} / \bar{q}$.
    8. In (31), we first change the variable $\bar{\epsilon}=2 \operatorname{ch} \Omega$. We then distinguish the intervals $\Omega \in[0, A \bar{q} / 2]$ and $\Omega \in[A \bar{q} / 2,+\infty[$, where $A \gg 1$ is arbitrary. On the first interval, we change the variable $\Omega=x \bar{q} / 2$ then we expand the integrand in powers of $\bar{q}$ at fixed $x$, by separating the cases $x<1$ and $x>1$. On the second interval, we expand the integrand in powers of $\bar{q}$ at fixed $\Omega$. In the final result, we collect the terms order by order in $\bar{q}$ and we make $A$ tend to $+\infty$ in the coefficients. It remains to calculate some integrals of the form $\int \mathrm{d} x \sqrt{x^{2}-1} x /\left(x^{2}-\zeta\right)^{n}$ or $\int \mathrm{d} x \operatorname{asin}(1 / x) x /\left(x^{2}-\zeta\right)^{n}, n \in\{0,1,2\}$. For example, $\int_{1}^{+\infty} \mathrm{d} x \operatorname{asin}(1 / x) x /\left(x^{2}-\zeta\right)=-(\pi / 4) \ln (1-1 / \zeta)-(\mathrm{i} \pi / 2) \operatorname{asin}(1 / \sqrt{\zeta})(\operatorname{Im} \zeta<0)$ knowing that $\operatorname{asin} z=-\mathrm{i} \ln \left(\sqrt{1-z^{2}}+\mathrm{i} z\right), \forall z \in \mathbb{C} \backslash(]-\infty,-1[\cup] 1,+\infty[)$.
[^7]:    9. We start by assuming that $\operatorname{Im} \mathcal{Z}>0$. In the integral expression (31), we change the variable $\bar{\epsilon}=\bar{q} x$ then we expand the integrand in powers of $1 / \bar{q}$ at fixed $x$, distinguishing the cases $x<1$ and $x>1$. In the first case, $\rho_{--}^{(0)}(\bar{q} x, \bar{q})=\frac{2 \pi m k_{0}}{\hbar^{2}}\left[x-\frac{1}{\bar{q}^{2} x} \ln \left(4 \mathrm{e} \bar{q}^{2} x^{2}\right)+o\left(1 / \bar{q}^{2}\right)\right]$; in the second, $\rho_{--}^{(0)}(\bar{q} x, \bar{q})=\frac{2 \pi m k_{0}}{\hbar^{2}}\left[1+\frac{1}{\bar{q}^{2} x} \ln \frac{x-1}{x+1}+o\left(1 / \bar{q}^{2}\right)\right]$; these expansions are taken from form (30), considering when $x<1$ the intervals $u \in\left[0, x A / \bar{q}^{2}\right]$ and $u \in\left[x A / \bar{q}^{2},\left(x^{2}-4 / \bar{q}^{2}\right)^{1 / 2}\right]$ where $A \rightarrow+\infty$ after expansion in $1 / \bar{q}$. We come across the integrals $I=\int_{0}^{1} \mathrm{~d} x \frac{\ln x}{x z}=g_{2}(1 / z)$ and $J=\int_{1}^{+\infty} \mathrm{d} x \ln [(x-1) /(x+1)] /(x z)=g_{2}((z+1) /(z-1))-g_{2}(1)$ (we made in $J$ the change of variable $X=(x-1) /(x+1) \in[0,1]$ then we performed a partial fraction decomposition). The final result is analytically continued from $\operatorname{Im} \mathcal{Z}>0$ to $\operatorname{Im} \mathcal{Z}<0$ through [0, 1] by the substitution $g_{2}(1 / \mathcal{Z}) \rightarrow g_{2}(1 / \mathcal{Z})+2 \mathrm{i} \pi \ln \mathcal{Z}$, while $g_{2}(-1 / \mathcal{Z}), g_{2}((\mathcal{Z}-1) /(\mathcal{Z}+1))$ and $g_{2}((\mathcal{Z}+1) /(\mathcal{Z}-1))$ remain unchanged since $g_{2}(z)$ has $[1,+\infty[$ as branch cut; similarly, the cleverly introduced functions $\ln (1 \pm \mathcal{Z})$ remain unchanged.
[^8]:    10. By committing a relative error $O\left(1 / Y_{0}^{3}\right)$ on $Y_{0}$, we can replace the equation by $\pi Y_{0}=\ln \left(\bar{q} Y_{0}\right)$ whose solution is $Y_{0}=(-1 / \pi) W_{-1}(-\pi / \bar{q})$ where $W_{-1}$ is the secondary branch of the Lambert function $W$.
    11. To do this, we had to overcome a non-trivial integral, $\int_{0}^{1} \mathrm{~d} x \frac{E(x)-E(0)-x^{2}[E(1)-E(0)]}{x\left(1-x^{2}\right)^{3 / 2}}=\int_{0}^{1} \mathrm{~d} u \frac{E\left(u^{\prime}\right)-E(1)}{u^{2}}+\int_{0}^{1} \mathrm{~d} u \frac{E\left(u^{\prime}\right)-E(0)}{1-u^{2}}=1+\frac{\pi}{2}(\ln 2-1)$ where we made the change of variable $x=u^{\prime}$, with the notation $u^{\prime}=\left(1-u^{2}\right)^{1 / 2}$ as in $\S 8.111$ of reference [20].
    12. We limit here, as in most experiments, to a broad magnetic Feshbach resonance, where the true range $b$ and the effective range $r_{e}$ are of the order of the van der Waals length $\ell=\left(m C_{6} / \hbar^{2}\right)^{1 / 4}$, unlike narrow resonances for which $-r_{e} \gg b \approx \ell$.
[^9]:    13. The elastic collision rate would become lower than the inelastic rate, which would compromise evaporative cooling [25].
    14. Equation (48) is already in [1]. It is also equivalent, given the identities (25), to the zero temperature limit of equation (2.6) of [2], except that this reference approximates the chemical potential $\mu$ by Fermi energy $\epsilon_{\mathrm{F}}$ in the BCS dispersion relation.
[^10]:    15. Asymptotically, the introduction of the factor $\Theta\left(A-\epsilon_{\mathbf{k q}}\right)$ amounts to cutting the wave number $k$ or the kinetic energy $E_{\mathbf{k}}$ since $\epsilon_{\mathbf{k q}}=2 E_{\mathbf{k}}+O(1)$ when $k \rightarrow+\infty$. Since the weights $W_{\mathbf{k q}}^{ \pm}$tend to 1 in this limit, with a difference $O\left(1 / k^{4}\right)$, we deduce that $\rho_{s s}(\epsilon, \mathbf{q}) \sim \rho_{\infty}(\epsilon)$ as advertised. In the integral on $\epsilon$ still cut-off at $A$ by the factor $\Theta(A-\epsilon)$, we subtract from the integrand its equivalent $(-2 / \epsilon) \rho_{\infty}(\epsilon)$, which allows us to take the limit $A \rightarrow+\infty$; the integral of the remaining bit $\int_{2 \Lambda}^{A} \mathrm{~d} \epsilon(-2 / \epsilon) \rho_{\infty}(\epsilon)$ is easy to calculate. In the integral on $\mathbf{k}$ of the counter-term, still cut-off by $\Theta\left(A-\epsilon_{\mathbf{k q}}\right)$, we subtract from $1 / 2 \epsilon_{\mathbf{k}}$ its equivalent $1 / 2 E_{\mathbf{k}}$, which makes it possible to take the limit $A \rightarrow+\infty$; the integral of the remaining bit $\int \mathrm{d}^{3} \mathbf{k} \Theta\left(A-\epsilon_{\mathbf{k q}}\right) / 2 E_{\mathbf{k}}$ is easily calculated in the limit of large $A$ since we can replace $\epsilon_{\mathbf{k q}}$ with $2 E_{\mathbf{k}}$.
    16. We establish them by direct substitution in integral forms (8): taking into account (10) and $\epsilon_{\mathbf{k}}^{2}=\xi_{\mathbf{k}}^{2}+\Delta^{2}$, the integrand is identically zero.
    17. We limit ourselves for brevity to the case $\mu>0$ and introduce the intermediates $\rho_{ \pm}(\epsilon)=(\pi / 2)\left(2 m / \hbar^{2}\right)^{3 / 2}\left[\mu \pm\left(\epsilon^{2}-4 \Delta^{2}\right)^{1 / 2} / 2\right]^{1 / 2}$, with $\rho_{+}(\epsilon)$ of support $\left[2 \Delta,+\infty\left[\right.\right.$ and $\rho_{-}(\epsilon)$ of support $\left[2 \Delta, 2\left(\Delta^{2}+\mu^{2}\right)^{1 / 2}\right]$ (any function is by definition zero outside its support). Then $\rho_{--}(\epsilon, \boldsymbol{0})=$ $\left[\rho_{+}(\epsilon)+\rho_{-}(\epsilon)\right]\left(\epsilon^{2}-4 \Delta^{2}\right)^{1 / 2} / \epsilon, \rho_{++}(\epsilon, \mathbf{0})=\left[\rho_{+}(\epsilon)+\rho_{-}(\epsilon)\right] \epsilon /\left(\epsilon^{2}-4 \Delta^{2}\right)^{1 / 2}$ and $\rho_{+-}(\epsilon, \mathbf{0})=\rho_{+}(\epsilon)-\rho_{-}(\epsilon)$.
[^11]:    18. The function 《largest real root of $P_{8}(X)$ » naturally continues to exist for $q>q_{0}$; it tangentially meets the function $\epsilon_{3}(q)$ at $q=q_{0}$ (same first but not second derivative) and becomes smaller than $\epsilon_{3}(q)$ beyond this point. Note that $\epsilon_{3}(q)$ has an inflection point in $q=q_{0}, \mathrm{~d}^{2} \epsilon_{3}\left(q=q_{0}\right) / \mathrm{d} q^{2}=0$, as predicted by the method of reference [3]: the first function $k \mapsto \epsilon_{k+q / 2}+\epsilon_{|k q / 2|}$ introduced in footnote 19 to come has a maximum at $k=0$ for $q<q_{0}$ and a minimum for $q>q_{0}$.
    19. These results are obtained with the method of reference [3], which connects the points of non-analyticity in energy of the spectral densities with the absolute or relative extrema of the functions $k \mapsto \max _{u} \epsilon_{\mathbf{k}+\mathbf{q} / 2}+\epsilon_{\mathbf{k}-\mathbf{q} / 2}=\epsilon_{k+q / 2}+\epsilon_{|k q / 2|}$ and $k \mapsto \min _{u} \epsilon_{\mathbf{k}+\mathbf{q} / 2}+\epsilon_{\mathbf{k}-\mathbf{q} / 2}=2 \epsilon_{\left(k^{2}+q^{2} / 4\right)^{1 / 2}}$ where $u=\cos \widehat{(\mathbf{k}, \mathbf{q})}$. In the two poor cases considered, these functions are strictly increasing over $\mathbb{R}^{+}$because $-\mu+\hbar^{2} q^{2} / 8 m>0$.
[^12]:    20. The elliptical integrals $E(\phi, k)$ and $F(\phi, k)$ have as functions of $k^{2}$, in their principal value, the branch cut $k^{2} \sin ^{2} \phi \in[1,+\infty[$, that of $\left(1-k^{2} \sin ^{2} \phi\right)^{1 / 2}$.
[^13]:    21. It remains to show that $\check{\epsilon}_{2}(\breve{q})$ is the largest real root of $P_{8}(X)$. To this end, let us work on the polynomial $P_{4}(X)$ of degree 4 with real coefficients such that $P_{8}(X)=P_{4}\left(X^{2}\right)$. In Lagrange's method, the roots of $P_{4}(X)$ are expressed as functions of those of the associated degree 3 polynomial $R(X)$ called resolvent cubic. We have the following result: if $R(X)$ (with real coefficients) has only one real root, this one is positive and $P_{4}(X)$ has two real roots $x_{1}$ and $x_{2}$ and two complex conjugate roots $z_{0}$ and $z_{0}^{*}$. Now, $R(X)$ actually has only one real root since its Cardan discriminant $\delta=\left(512^{2} / 27\right) \check{\Delta}^{4}\left(1+\check{\Delta}^{2}\right) \check{q}^{12}\left[27 \check{\Delta}^{4}+72 \check{\Delta}^{2} \check{q}^{4}+16 \check{q}^{6}\left(4-\check{q}^{2}\right)\right]^{3}$ is $>0$ for $0<\check{q}<2$. To show that $x_{1}$ and $x_{2}$ are of the same sign, we use the Viète relation $x_{1} x_{2}\left|z_{0}\right|^{2}=P_{4}(0)=\check{q}^{6}\left(4-\breve{q}^{2}\right)^{3}\left[4 \Delta^{2}+\check{q}^{2}\left(4-\check{q}^{2}\right)\right]>0$. Finally, the roots $x_{1}$ and $x_{2}$ are $>0$ since one of them is none other than $\breve{\epsilon}_{2}^{2}(q)$; to show that this is the larger of the two, we verify that this is true for $\check{\Delta} \rightarrow+\infty\left(\breve{\epsilon}_{2}^{2}(q)\right.$ is the only one root of $P_{4}(X)$ which diverges) then we use a continuity argument up to $\Delta=0^{+}$(the resultant of $P_{4}(X)$ and of its derivative $P_{4}^{\prime}(X)$, proportional to $\delta$, never vanishes so $P_{4}(X)$ has no double root, and $x_{1}$ and $x_{2}$ cannot cross). This demonstration does not apply for $\check{\Delta}=0$, where $z_{0}$ has a real limit, $x_{1}$ and $x_{2}$ merge and $\check{\epsilon}_{2}^{2}(q)$ is this time the smallest root of $P_{4}(X)$.
[^14]:    22. By setting $S=2\left(\pi-\operatorname{asin} \frac{1}{\sqrt{\zeta}}\right)$, we also have $\zeta=2 /(1-\cos S)$ with $S$ solution of $S(S+\sin S)+256 \pi^{2}\left[\check{M}_{+-}(2 \check{\Delta}, 0)\right]^{2}(1-\cos S)=0$ (knowing that $\left.[(1+\cos S) /(1-\cos S)]^{1 / 2}=-\sin S /(1-\cos S)\right)$, which in the weak coupling limit looks like equation (2.16) of [2].
[^15]:    23. In (86), we used, among other things, the non-trivial fact that $\operatorname{Re} \Pi\left(\mathrm{e}^{\tau}, \mathrm{ie}^{\tau}\right) \underset{\tau \rightarrow 0^{+}}{\rightarrow} K(\mathrm{i})-E(\mathrm{i}) / 2$; compared to [3], we preferred to show a $\Gamma$ function rather than elliptical integrals, using identities $K(\mathrm{i})=(8 / \pi)^{1 / 2}[\Gamma(5 / 4)]^{2}$ and $E(\mathrm{i})-K(\mathrm{i})=[\Gamma(3 / 4)]^{2} /(2 \pi)^{1 / 2}$.
[^16]:    24. The second integral of (89) appears in equation (2.13) of reference [2] up to the trivial change of variable $K=K^{\prime} / 2$.
[^17]:    26. To calculate $\check{M}_{+-}^{(1)}$, we split in rescaled (50) the integration domain into two sub-intervals $I_{<}=\left[\check{\epsilon}_{2}(\check{q}), \eta\right]$ and $I_{>}=[\eta,+\infty[$ where $\eta \ll 1$ is fixed. On the first one, we expand the integrand in powers of $\check{\Delta}$ at fixed $\bar{\epsilon}=\breve{\epsilon} / \check{\Delta}$. On the second one, we expand at fixed $\check{\epsilon}$. To do this, you must expand the roots $s_{1}$ and $s_{2}$ of $(71)$. On $I_{<}, s_{1,2} \simeq \mp s_{0}-A \check{\Delta}$ with $s_{0}^{2}=\bar{\epsilon}^{2}\left(\bar{\epsilon}^{2}-4-\bar{q}^{2}\right) /\left[\left(\bar{\epsilon}^{2}-4\right)\left(\bar{\epsilon}^{2}-\bar{q}^{2}\right)\right]$ and $A=\bar{\epsilon}^{2} \bar{q}^{2} /\left[\left[\bar{\epsilon}^{2}-4\right)^{1 / 2}\left(\bar{\epsilon}^{2}-\bar{q}^{2}\right)^{2}\right]$ so that $\check{\rho}_{+-} \sim \frac{\pi}{4} \check{\Delta} \bar{\epsilon}\left(\bar{\epsilon}^{2}-4-\bar{q}^{2}\right)^{1 / 2} /\left(\bar{\epsilon}^{2}-\bar{q}^{2}\right)^{1 / 2}$. On $I_{>}, s_{1,2} \simeq \mp 1-\bar{q}^{2} \check{\Delta}^{4}(\breve{\epsilon} \mp 2) / \epsilon^{4}$ hence $\check{\rho}_{+-} \sim \frac{\pi}{2}\left[(1+\breve{\epsilon} / 2)^{1 / 2}-\Theta(2-\breve{\epsilon})(1-\check{\epsilon} / 2)^{1 / 2}\right]$. Integration on energy brings up formally divergent terms of the form $\check{\Delta} \ln \eta$, which exactly cancel between the upper and lower parts, and we obtain (109). The calculation of $\check{M}_{--}^{(2)}$ proceeds in the same way, starting from the clever form (55), but it is heavier: (i) you must add the subinterval [ $\left.\check{\epsilon}_{1}, \check{\epsilon}_{2}(\check{q})\right]$, on which there is however no deviation from the spectral density $\rho_{--}^{(0)[I I]}$ of table 1 , (ii) on $I_{<}$, you have to expand $s_{1,2}$ up to order $\check{\Delta}^{2}$, to get $\check{\rho}_{--}-\check{\rho}_{--}^{(0)[\text { III }]} \sim-\frac{\pi}{32} \check{\Delta}^{2}\left(\bar{\epsilon}^{2}-4-\bar{q}^{2}\right)^{1 / 2}\left[\bar{\epsilon}^{6}-\left(4+\bar{q}^{2}\right) \bar{\epsilon}^{4}-\bar{q}^{2}\left(\bar{q}^{2}-16\right) \bar{\epsilon}^{2}+\bar{q}^{6}\right] /\left(\bar{\epsilon}^{2}-\bar{q}^{2}\right)^{5 / 2}$, (iiii) on $I_{>}$, you have to expand $s_{1,2}$ up to order $\check{\Delta}^{6}$ to get $\check{\rho}_{--}=\frac{\pi}{2}\left[(1+\check{\epsilon} / 2)^{1 / 2}+\Theta(2-\check{\epsilon})(1-\check{\epsilon} / 2)^{1 / 2}\right]-\frac{\pi \check{\Lambda}^{2}}{32 \sqrt{2 \epsilon^{2}}}\left[\frac{\bar{q}^{2} \check{\epsilon}^{2}+48 \check{\epsilon}+64}{(2+\epsilon)^{1 / 2}}+\Theta(2-\check{\epsilon}) \frac{\bar{q}^{2} \epsilon^{2}-48 \bar{\epsilon}+64}{(2-\check{\epsilon})^{1 / 2}}\right]+O\left(\check{\Delta}^{4}\right)$.
[^18]:    27. After analytic continuation, they are both equivalent up to a constant factor to $\mathcal{M}_{0}(\mathcal{Z}, \bar{q})$, as in (40).
    28. We come across integrals like those $I$ and $J$ of footnote 9 , that we treat in the same way.
    29. By anticipating the law $\bar{q}_{\text {min }} \approx \bar{\Delta}^{-1 / 3}$, we check around the minimum that the imaginary parts of the two terms in square brackets in (117) are effectively of the same order of magnitude $\approx 1 / \bar{q}_{\mathrm{min}}^{2}$; we have to consider their imaginary part here because we want to access the real part of ( $\bar{z}_{q}^{\text {trin }}-\bar{z}_{\bar{q}}^{(0)}$ ) in prefactor of the square brackets; however the residue in the denominator of this prefactor is purely imaginary to leading order in $\bar{q}$ and the right-hand side of (117) is real.
[^19]:    34. Let's also give $\operatorname{Im} \check{z}_{q} \underset{\varepsilon \rightarrow 0}{\kappa \text { fixed }}-\varepsilon|\ln \varepsilon|^{1 / 3} \kappa$, taken from (117) and in agreement with $(43,44)$ since at this order $\operatorname{Im} \bar{z}_{q}^{\text {trin }^{\text {in }}}$ is dominated by $\operatorname{Im} \bar{z}_{\bar{q}}^{(0)}$. This means that to leading order, $\hat{z}_{\hat{q}}$ is pure imaginary of order $\varepsilon^{-1}$. The relative error in these expressions, including (123), is $O\left((\ln |\ln \varepsilon|)^{\alpha} /|\ln \varepsilon|\right)$, where the value of the exponent $\alpha$ does not matter.
    35. Let's set $x=|\ln \varepsilon|^{-1 / 3} \rightarrow 0$ and $\eta=\ln (\kappa / x)$. From the expansion $\pi Y_{0}=\frac{1}{2 x^{3}}+\eta+2 \eta x^{3}+O\left(\eta^{2} x^{6}\right)$ we get for $\kappa<2^{1 / 3}: \operatorname{Re} \hat{z}_{\hat{q}}^{(0)}=$ $\frac{2 \pi x}{\kappa\left(4-\kappa^{6}\right)^{1 / 2}}\left[1+\frac{x^{3}}{4-\kappa^{6}}\left(b_{0}+b_{6} \kappa^{6}\right)+\frac{x^{6}}{\left(4-\kappa^{6}\right)^{2}}\left(c_{0}+c_{6} \kappa^{6}+c_{12} \kappa^{12}\right)+O\left(x^{9} \eta^{3}\right)\right]$ with $b_{0}=8(1-\eta), b_{6}=1+\ln 2+3 \eta, c_{0}=64\left(1-3 \eta+\eta^{2}\right), c_{6}=$ $34-2 \pi^{2}+4 \ln 2-6 \ln ^{2} 2+4(25+7 \ln 2) \eta-46 \eta^{2}$ and $c_{12}=1+8 \ln 2+3 \ln ^{2} 2-4(1+\ln 2) \eta+9 \eta^{2}$.
    36. We have already seen how (117) is connected to the scale $\check{q} \approx \check{\Delta}$. Indeed, if $\check{q} \approx \check{\Delta}$, we have $\check{q} \ll \check{q}_{\min } \approx \check{\Delta}^{2 / 3}$. However, as it is said below (119), equation (117) for $\check{q} \ll \check{q}_{\text {min }}$ is essentially reduced to (111), therefore gives the right behavior of $\bar{z}_{q}$ for $\check{q} \approx \check{\Delta}$.
[^20]:    37. Let's replace $\check{q}$ with $\check{\Delta}^{-1 / 2} \check{Q}$ in (136) and expand to the relative order $\check{\Delta}^{-1 / 2}$. Term $a_{0}$ returns the $\check{Q}^{2}$ contribution, term $a_{1}$ returns the $\check{Q}^{5 / 2}$ contribution, and the $\check{q}^{3 / 2}$ bit of term $a_{3}$ returns the $\check{Q}^{3 / 2}$ contribution. Term $a_{2}$ and the $\check{q}^{7 / 2}$ bit of $a_{3}$ contribute to the relative orders $\check{\Delta}^{-1}$ and $\check{\Delta}^{-3 / 2}$, out of range of (149).
    38. This phenomenon is general for a polynomial $P(X, z)$ whose coefficients depend analytically on $z$. Consider an analytic mapping of a root $s(z)$ along a path in the complex plane. Taking the derivative of the definitional equation $P(s(z), z)=0$ with respect to $z$, we find that $\mathrm{d} s / \mathrm{d} z=-\partial_{z} P(s, z) / \partial_{X} P(s, z)$, which remains well defined as long as $\partial_{X} P(s, z) \neq 0$ therefore as long as $s(z)$ is not a multiple root of $P(X, z)$.
[^21]:    39. The roots $s_{i}(z)$ are then inserted in the arguments of the incomplete elliptic functions $E$ and $F$, see (66) and (67) for example. These elliptical functions have branch cuts described in footnote 20, which can always be moved by continuous deformation, and irremovable branch points. Let us show by the absurd that the arguments of $E$ and $F$ never reach these branch points, during the journey of $s_{i}(z)$ in the complex plane: if this were the case, we would have $1+\left(1-s^{2}\right) \operatorname{sh}^{2} \Omega=0$, with $\operatorname{sh}^{2} \Omega=\left(z^{2}-4 \Delta^{2}\right) /\left(4 \Delta^{2}\right)$ and $s$ solution of the equation deduced from (71) by replacing $\epsilon$ by $z$; elementary manipulations in (71) thus modified bring down the impossible condition to satisfy $1 / \operatorname{sh}^{2} \Omega=0$. To numerically calculate the functions $E$ and $F$, we return to their integral definition, see $\$ 8.111$ of [20], and if necessary move the branch cut of the square root in the integrand by continuous mapping. We can alternatively work directly on the functions $(66,67)$, by writing for example $f_{--}\left(\frac{\pi}{2}-\operatorname{asin} s_{2}\right)=\int_{s_{2}}^{1} \frac{\mathrm{~d} X}{\sqrt{1-X^{2}}} \frac{X^{2} \mathrm{sh}^{2} \Omega}{\left[1+\left(1-X^{2}\right) \mathrm{sh}^{2} \Omega\right]^{3 / 2}}$ thanks to the change of variable $X=\cos \alpha$.
    40. We give $A=\int \mathrm{d}^{3} \check{k} \frac{\check{\Delta}^{2}}{2 \tilde{\epsilon}_{k}^{3}}, B=\int \frac{\mathrm{d}^{3} \check{k}}{2 \check{\epsilon}_{k}}\left(\frac{\check{\xi}_{k}}{4 \breve{\epsilon}_{k}^{2}}+\frac{\check{\Lambda}^{2} \check{k}^{2}}{2 \check{\epsilon}_{k}^{4}}\right), C=\int \mathrm{d}^{3} \check{k} \frac{(-1)}{8 \check{\epsilon}_{k}^{3}}$ and $D=\int \mathrm{d}^{3} \check{k} \frac{\check{\xi}_{k}}{-4 \check{\epsilon}_{k}^{3}}$. There is no linear term in $\zeta$ in $\check{M}_{++}(\check{z}, \check{q})$ because it is an even function of $\check{z}$. According to relation (A6) of [21], we also have $B=\int \mathrm{d}^{3} \check{k} \frac{\breve{k}^{2}}{6 \epsilon_{k}^{3}}$ as in equation (23) of reference [23].
[^22]:    41. $\zeta^{2} / \check{q}$ cannot tend to infinity because $\phi_{++} \phi_{--}-\phi_{+-}^{2}$ does not vanish at $s=-\mathrm{i} / \check{\Delta}+0^{+}$. Suppose that $\zeta^{2} / \check{q}=o(1)$ leads to the contradictory result $\zeta^{2} \approx \check{q}$.
    42. If $\check{\Delta}=\operatorname{sh} \tau, \phi_{--}=\tau+\mathrm{i} \pi / 2, \phi_{++}=(\tau-\operatorname{sh} \tau \operatorname{ch} \tau+\mathrm{i} \pi / 2) / 2$ and $\phi_{+-}=\mathrm{i} \operatorname{ch} \tau$ in (155). In addition, $\gamma^{1 / 2} \sim-2 \mathrm{i} /\left[3 \check{\Delta}\left(\pi^{2} / 8-1\right)\right]^{1 / 2}$ when $\check{\Delta} \rightarrow 0$.
    43. The continuation of $\beta$ to $\check{\Delta} \in] 0, \check{\Delta}_{1}$ [ has a positive imaginary part and obeys $\beta^{1 / 2} \sim(8 \pi \check{\Delta} / 45)^{1 / 5}$ when $\check{\Delta} \rightarrow 0$.
[^23]:    44. For $\mu<0$, you must replace $\check{q}$ by i $\check{q}$ in the definition (59) of $P_{8}(X)$. Then $P_{8}(X)$ has for $\check{q}<\check{q}_{*}(\check{\Delta})$ a single root $\alpha$ strictly inside the fourth quadrant, and has two, $\alpha$ and $\alpha^{\prime}$, otherwise. Here, $\check{q}_{*}(\check{\Delta})$ is the real positive root of the Cardan discriminant $\delta$ of footnote 21 considered as a polynomial in $\check{q}$ and also subject to the substitution $\check{q} \rightarrow \mathrm{i} \check{q}$.
    45. If we have that $z_{q}-2 \Delta \approx q^{2}$, we see that $\operatorname{sh} \Omega \approx q \rightarrow 0$ and ch $\Omega \rightarrow 1$ in $(66,67,68)$ so that $f_{--}(\psi) \sim \frac{\operatorname{sh}^{2} \Omega}{2}(\psi+\sin \psi \cos \psi), f_{++}(\psi) \sim \psi$, $f_{+-}(\psi) \sim \operatorname{sh} \Omega \sin \psi$. In addition, the lower edge of the broken pair continuum is $2\left(\Delta^{2}+\mu^{2}\right)^{1 / 2}>2 \Delta$ for $\mu<0$ and $q=0$; therefore, $M_{++}\left(z_{q}, q\right)$ and $M_{+-}\left(z_{q}, q\right)$ have a finite limit $M_{++}(2 \Delta, 0)$ and $M_{+-}(2 \Delta, 0)$ when $q \rightarrow 0$, while $M_{--}\left(z_{q}, q\right)=O\left(q^{2}\right)$ since $M_{--}(2 \Delta, 0)=0$ as in $(53)$ and $M_{--}(z, q)$ varies quadratically in $q$ and linearly in $z-2 \Delta$ around $(z, q)=(2 \Delta, 0)$. Given the analytic continuation procedure (12) and the factor $1 / q$ in the spectral density, see table 2 , the contribution of $M_{++}$and $M_{--}$is negligible in the analytically continued matrix element while that of $M_{+-}$is not. Finally, by taking the limit $q \rightarrow 0$ in equation (71) modified for $\mu<0$, knowing that $z_{q}$ is in the fourth quadrant and that $\sin \psi=\left[1-s_{2}^{2}\left(z_{q}\right)\right]^{1 / 2}$, we find that $\operatorname{sh} \Omega \sim-\mathrm{i} \check{q} /(\check{\Delta} \sin \psi)$ and we end up with (158). Expression (85) of $\check{M}_{+-}(2 \check{\Delta}, 0)$ and its sign still apply if we set $\tau=\operatorname{argsh}(\mu / \Delta)<0$ and if we replace the now purely imaginary factor $-\left(\mathrm{e}^{2 \tau}-1\right)^{1 / 2}$ by $\left(1-\mathrm{e}^{2 \tau}\right)^{1 / 2}$.
    46. In the limit $\check{q} \rightarrow 0$, the root $s_{2}(z)$ obtained by continuous mapping is positive for $\check{z}=2 \check{\Delta}+\left(C-\mathrm{i} 0^{+}\right) \check{q}^{2} / \check{\Delta}$ as soon as the real coefficient $C$ is $<-1$, as it is the case in (158). Using (71) modified for $\mu<0$, we find that $s_{2}^{2}(z) \rightarrow\left(1+C-\mathrm{i} 0^{+}\right) /\left(C-\mathrm{i} 0^{+}\right)$therefore $s_{2}(z) \rightarrow\left[\left(1+C-\mathrm{i} 0^{+}\right) /\left(C-\mathrm{i} 0^{+}\right)\right]^{1 / 2}$ since $s_{2}$ must be close to 1 when $C \gg 1$. Now we have $s_{2}=\cos \psi$. The condition $s_{2}>0$ therefore imposes $\psi<\pi / 2$. In addition, we have
[^24]:    analytically calculated the coefficient of the term $q^{3}$ in expansion (158). We find that it is pure imaginary, that its imaginary part is $<0$ for $\psi<\pi / 2$ and vanishes by changing sign at $\psi=\pi / 2$. It is also at this threshold value $\psi=\pi / 2(\Delta \simeq 0.222)$ that $\check{z}_{q}$ merges to second order in $\check{q}$ with the real root $\check{\epsilon}_{2}(\breve{q})$ of the polynomial $P_{8}(X)$ of (59) transposed to the case $\mu<0$, so with a point of non-analyticity of two of the roots $s_{i}(\breve{z})$ : for $\mu<0$, it is indeed necessary to replace $\check{q}$ by $\mathrm{i} q$ in (59), and therefore in (62), as footnote 44 says.

[^25]:    47. Taking the limit is actually only necessary for $\check{M}_{--}$. For $\check{M}_{++}$and $\check{M}_{+-}$, the dependence on $A$ and $\eta$ disappears by itself in the coefficients of $\varepsilon^{n}$ useful here; we could therefore take $\eta=A=1$ which would amount to keeping the scales (b) and (c) fully but introducing the scale (bc) only as a cut-off.
