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Abstract: This paper addresses the motion synchronisation problem in shared virtual
environments in the presence of communication delays. More precisely, we consider
the case of multiple users interacting with the same dynamics. Unlike the conventional
synchronization, the technological attempt we are interested in pursues a more robust
and better synchronization that gives an almost concurrent evolution of motions between
the distributed systems in absolute time-frame (earth’s time). Physically, the existence of
time delay prevents immediate information exchange, which disables concurrent motions
between the distributed systems. Using the delay information available, the proposed
controller preserves natural local dynamics and compensate for de-synchronization error
caused by mismatched initial conditions. Simulation tests are conducted in order to
validate the considered methodology.

Keywords: delay, virtual environments, synchronisation, Smith predictors, stability.

1. INTRODUCTION

It is well-known that the interconnection of two or
more dynamical systems leads to an increasing com-
plexity of the overall system’s behavior due to the
effects induced by the emerging dynamics (in the
presence or not of feedback loops) in strong interac-

tions (sensing, communication) with the environment
changes. Decision making in such systems is chal-
lenging and is subject to multiple competitive objec-
tives. The development of technology in the last years
is accompanied with increasing computing, sensing,
communications in decision making systems and pro-
cesses. Among these systems, there exists a lot of



examples where the control (or the decision) is based
on the information changed and transferred between
systems (units) or sub-systems (sub-units). As exam-
ples, we can cite: teleoperation, networked control
systems (NCS), and shared virtual environment. With-
out any lack of generality, such systems are simply
called ”information-based systems”. Further details
and various references on such topics can be found
in [Murray (2002)].

One of the major problems appearing in such informa-
tion-based systems is related to the propagation,
transport, and communication delays acting ”through”
and ”inside” the interconnections. The origin of such
delays can be: the physical separation between the
systems defining the interconnections, or due to the
presence of the human factor in the decision process,
or finally due to some hierarchy, and synchronization
at the lowest levels in the decision process in real-time.

This paper addresses the analysis of delay effects in
some class of information-based interconnected sys-
tems, namely the shared virtual environment simu-
lation [Lawrence (1993); Cheong et al. (2005)]. An
extremely brief presentation of the synchronization
methodology for these inter-connected systems is pre-
sented in Section 2. The construction of the controller
and related closed-loop stability analysis are proposed
in Section 3. A particular attention will be paid to the
sensitivity of the scheme with respect to the overall
delay parameter (round-trip time). Some simulation
results are illustrated in section 4, and finally, some
concluding remarks end the paper.

2. SHARED VIRTUAL ENVIRONMENT
SIMULATION AND DELAY
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Fig. 1. Shared virtual environment with force in-
put (Up) Implementation of peer-to-peer shared
virtual environment; (Down) Time delay and
graphic de-synchronization

Shared virtual environment requires synchronized vi-
sualization of virtual environment and real-time stable
haptic interaction between separate users to carry out

collaborative tasks in virtual assembly, CAD model-
ing, or medical training [Singhal and Zyda (1999)].
The use of communication networks complicates the
task since we need to consider the communication
constraints, and, in particular, the communication
time-delay. In the context of shared virtual environ-
ment applications, time-delay in the data commu-
nication becomes the most difficult part so as to
meet synchronized visualization and immediate re-
sponse from user interaction. Due to the time delay,
a change of a virtual environment in one site can-
not be immediately displayed in the remote site, and
de-synchronized graphic display between users may
lead to unstable interaction between them [Katz and
Graham (1994)]. Furthermore, in case when users are
interacting through mechanical haptic interface, the
instability can cause damage to the device and the
users also.

For illustration, let’s consider a shared virtual environ-
ment with solid cube as shown in Fig.1. Two remote
users are interacting with the cube at the same time.
The challenging problem here is the difficulty of syn-
chronizing the virtual environment at both sites. The
motion of the cube at site 1, X1(t), is computed by
local force F1(t) and remote force F2(t − T2) by the
Newton’s law, while the motion of the cube at site 2,
X2(t), is computed by remote force F1(t − T1) and
local force F2(t), where T1 and T2 are communication
delays from site 1 to site 2, and from site 2 to site 1, re-
spectively. As time goes on, because the input histories
are different at both sites, the deviation of the position,
∆X(t) = X2(t) − X1(t), develops and would ac-
cumulate without any synchronization treatment. Not
only the graphical de-synchronization, the time-delay
destabilizes the force interaction between users. Be-
cause of delay, the force data is being lagged and
interaction forces can easily be out-of-phases. Thus,
a special care must be paid while dealing with shared
interactive system in the presence of time delay.

For synchronization of shared virtual environment
in the ”TransAtlantic Haptic Project” [Kim et al.
(2004)], a long distance haptic experiment was done,
and a motion synchronization scheme was further
combined to better achieve consistency between users,
based on a feedback control using Smith princi-
ple [Cheong et al. (2005)]. The scheme took into
consideration the possibility of delay variation, and
the robustness bound of the variation was computed.
The analysis result showed that, for large controller
gain, the synchronization ability was nice but the tol-
erance level of delay variation was low and vice versa.
However, direct user-to-user interaction became easily
unstable under much smaller amount of delay like
150ms. And, though the analysis considered the vari-
ability of delay, they did not preform real experimen-
tation in environment of variable delay.

Another method for collaborative visualization was
addressed by [Li et al. (2006)] to present the synchro-
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nized view of the virtual environment. They first con-
sidered how interaction of dynamic object is perceived
by the remote users and accordingly a trajectory was
extrapolated using the information of motion velocity
and polynomial based motion model. This work did
not consider the possibility of delay variation contrary
to the reality of Internet connections.

3. MOTION SYNCHRONIZATION IN DELAYED
MEDIA

3.1 Synchronization controller

The synchronization scheme addressed in this section
is directly related to the shared virtual environment,
where multiple users are interacting with the same
dynamics. However, unlike the conventional synchro-
nization, the technological attempt we are interested in
pursues a more robust and better synchronization that
gives an almost concurrent evolution of motions be-
tween the distributed systems in absolute time-frame
(earth’s time). Physically, the existence of time de-
lay prevents immediate information exchange, which
disables concurrent motions between the distributed
systems. For example, two mechanical systems shown
in Fig.2 cannot yield concurrent evolution of motion
because of time delay between them, while a strict
motion synchronization (i.e., the concurrency) is very
much necessary for a stable direct user-to-user inter-
action. Physically, the concurrent evolution of motion
does not seem possible, but a sophisticated utilization
of Smith principle, disturbance estimation and time-
delay analysis in the communication channel, and op-
timized prediction of input sequences may overcome
physical delay and allows a near concurrent evolution
of motion between the systems.

First, we define two coupled, but distributed systems
to be synchronized (shown in Fig.2), modeled as a
simple rigid body with viscous damping as follows:

mẍ1(t) + bẋ1(t) = f1(t) + f2(t− T2)
mẍ2(t) + bẋ2(t) = f1(t− T1) + f2(t),

(1)

where m and b are mass and damping coefficient of
the systems, x1(t) and x2(t) denote positions of the
systems in sites 1 and 2, respectively, and f1(t) and
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Fig. 3. Synchronization control scheme with two col-
laborators

f2(t) are input forces acting on sites 1 and 2, respec-
tively. Constant time delays, T1 and T2, represent uni-
directional delays for data communication from site 1
to site 2 and from site 2 to site 1, respectively. At this
stage we assume the delay is constant, but the later we
deals with the effect of variable but a rather smooth
delay.

To overcome possible de-synchronization between the
sites, we develop a motion synchronization controller
which is of the structure shown in Fig.3. This is robust
under data loss or any corruption during the com-
munication since we feed back signals and continu-
ously compensate for de-synchronization. This struc-
ture also shows the property that natural dynamics
of the given system is not affected by the addition
of motion control [Cheong et al. (2006)]. The con-
troller, Ci(s), in site i consists of primary compen-
sator, Ki(s), that generates ultimate control command
and the internal model of dynamics that produces es-
timated states. Two kinds of state estimations, that is,
the current state and the state delayed by R time unit,
are generated through the internal dynamics with ex-
act knowledge of dynamic parameters and time delay,
similar to Smith predictor [Smith (1957)]. However,
the structure is not just a copy of the conventional
Smith predictor, but rather we utilize its principle so
as to enforce exquisite timing between signals of feed-
forward and feedback information. For example, our
Smith principle is for the canceling feedback and ref-
erence input by utilizing the internal model with the
knowledge of plant dynamics and amount of delay,
with careful consideration of signal timing.

To be more specific, two equations are obtained from
the structure as:

ui(s) = Ki(s)
(
Xj(s)e−sTj −Xi(s)e−sR

)−
Ki(s)Pi(s)

(
1− e−sR

) (
ui(s) + Fj(s)e−sTj

)
(2)

Xi(s) = P (s)
(
ui(s) + Fj(s)e−sTj + Fi(s)

)
(3)
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for i, j = 1, 2, and i 6= j, and combining these yields

K(s)Xi(s) + P−1(s)Xi(s)−K(s)Xj(s)e−sTj =

Fi(s) + K(s)P (s)(1− e−sR)Fi(s) + Fj(s)e−sT2 ,

(4)

assuming K1(s) = K2(s) = K(s) and P1(s) =
P2(s) = P (s). If writing this in a matrix form after
a simple matrix manipulation, we have

[
X1

X2

]
=

[
P (s) P (s)e−sT2

P (s)e−sT1 P (s)

] [
F1

F2

]
. (5)

As shown, the closed loop system is exactly the same
as the natural motion given in (1). This implies that the
closed-loop coupled system follows the behavior as
natural dynamics of the coupled system shows, while
any disturbance effect during communication can be
overcome.

This nice and strange property is due to the pole/zero
cancelation of the following form of quasi-polynomial
factor:

Φ(s,R) , α(s) + β(s)e−sR

=
{
P−1(s) + K(s)

}2 −K2(s)e−sR.
(6)

The stability condition of the whole system is, thus,
equivalent to finding the delay margin Rm, for given
plant and controller parameters (see, for instance, the
analysis suggested by [Niculescu (2001)]). However,
the variation of delay creates uncertainty in the above
quasi-polynomial and the stability bound in the worst
case must be tremendously reduced.

For an illustration, refer to Fig.4, where a numerical
values of maximum allowable delay (i.e. delay mar-
gin) is computed under P (s) = 1/(s2 + 0.01s) with
different sets of control gains kv and kp. Result shows
that Rm tends to increase as the proportional gain
becomes smaller and velocity gain becomes larger.

It is well known that a linear time invariant delay
system is stable if and only if all the roots of its char-
acteristic quasipolynomial have negative real parts.

According to the continuity properties of zeros with
respect to the delay parameters [Datko (1978)] (see
also [Niculescu (2001)], the number of roots in the
right-half plane (RHP) can change only when some
zeros appear and cross the imaginary axis. Thus, it
is natural to consider the frequency crossing set (see
also, [Morărescu (2006)] and [Gu et al. (2005)]) Ω
consisting of all real positive ω (obviously, ω ∈ Ω ⇔
−ω ∈ Ω) such that there exist at least a pair (kv, kp)
for which

H(jω, kv, kp, R) :=
(
P−1(jω) + K(jω)

)2

−K2(jω)e−jωR = 0. (7)

Using the modulus we arrive to:
∣∣P−1(jω) + K(jω)

∣∣2 =
∣∣K2(jω)

∣∣ . (8)

In conclusion, Ω consists of the values ω such that
P−1(jω)
K(jω)

belongs to the circle with radius 1 and

centered in (−1, 0). Next,

kp = −|P
−1(jω)|2 + 2kvIm(P−1(jω))

2Re(P−1(jω))
(9)

Remark 1. Since
∣∣∣∣
P−1(jω)
K(jω)

+ 1
∣∣∣∣ → ∞ when ω ap-

proaches ∞ one obtains that there exists M > 0 such
that Ω ⊂ (0, M ].

On the other hand, from equation (7) we can derive the
following expression

∠(P−1(jω)K̄(jω) + |K(jω)|2) = −ωR

2
(10)

where ∠(z) denotes the argument of the complex
number z, Using (9), one can replace kp in (10) and
thus, we obtain a simple polynomial equation of the
form:

A(ω)k2
v + B(ω)kv + C(ω) = 0

where A, B,C are polynomial functions of ω and
tan(ωR). Imposing that B2(ω) − 4A(ω)C(ω) ≥ 0
we get the explicit expression of Ω as an union of
intervals of finite lengths. When ω sweeps Ω the
corresponding pair (kv, kp) defined by (9) and (10)
moves on some stability crossing curves. Every time
the pair of controller parameters (kv, kp) crosses such
a curve the number of characteristic roots in RHP
changes.

We note that for a fixed value of kv when R rise the
stability boundary in terms of kp become smaller. The
same result is depicted in Fig.4.

Now let us find out the effect of unreliability in the
data communication. If there is a data loss in the
network or disturbance in any form, subsidiary re-
sponses from these uncertainties are created and su-
perimposed to the ideal response in (5), which makes
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unexpected de-synchronization. The proposed con-
troller then compensates for the de-synchronization
error, where we can observe the transient behavior
that the characteristic modes of (6) are involved in.
Assume that fj(t) is the input force at site j and
fj(t − Tj) is the available information of fj(t) at
site i with communication delay, Tj . If fj(t − Tj),
for some reason, is disturbed to f̃j(t − Tj) = fj(t −
Tj) + ∆fj(t− Tj), where ∆fj(t− Tj) is the amount
of disturbance, the closed-loop input-output equation
becomes

[
X1

X2

]
=

[
P (s) P (s)e−sT2

P (s)e−sT1 P (s)

] [
F1

F2

]
+




K(s)e−sT2

Φ(s,R)
(P−1(s) + K(s))

Φ(s,R)
(P−1(s) + K(s))

Φ(s,R)
K(s)e−sT1

Φ(s,R)




·
[

e−sT1∆F1

e−sT2∆F2,

]

(11)

where ∆Fj is the Laplace transform of ∆fj(t). In the
above, the output response for the transient and finite
disturbance dies out whenever ∆fj(t) is transient
and Φ(s,R) is asymptotically stable. So, we can say
Φ(s,R) is the de facto characteristic function.

Remark 2. To implement the synchronization con-
troller using the network medium, we need a data
packet having the following information fields:

PACKET = {
Subsystem 1: time, state, force;
Subsystem 2: time, state, force;
}

where data field values of time, state, and force at
a certain subsystem refer to the corresponding local
values of the site. Packets of this simple form are
continuously being sent and received via network.

4. SIMULATION STUDY

A set of basic simulation is done to examine two
elementary abilities of the proposed synchronization
scheme: (i) to preserve natural local dynamics and (ii)
to compensate for de-synchronization error caused by
mismatched initial conditions. The considered system
comprises two connected identical subsystems mod-
eled as P (s) = 1/(s2+0.01s) with T1 = T2 = 0.15s,
and the synchronization controller is designed fol-
lowed by structure shown in Fig.3 with K(s) = 2s+2.
(Here we assume the delay is constant.)

First, we assess the sameness between the uncon-
trolled natural response and the response with the pro-
posed synchronization scheme to the sinusoidal forces
given by

f1(t) = sin(t),

f2(t) =
{− sin(0.4t + 1) 0 < t ≤ 32s

0 t > 32s .

We set up the system so that the initial condition is
the same and no information loss occurs during data
communication. According the analysis the controlled
response must be the same as that of the uncontrolled
natural response, which is verified in Fig.6.

Second we simulate the case where both subsystems
have different initial conditions such that

x1(0) = 1, x2(0) = 0, and ẋ1(0) = 0, ẋ2(0) = 0

and no external force is applied here. With no doubt,
the natural response without control remains to the ini-
tial state, but in the controlled response, however, the
differences of initial states are overcome and they be-
come synchronized. Fig.7 shows the transient behav-
ior of synchronization and the applied control forces
for the case of controlled motion. The speed and shape
of the transient behavior are governed by the roots of
quasi-polynomial:

Φ(s, R) = (s2 + 2.01s + 2)2 − (2s + 2)2e−0.3s .

By applying a 5-th order Padé approximation [Franklin
et al. (1994)] for delay e−0.3s, we get nine closed loop
poles. Among them the slowest mode, responsible for
the sluggish behavior in Fig.7, is from the pole located
at s = −0.2417. If kp gain is increased to 4, the speed
of response will be faster because the slowest mode
becomes located at s = −0.4822. However much
further increase brings some (other) pairs of complex
poles near the imaginary axis, resulting in oscillatory
response. A remedy for the oscillation is that kv gain
must be increased simultaneously together with kp

gain. In doing so, we make sure that under the chosen
gains the maximum allow delay is sufficiently larger
than the current amount of delay.
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5. CONCLUDING REMARKS

This paper focused on a motion control scheme for
synchronization of distributed subsystems connected
via communication network. Remarkably the scheme
enables us to achieve the property of invariant local
dynamics of each subsystem under the operation of
feedback control. Due to this property, a near con-
current evolution of motion between subsystems was
possible, even in the presence of communication time-
delays in the network, by some particular appealing
way of a combined utilization of the proposed scheme
and an input prediction algorithm. Some illustrative
example concluded our presentation.
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Morărescu, C.I. (2006). Qualitative analysis
of distributed delay systems: Methodology
and algorithms (Ph.D. thesis, University
of Bucharest/Université de Technologie de
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