
HAL Id: hal-02192507
https://hal.science/hal-02192507

Submitted on 23 Jul 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial - NoDerivatives 4.0
International License

On parameter interpretability of
phenomenological-based semiphysical models in biology

Laura Lema-Perez, Rafael Munoz Tamayo, Jose Garcia-Tirado, Hernan
Alvarez

To cite this version:
Laura Lema-Perez, Rafael Munoz Tamayo, Jose Garcia-Tirado, Hernan Alvarez. On parameter in-
terpretability of phenomenological-based semiphysical models in biology. Informatics in Medicine
Unlocked, 2019, 15, pp.100158. �10.1016/j.imu.2019.02.002�. �hal-02192507�

https://hal.science/hal-02192507
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://hal.archives-ouvertes.fr


Contents lists available at ScienceDirect

Informatics in Medicine Unlocked

journal homepage: www.elsevier.com/locate/imu

On parameter interpretability of phenomenological-based semiphysical
models in biology

Laura Lema-Pereza,∗, Rafael Muñoz-Tamayob, Jose Garcia-Tiradoc, Hernan Alvareza

aUniversidad Nacional de Colombia, Facultad de Minas, Escuela de Procesos y Energía, Kalman Research Group, Cra 80 No 65-223, 050041, Medellín, Colombia
bUMR Modélisation Systémique Appliquée aux Ruminants, INRA, AgroParisTech, Université Paris-Saclay, 75005, Paris, France
c Center for Diabetes Technology, University of Virginia, Charlottesville, VA, USA

A R T I C L E I N F O

Keywords:
Biological systems
Identifiability
Mechanistic models
Parameter interpretability
Phenomenological based semi-physical model
(PBSM)

A B S T R A C T

Empirical and phenomenological-based models are used to represent biological and physiological processes.
Phenomenological models are derived from the knowledge of the mechanisms that underlie the behavior of the
system under study, while empirical models are derived from data analysis to quantify relationships between
variables of interest. For studying biological systems, the phenomenological modeling approach offers the great
advantage of having a structure with variables and parameters with physical meaning that enhance the inter-
pretability of the model and its further use for decision making. The interpretability property of models, how-
ever, remains a vague concept. In this study, we addressed the interpretability property for parameters of
phenomenological-based models. To our knowledge, this property has not been deeply discussed, perhaps by the
implicit assumption that interpretability is inherent to phenomenological-based models. We propose a con-
ceptual framework to address parameter interpretability and its implications for parameter identifiability, using
a simple but relevant model representing the enzymatic degradation of −β casein by a Lactococcus lactis bac-
terium. We illustrated the usefulness of integrating parameter interpretability in the process of construction and
exploitation of phenomenological models.

1. Introduction

How can we assess the capability of a mathematical model to pro-
vide mechanistic insight on the system under study? That is, how does
the mathematical structure of the model translate and capture the
phenomena taking place in the system? To what extent can we me-
chanistically interpret our model? In biotechnology, biology, and bio-
medical fields two main approaches exist to model processes of interest,
namely empirical and phenomenological-based modeling. Empirical-
based models are derived from data, while phenomenological-based
models are derived from knowledge about the process. In biomedical
fields, phenomenological-based models are more relevant than em-
pirical-based models since, in addition to prediction, their parameters
and variables provide information that can be used to perform diag-
noses, discriminate clinical risk groups and guide treatment by strati-
fying patients by disease severity [1,2], as we have discussed in our
model developments of glucose metabolism with an application per-
spective for controlling diabetes [3]. In spite of this, in the fields
mentioned before many models have been developed from an empirical
point of view by using black box modeling approaches like machine

learning and fuzzy models. Machine learning models, for example, are
increasingly used in the field of medicine and healthcare but there is
still an inability by humans to understand how these models work and
the meaning their parameters have. Some approaches have been pro-
posed to improve the level of explanation and interpretability of such
empirical models, that is to open the black box [4] (the definition of
interpretability is not direct in black box models [5,6]). The deploy-
ment of empirical-based models encounters its first hurdle in the dif-
ficulty of formalising the definition of central concepts such as trans-
parency, explanation, and interpretability. For example, in Miller [7]
the author argues the need to explain artificial intelligence models to
provide more transparency to the algorithms from the social sciences.
For black box models, interpretability has been regarded as a means to
enhance trust in model predictions and to reach features as close as
possible to humans regarding decision making [1,8–10]. In this context,
Lou, Y. et al. [1] evaluated a method for rule-based learning [11] and
applied generalized additive models [1,2,12] to real healthcare pro-
blems to get intelligible and accurate models, in order to predict risk
prior to hospitalizations, to take more informed decision about hospi-
talization, and to reduce healthcare costs by reducing hospital
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admissions [1]. In the same line, Lou et al. [1,12] use intelligible models
to refer to those models that can be easily interpreted by users. For
decision models, the interpretability concept has been ascribed to (i)
the ability to make decisions similarly to humans being will do [13,14],
and (ii) the ability to be understood [13,15]. Since, decision-making is
favoured by the understanding of how the model works. In that sense,
optimal decision-based models are those that provide a trade-off be-
tween the predictive accuracy and interpretability [16]. For neural
networks models, interpretation and explanation of model predictions
are challenging aspects as introduced in Ref. [17]. Recent works have
been undertaking the development of approaches for improving model
interpretability [18] including applications on palliative care service
[19]. Similar efforts on improving interpretability are found for fuzzy
rule-based systems [20]. In this work, we focus on the interpretability
concept as applied to phenomenological-based models and its link with
parameter identifiability. While parameter identifiability has been ap-
plied to a certain extent to phenomenological-based models [21,22],
interpretability has been rarely addressed. One of the few literature
studies illustrated how the integration of two mathematical models
could enhance the parameter interpretability and validity of a physio-
logical model representing the muscular binding of calcium ions [23].

Model interpretability is a term used in various works but without
an explicit definition [13,23,24]. The meaning of that term is not direct
because the model as a whole is a complex piece of knowledge.
Therefore, model interpretability is not an on-off property; rather, its
evaluation requires grading a model on a scale of interpretability. Ob-
viously, that scale requires a metric to generate the value of inter-
pretability for a given model. This metric is the major problem of es-
tablishing an interpretability scale. As example, let us consider two
models of 30 and 3 parameters, respectively. If each model has only one
noninterpretable parameter, an on-off approach would indicate that
both models are not interpretable. But if an interpretability index (II ) is
stated as: = −II 1 NP

N
NoI

TotP
, with NPNoI the number of noninterpretable

parameters and NTotP the total number of parameters, the II for the first
model will be − =1 0.96661

30 and for the second one will be

− =1 0.66661
3 . Does this proposed II give useful information about

model size or complexity? Due to this unsolved item, in the current
work, interpretability will be only evaluated in terms of individual
parameters. Interpretability of model parameters is the result of mul-
tiple factors including the level of detail or specification [25] associated
to model granularity [26]. Due to the lack of formalism about inter-
pretability as a property of the parameters in a model, there is no
consensus about quantifying or measuring such a property. The ap-
proach we want to elaborate in this article consists in referring the
interpretability of a model to its parameters and the degree to which
those parameters have physical meaning. In that regard, the focus of
this work is on Phenomenological-Based Semi-physical Models (PBSMs)
[27], of which, to the best of our knowledge, the concept of inter-
pretability has not been deeply discussed, perhaps due to the implicit
assumption that interpretability is inherent to the PBSM since they are
derived from a phenomenological representation of the system under
study. In this work, we propose a conceptual framework that can fa-
cilitate the incorporation of interpretability for model construction.
Such a conceptual framework can provide useful information to de-
velop further a mathematical formalism to characterise parameter in-
terpretability. To facilitate our developments, we use a simple model as
an example to elaborate our developments. The paper is organized as
follows. In Section 2, we present a summary of the steps of a modeling
methodology proposed by Ref. [28] to build PBSMs. In Section 3, a
conceptual framework for interpretability analysis is established using a
simple mathematical model of the dynamics of enzymatic hydrolysis of

−β casein by a Lactococcus lactis bacterium. Finally, in Section 4 we
discuss the potential links between interpretability and identifiability.
Concluding remarks are provided in Section 5.

2. The process of PBSM construction

The construction of a model may be compared to a form of art. This
subjective character explains the existence of several methodologies for
building PBSMs [29–34]. In our research group (KALMAN, Universidad
Nacional de Colombia), several studies have been developed [27,28,35]
to propose the following methodology, described by 10 steps, which are
summarized here in the interest of completeness.

1. Process description and model aim: a verbal description of the
process taking place is performed including a process flow diagram
as graphical representation. Also, the model aim is set by the
question that is expected to be answered by the model.

2. Model hypothesis and level of detail: a hypothesis or analogy
about the behavior of the real process is proposed. Although the
present methodology was originally intended for process en-
gineering systems, it can be extended to any type of process by
means of a model hypothesis. A model hypothesis is a feasible
analogy for the unknown phenomena in terms of known and well
studied phenomena. If the modeled process is located in a specific
area of engineering in which the phenomena of the process are
known, the hypothesis is the description of those phenomena and
an analogy is not necessary. Otherwise, the process must be related
to a known process, an analogy is required, and a set of assump-
tions is fixed. The level of detail is determined by the model ob-
jective, that is, the question that will be solved by the model.

3. Definition of the process systems: a process system is an ab-
straction of a part of the process under study [31]. Each process
system (PS) is a part of the real process, and this part should be as
real as possible in terms of physical distinctions and changes in
phases or characteristics showing spatial variations in the process
of interest.

4. Application of the conservation law: the conservation law is
applied to every PS defined in step 3. Typically, mass, energy, and
momentum are accounted for. The equations obtained are de-
scribed by either a set of ordinary differential equations in lumped
models or a set of partial differential equations in distributed
models; these form the basic structure of the model.

5. Determination of the basic structure of the model: the set of
equations needed to describe the model objective is selected. Those
equations with trial information are discarded.

6. Definition of the variables, structural parameters and con-
stants: A list of variables, structural parameters, and constants is
made. Variables are quantities whose values result from the solu-
tion of the model equations forming the basic structure. Parameters
are values that need to be defined beforehand to solve the model.
They can be known values or must be identified. Finally, the con-
stants are fixed values either because of its universality (e.g., the
gravity constant) or because of choices by the modeler choice (e.g.,
setting a parameter with a known value from the literature).

7. Definition of constitutive and assessment equations and
functional parameters: constitutive and assessment equations are
proposed to calculate the largest number of unknown parameters of
each process system. The set of constitutive and assessment equa-
tions are selected according to the modeler's knowledge and cri-
teria.

8. Verification of the degrees of freedom (DoF): the DoF are the
difference between the number of unknowns and the number of
equations.

9. Construction of the computational model: the solution of the
mathematical model is carried out by a computational program
able to solve the set of differential and algebraic equations forming
the model.

10. Model validation: the model's domain of validity with respect to
available experimental data and other validated models is verified.
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3. Setting a conceptual framework for interpretability analysis

In this section, we propose a conceptual framework for parameter
interpretability analysis. The concepts that constitute the proposed
framework to analyse parameter interpretability are defined and sum-
marized in Table 1. For the sake of clarity, the conceptual framework is
studied using a simple mathematical model that describes the dynamics
of enzymatic hydrolysis of β-casein by a Lactococcus lactis bacterium in
a batch system [36]. The basic structure of the model is obtained by
applying a component mass balance, which results in the following
unique differential equation:

= − ⋅dx
dt

r ( ) (1)

where x (in μM) is the concentration of the substrate and ⋅r ( ) (μM/min)
is the reaction rate, using the symbol ⋅( ) to indicate the dependency of
this structural parameter with respect to time and any other variable or
parameter of the model. It is worth pointing out that global mass bal-
ance is worthless in this type of process since no continuous inflow or
outflow occurs. From Tables 1 and x is the variable whose dynamic
trajectory is obtained by solving the model and ⋅r ( ) is the unique
structural parameter. Note that at this level of detail, the mathema-
tical equation that represents ⋅r ( ) is not yet defined. This fact suggests
that for this example, Equation (1) is a unique representation of the
phenomena of interest (i.e, the hydrolysis of β-casein).

The mathematical definition of the structural parameter ⋅r ( ) is the
key element for the construction of the complete model structure, that
is, for the set of equations that define the model in its basic and ex-
tended form. Multiple mathematical functions exist to define ⋅r ( ) and
describe the hydrolysis rate of the intact β-casein. In the study analyzed
here [36], the authors evaluate four kinetic candidate functions to de-
termine the best function for the ⋅r ( ) parameter in terms of the goodness
of fit:

• First-order kinetics:

⋅ =r k Ex( ) 1 (2)

• nth-order kinetics:

⋅ =r k Ex( ) n
n (3)

• Michaelis-Menten kinetics:

⋅ =
+

r k E x
K x

( ) c
m (4)

• Competitive inhibition kinetics:

⋅ =
+ +( )

r k E x

K x
( )

1
c

m
I

Ki (5)

• with = −I x x0 . This expression can be further manipulated to re-
duce the number of its parameters to:

⋅ =
−

r b E x
b x

( ) 1
2 (6)

with

=
−

b k K
K K

c i

m i
1 (7)

= +
−

b K K x
K K

( )m i

m i
2

0

(8)

where E is the enzyme concentration, measured in optical density units
(OD600). The parameter k1 ( OD1/ 600 min) is the hydrolysis rate constant
for the first-order kinetics, and kn ( −μM OD1/ n 1

600min) is the rate con-
stant for the kinetics of order n. For the Michaelis-Menten equation, kc
(μM OD/ 600min) denotes the catalytic rate constant and Km (μM) the
substrate affinity constant. For the inhibition kinetics, Ki (μM) is the
inhibition constant. The concentration of the inhibitor I (μM) is con-
sidered to be equal to the concentration of β-casein that has been hy-
drolyzed −x x( )0 , with x0 the initial protein concentration.

It is up to the modeler to decide which kinetic function to use to
represent the hydrolysis rate of β-casein. Once, the kinetic function is
defined by a new equation in addition to the basic structure, we obtain
the extended structure of the model. The selected kinetic function is a
constitutive equation of the model that allows the determination of

⋅r ( ). For example, if we select the first-order kinetic function
⋅ =r k Ex( ) 1 , we say that ⋅r ( ) is a structural coupled parameter that

Table 1
Definition of concepts used in this study.

Term Definition

Variable Quantity to be solved by the model.
Basic structure Set of equations obtained after applying the conservation law. At this level, the functions that represent the phenomena that take place

in the study object are not detailed mathematically.
Extended structure Set of equations allowing the specification of the parameters represented by mathematical functions. The extended structure results from

defining the mathematical equations of the parameters contained in the model basic structure. Some of these equations, called
assessment equations, are trivial, i.e., they imply only the assignment of a numerical value to a parameter.

Model structure Set of equations consisting in the union of the basic and extended structures.
Constitutive and assessment equations Equations inside the extended structure of the model acting as a mathematical specification of a parameter.
Structural parameter Parameter inside the basic structure of the model. The structural parameter represents either a quantity that varies in time or a scalar.
Functional parameter Parameter inside any constitutive or assessment equation. It is categorized as coupled parameter, no-coupled parameter or scalar

parameter. These parameters result from the extended structure, once the mathematical equations of the structural parameters are
specified.

Scalar functional parameter Parameter with numerical value (datum) independent of time. This type of parameter can be known a priori or determined by parameter
estimation.

Non-coupled functional parameter Parameter associated with a mathematical function that does not depend on any variable of the model.
Coupled functional parameter Parameter that depends on at least one variable of the model.
Parameter interpretability Given a model structure for a system, a parameter pi is interpretable if it has physical meaning in the real object. In a specific knowledge

context, the symbol of the interpretable parameter provides additional information or knowledge about the phenomena under
consideration compared to a simple numerical value. The interpretability of a parameter as a property depends on the model structure.
Also, the parameter position in the model structure helps to provide interpretability for the parameter being defined.

Contextualized interpretability Physical meaning of a parameter valid only in a specific mathematical model. The meaning is dependent on the considerations and
hypothesis used to deduce the mathematical model within a given context.

General interpretability Inherent physical meaning of the parameter within a model in a specific scientific domain, i.e., its interpretation is independent on
assumptions used to deduce the basic model structure.

Noninterpretability The parameter has no physical meaning within the model. Noninterpretable parameters must be then represented by a symbol without
an interpretable property in the knowledge domain of the process.
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depends on the variable x and two functional parameters: k1 and E. In
this case, both functional parameters have physical meaning and are
thus considered to be interpretable. While the enzyme concentration E
is a known numerical value imposed by the experimental protocol, k1 is
a rate constant that needs to be determined via parameter estimation.

Following the case when ⋅r ( ) is specified by the first-order kinetic
rate as in (2)), we analyse parameter interpretability (the analysis also
applies to other candidate kinetic functions, bearing in mind that the
Michaelis-Menten equation is derived from a biological hypothesis on
the enzyme action and thus its parameters have a stronger level of in-
terpretability than those of the kinetic of order n). By analyzing dif-
ferent experimental conditions, it was found that the hydrolysis rate of
β-casein was dependent on the initial protein concentration x0 [36].
That is, the kinetic rate was slower at higher initial protein con-
centrations. To account for the dependency of the kinetic rate on the
initial β-casein concentration, the authors performed a regression ana-
lysis with the estimated parameter values obtained for each experi-
mental condition. After regression, the parameter k1 was further ex-
pressed as a power function of the initial β-casein concentration

=k c
x m1

1

0
1 (9)

Equation (9) is referred to as a constitutive equation, defined by
two new functional parameters: c1 and m1. These scalar parameters
are numerical values identified by regression analysis. Table 2 shows a
classification of the components of the β-casein model according to the
conceptual framework presented in Table 1 and considering that ⋅r ( ) is
defined by the first-order kinetic rate in Equation (2). It is important to
note that for the other kinetics options (Equations (3) - (5)) this clas-
sification is also applicable. That is, the basic structure or zero speci-
fication level is preserved, but the extended structure changes ac-
cording to the chosen kinetic constitutive equation. The extended
structure begins with the first specification level while the basic
structure is the zero specification level and is the only one with inherent
interpretability in a PBSM. In Table 2, the interpretability is provided as
a qualitative categorical characteristic for the individual parameters.
However, the whole interpretability of the model cannot be determined
yet using the current conceptual framework.

With respect to the parameter interpretability of this simple
model, it can be said that the structural parameter ⋅r ( ) has general
interpretability because in the specific scientific domain of chemical
and process engineering, the symbol ⋅r ( ) denotes a reaction rate. The
reaction rate determines the dynamics at which reactants are converted
into products, i.e., it is the number of moles of substance reacting per
time unit within the reaction. The functional parameter k1 has con-
textualized interpretability and refers to the kinetic rate constant
derived from the assumption that the hydrolysis rate follows a first-
order kinetics. The functional parameter E has also contextualized
interpretability representing the concentration of the enzyme.

Contextualized means that these symbols, k1 and E, in other contexts
can be used for representing other physical properties of the process.

When k1 is further defined by the constitutive equation (9) with the
scalar functional parameters c1 and m1, they are not interpretable,
since c1 and m1 are empirical parameters without physical meaning.
However, the parameter k1 is still interpretable in spite of being ex-
pressed as a function of noninterpretable parameters. The interpret-
ability of a parameter is not dependent on the constitutive equation that
defines it in a lower specification level.

In this example, we can appreciate the peculiarity of the basic
structure of a model and the dependency on the modeler's choices to
define the extended structure. One basic structure can lead to multiple
extended structures. This extended structure results from the mathe-
matical specification of the structural parameters. Additionally, this
example highlights how the parameter interpretability of the model can
be affected when the specification levels appear, that is when the
structural and functional parameters must be defined through further
parametrization. A graphical explanation of the concepts applied in the
example is shown in Fig. 1.

4. Links between parameter interpretability and identifiability

In this section, we discuss possible relations between the concepts of
interpretability and identifiability.

4.1. Brief recall on parameter identifiability

Identifiability is a structural property of the model that refers to the
ability to find a unique best value of the model parameters from
available measurements [37,38]. Under the assumption that the model
perfectly represents the system, model identifiability is tested in the
hypothetical scenario set by continuous noise-free data and experi-
mental conditions that provide a sufficient excitation of the model re-
sponse. The structural identifiability is independent of real experi-
mental data. Identifiability is a necessary condition for the parameter
identification problem to be well posed. Identifiability testing is of great
relevance for models where the parameters are biologically meaningful
(as is the case for PBSMs) and we may wish to identify them uniquely
[39]. Identifiability testing can be helpful to provide guidelines for how
to deal with non-identifiability, either providing hints on how to sim-
plify the model structure or indicating when more information (mea-
sured data) is needed for the specific experiment [21].

Let us consider M p( ) a fixed model structure with a set of para-
meters p describing the input-output behavior of the system under
study. The structural identifiability of the parameter pi is determined
from the following equality

= ⇒ =p pM p M p( ) ( ) i i
* * (10)

If the equality (10) holds for a unique value of the parameter pi, the
parameter is structurally globally identifiable. If there are a finite
number of values for pi that hold the equality (10), the parameter is
structurally locally identifiable. If infinite solutions exist for pi, the
parameter is nonidentifiable. A model is structurally globally (or lo-
cally) identifiable if all its parameters are structurally globally (or lo-
cally) identifiable. A model is non-identifiable if at least one of its
parameters is non-identifiable. Different methods have been proposed
to test identifiability of linear and nonlinear models. The interested
reader is referred to dedicated literature [37,40,41]. To facilitate
identifiability testing, software tools such as DAISY (Differential Al-
gebra for Identifiability of SYstems) [21] and GenSSI have been de-
veloped [22]. DAISY is implemented in the symbolic language REDUCE
and GenSSI is implemented in Matlab. Both of them are freely available.
We made use of both toolboxes for our analysis.

Table 2
Classification of the β-casein model components when using the first-order ki-
netic rate to represent β-casein hydrolysis.

Symbol Type Equation Interpretability

Basic structure and basic specification or zero specification level
x Variable = − ⋅r ( )dx

dt
Non requireda

r Structural parameter ⋅ =r k Ex( ) 1 General
1st specification level
k1 Non-coupled functional parameter =k c

x m1
1

0
1

Contextualized

E Scalar functional parameter =E known Contextualized
2nd specification level
c1 Scalar functional parameter =c known1 Noninterpretable
m1 Scalar functional parameter =m known1 Noninterpretable
x0 Scalar functional parameter =x known0 General

a Any model variable has inherent interpretability.
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4.2. Interpretability vs. identifiability

In our conceptual framework, interpretability is defined as the
ability to find the physical meaning of a parameter when the model
structure (basic plus extended) and some knowledge of the real process
are given. Interpretability is the property of the model parameters, in-
herited from the model structure, assigning a physical meaning to a
parameter within the context where the model is constructed. When the
parameter has a physical meaning, it is possible to find from available
knowledge a span of numerical values to make its identification easier.

The main role of parameter interpretability for parameter identifi-
cation is to narrow the search space/domain of the cost function where
the identification procedure operates, constraining the values of fea-
sible parameters to match with the existing body of knowledge. On the
other hand, structural identifiability is considered a theoretical prop-
erty. In practice, however, model structure misspecification and noise
data can affect the identifiability of the parameters of the model [21]
and therefore an accurate identification of the model parameters is not
guaranteed. Practical identifiability is then subjected to the quality of

available data. Interpretability can be of help in parameter identifica-
tion [42] by adding prior knowledge that can be used to constraint
parameter estimation. For instance, if a parameter is interpretable, it is
possible to know the threshold at which it should be placed. Also, the
threshold could be restricted to improve practical identification. A
parameter can be non-identifiable, but if it is interpretable, then prior
information can be used to facilitate its practical identifiability.

Identifiability and interpretability are relevant properties of PBSMs
constructed to gain mechanistic insight of the system under study. A
PBSM has a basic structure that is universal and interpretable, that is,
all its structural parameters are interpretable. However, it is often ne-
cessary to specify the structural parameters in the extended structure,
though maintaining the interpretability of a model become more
challenging.

Identifiability analysis applies only to scalar parameters (see the
definition of scalar parameters in Table 1). In the β-casein model, the
structural parameter ⋅r ( ) is a time variant quantity and thus identifia-
bility testing is not relevant. The quantity ⋅r ( ) is interpretable and we
might wonder if it is possible to estimate it from the available mea-
surements (x). The reconstruction of ⋅r ( ) belongs to another subject,
namely observability, which is not detailed here.

A structural identifiability analysis was performed for the β-casein
model by using both the DAISY software tool [21] and GenSSI-Matlab
[22], to evaluate how the identifiability properties of the model change
with respect to the level of specification or granularity and the candi-
date constitutive equations. Table 3 summarizes the identifiability and
Interpretability analysis. It can be noted that the basic structure of the
model is interpretable but its identifiability cannot be tested because

⋅r ( ) is not scalar. However, its identifiability analysis is later applied
and is affected when the structural parameter ⋅r ( ) is defined by different
kinetics. When ⋅r ( ) is replaced by the first-order kinetic, the model is
still identifiable. But, when k1 is further defined by a mathematical
expression dependent on the initial concentration of the protein (lo-
cated in the second specification level), its identifiability is modified. In
the same way, for the second form of competitive inhibition kinetics,
where functional parameters b1 and b2 are not replaced, the model is
globally identifiable, but once b1 and b2 are defined and replaced at the
next level of specification, the identifiability of the model is affected.
Parameters k1, kn, kc, Km, and Ki are interpretable from Michaelis-
Menten kinetics, but parameters b1 and b2 are not interpretable. When
the mathematical expression of Michaelis-Menten is changed for the
expression with parameters b1 and b2 to make its identification easier,
interpretability is affected.

Fig. 1. Concepts applied in a simple model of β-casein hydrolysis by a Lactococcus lactis bacterium.

Table 3
A comparison between identifiability and interpretability analysis in β-casein
model.

Mathematical expression Unknown
parameters

Identifiability Interpretability

Basic structure and basic specification or zero specification level

= −rdx
dt

r Identifiability does
not apply at this
level

General

Extended structure - 1st specification level
=r k Ex1 k1 Globally

identifiable a
Contextualized

=r k Exn n kn,n Locally identifiable
b

Contextualized

=
+

r k Ec
x

Km x
kc , Km Globally

identifiable
Contextualized

=
⎜ ⎟
⎛
⎝

+ ⎞
⎠

+
r k Ec

x

Km
I

Ki
x1

kcKm, Ki Nonidentifiable Contextualized

=
−

r b E x
b x1

2
b1, b2 Globally

identifiable
Nointerpretable

2nd specification level

=k c
x m1

1

0
1

c1, m1 Locally identifiable Nointerpretable

a Global analysis is performed by using DAISY [21].
b Local analysis is performed by using GenSSI [22].
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We deduce that a PBSM can have an extended structure to identify
its parameters and an extended structure to interpret the model para-
meters. In the case of the −β casein model, two extended structures of
the model can be considered depending on the goal: if the goal is to
perform parameter identification, the mathematical expression con-
taining parameters b1 and b2 is more convenient. On the other hand, if
the goal is to exploit the descriptive ability of the model, the mathe-
matical expression with interpretable parameters is then selected. Note
that to perform an identifiability analysis of the whole model, all
parameters must be replaced by the mathematical expression defining
them, whilst interpretability analysis does not require replacing the
constitutive equations in the upper specification levels.

4.3. How useful are interpretability and identifiability for constructing
PBSMs?

To elaborate further on the usefulness of integrating parameter in-
terpretability at different levels of granularity when dealing with phe-
nomenological modeling of biological systems, we will analyse the two
following examples.

1. Let us recall that the Michaelis-Menten kinetics is derived from the
following reaction scheme

+ → +←
→E S ES

k
E P

k 3

k2

1

(11)

where E, S, ES, and P are the concentrations of enzyme, substrate, an
enzyme-substrate complex, and product, respectively. The parameters
k1 and k2 are the forward and reverse reaction rates of the reversible
reaction that form the complex ES. The parameter k3 is the reaction rate
constant of the product formation reaction. Under certain assumptions,
the rate of product formation v is given by

=
+

v v S
K Smax

s (12)

with the parameters vmax and Ks the maximum rate constant and the
substrate affinity constant, respectively. It should be noted that
Equation (12) is an aggregated representation of Equation (11). While
in the two equations, the parameters are interpretable, Equation (12)
has less number of parameters. Based on our identifiability studies [?],
our educated guess is that the practical identifiability of Equation (12)
is superior than that of Equation (11). Accordingly, Equation (12) offers
a perfect compromise between parsimony and interpretability.

2. Let us now consider the following kinetic model [43] that in-
corporates thermodynamic principles on the mathematical re-
presentation of microbial growth rate μ

⎜ ⎟= ⎛
⎝

− + ⎞
⎠

μ μ E E
S v E

expmax
M dis

harv cat (13)

with S (mol/L) the energy-limiting substrate. The parameter μmax ( −h 1)
is the maximum specific growth rate constant. The parameters Edis (kJ/
mol) and EM (kJ/mol) are the dissipated exergy and stored exergy
during growth, respectively. Ecat (kJ/mol) is the catabolic exergy of one
molecule of energy-limiting substrate and vharv is the volume (L) at
which the microbe can harvest the chemical energy in the form of
substrate molecules. Equation (13) can be expressed as

= ⎛
⎝

− ⎞
⎠

μ μ K
S

expmax (14)

with K (mol/L) the affinity constant derived from

= +K E E
v E

M dis

harv cat (15)

As occurs with the Michaelis-Menten kinetics, Equation (14) has
better practical identifiability properties than Equation (13). We have

recently incorporated the kinetic Equation (14) into a dynamical
mathematical model describing the metabolism of methanogenic ar-
chaea [39]. We showed that the parameters of our resulting model are
identifiable. The model represented satisfactorily in vitro data of three
methanogens. If we would have been interested only on data fitting,
knowledge on the derivation of the parameter K and its interpretability
would have been unnecessary. However, our interest in our modeling
endeavour was to provide biological explanations about observed ki-
netic and energetic differences between the methanogens. By taking
into account the interpretability property of the model parameters, we
could provide a biological explanation of the factors responsible of
observed energetic differences among the three microbes.

5. Conclusion

Due to the lack of a formal definition of the interpretability concept
in the literature and the fact that this topic is just emerging, we propose
a conceptual framework for parameter interpretability. We discussed
the links between parameter interpretability and identifiability. We il-
lustrated how interpretability and identifiability are instrumental
properties to take into consideration in the construction and exploita-
tion of PBSMs.

The concepts here described provide a useful framework for un-
dertaking the construction of models of biological/biomedical systems
where the physical meaning of the model structure is a desired prop-
erty. These concepts are of particular use for modeling systems that are
poorly studied and thus facilitate further exploitation of in silico simu-
lation. PBSMs offer great advantages for representing biological systems
as they allow the enhancement of model capabilities in a sequential
way, the integration of multiscale information into the same model, and
a guarantee of direct interpretability of model basic structure. In ad-
dition, endowing a parameter of a PBSM with interpretability is an
easier task than doing the same for empirical models.
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