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Exponential stability of density-velocity systems with boundary

conditions and source term for the H2 norm

Amaury Hayat∗and Peipei Shang†

Abstract

In this paper, we address the problem of the exponential stability of density-velocity systems with
boundary conditions. Density-velocity systems are typical hyperbolic systems that are omnipresent in
physics as they encompass all systems that consist in a flux conservation and a momentum equation.
In this paper we show that any such system can be stabilized exponentially quickly in the H2 norm
using simple local boundary feedbacks, provided a condition on the source term is valid. This condition
holds for most physical systems, even when the source term is not dissipative. Besides, the feedback laws
obtained only depend on the target values at the boundaries, which implies that they do not depend on
the expression of the source term or the force applied on the system. This makes them both very easy
to implement in practice and robust to model errors. For instance, for a river modeled by Saint-Venant
equations this means that the feedback law does not require any information on the friction model, the
slope or the shape of the channel considered. This feat is obtained by showing the existence of a basic H2

Lyapunov function. We apply it to several systems: the general Saint-Venant equations, the isentropic
Euler equations, the motion of water in rigid-pipe, the osmosis phenomenon, the traffic flow, etc.

Abstract

Dans cet article on s’intéresse à la stabilité des systèmes densité-vélocité sur un domaine borné.
Les systèmes densité-velocité sont des systèmes d’équations aux dérivées partielles hyperboliques om-
niprésents en physique puisqu’ils regroupent tous les systèmes constitués d’une équation de continuité et
d’un bilan des forces. Dans cet article, on montre que ces systèmes peuvent être stabilisé exponentielle-
ment rapidement en norme H2 à l’aide de contrôles aux bords simples, sous réserve d’une condition sur
le terme source qui est vérifiée pour la majorité des systèmes physiques, même quand le terme source
n’est pas dissipatif. Par ailleurs, les lois de rétroaction obtenues ne dépendent que des valeurs visées aux
bords ce qui signifie qu’elles ne dépendent ni du terme source ni des forces appliquées sur le système.
Cela les rend à la fois simples à implémenter et robustes aux erreurs de modèle. Par exemple, pour un
fleuve modélisé par les équations de Saint-Venant, la loi de rétroaction ne nécessite aucune information
sur le modèle de frottement ou la forme du canal. Cette prouesse tient à l’existence d’une fonction de
Lyapunov basique pour la norme H2. Nous l’appliquons à plusieurs systèmes : les équations de Saint-
Venant générales, les équations d’Euler isentropiques, le mouvement de l’eau dans un conduit rigide, le
phénomène d’osmose, le trafic routier, etc.

1 Introduction

Density-velocity systems are important 2× 2 hyperbolic systems as they represent the physical phenomena
where the flux is conserved, while the energy can be either increased or decreased. In physics they are found
in fluid mechanics, electromagnetism, etc. The problem of stabilization of 2×2 hyperbolic systems was stud-
ied in the literature for a long time. To our knowledge, the first result was obtained by Greenberg and Li
in [22], where the stabilization of quasilinear wave equations was discussed in the framework of C1 solutions
using the characteristic method. This result is then generalized by Qin [44] to n× n homogeneous systems.
Later on, Coron et al. [10] introduced Lyapunov approach to analyze the asymptotic behavior of linear
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hyperbolic systems in the L2 norm, and then generalized for nonlinear hyperbolic systems in the framework
of C1 and H2 solutions [8, 9, 11]. Both of these two methods guarantee the exponential stability of the
nonlinear homogeneous hyperbolic systems when the boundary conditions satisfy an appropriate sufficient
dissipativity property. Such boundary conditions are the so-called static boundary feedback control and lead
to feedbacks that only depend on the measures at the boundaries. Different from the stabilization of the
hyperbolic systems without source terms [8, 9, 10, 11, 22], the increase or decrease of the energy leads to
nonuniform steady-states with sometimes large variations in space. In this paper, we address the exponential
stability of such nonlinear systems for the H2 norm, although the result is also true for the Hp norm for any
p ≥ 2. Mentioning the norm is not superfluous as, for nonlinear systems, the stability for different norms
are not equivalent [13]. In particular it has been shown in [2] that the basic quadratic Lyapunov functions
fail to ensure the stabilization in the L2 norm for nonlinear hyperbolic systems systems and that one has to
study the H2 norm instead. Other attempt of basic Lyapunov functions have been constructed to ensure
the stability of hyperbolic systems in the C1 norm, for instance [8, 34, 35].

Physical density-velocity systems often have well-known conservative or dissipative energy or entropy func-
tions when no source term occurs [15]. These dissipative energy or entropy functions are quite useful for
the analysis of such system and enable to obtain stability results (see for instance [5, 10, 12] for the use of
entropy as control Lyapunov function for Saint-Venant equations and [5] for the Euler equations). When
source terms appear, however, no such function is usually known, especially when the source term is not
dissipative. In the previous contribution [5], the authors also studied the stabilization of hyperbolic density-
velocity equations, but with dissipative source terms only depending on the unknown functions. This is
the case for Saint-Venant equations with no slope and with a constant friction, or for the isentropic Euler
equations when the gas pressure is simply assumed to be a power function of the gas density and the friction
proportional to the square of the gas velocity. However, the source terms may also depend on the space
variable in practice and may not be dissipative. This is the case for example for the Saint-Venant equations
with both slope and arbitrary friction, or Euler equations with arbitrary friction and slope, and general gas
pressure, which are more realistic.

For general density-velocity systems, we find that for any H2 steady-state, there always exists a basic
quadratic Lyapunov function for the H2 norm that guarantees the exponential stability of the steady-states
for the H2 norm provided suitable boundary conditions and a reasonable physical condition on the source
term. Our result in this paper is quite generic and can be widely used in applications, we illustrate it by
applying it to several physical systems: the general nonlinear Saint-Venant equations, the general isentropic
Euler equations, the motion of water in a rigid pipe, a flow model under osmosis phenomenon and a traffic
model.

Moreover, our method has many advantages when applying it in the real world. For example, to stabilize the
Saint-Venant equations, we require only some information on the section and the velocities at the boundaries.
No information is required on the internal section profile, on the slope, or even on the friction. This is very
convenient in practice, as this feedback law can be applied without a clear information of the inner state of
the channel (bathymetry, material, profile, etc.) since there may be no way to know properly the precise
shape or material of the channel. Besides, while many friction models exist (see e.g. [7, Section 4.5]), it also
ends the debate about which friction model to use in this context as this feedback law works for any of them,
without having to know it.

Another contribution of this paper is that we also study the stabilization of general density-velocity systems
with a single boundary control. This corresponds for instance to the regulation of navigable rivers, where
one usually applies only one boundary control at the downstream of the channel. We remark here that, in
general, it is not obvious at all that a system can be stabilized using less boundary controls. Indeed, when
one boundary condition is fixed, there exist examples where one cannot stabilize the system using static
feedback controls at the other boundaries. See [3, Proposition 5.12], or [24] for a concrete example. When
studying an inhomogeneous system with less controls (so-called underactuated system), the backstepping
method introduced by Krstic et al. in [40] is a powerful tool. Initially developed for parabolic equations [46],
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this method has been applied to first-order linear hyperbolic equations in [39], then to general bidirectional
linear systems in [38]. For the nonlinear case, one can refer to [14], where the authors designed a full-state
feedback control actuated on only one boundary and achieved exponential stability for the closed-loop 2× 2
quasilinear hyperbolic systems in H2 norm. However, when using this method, one requires a full-state
feedback control rather than a local static boundary feedback control. In some cases, it is possible to design
an observer to tackle this issue [17, 18, 48] and to avoid measuring the whole state. Another issue that
sometimes occurs with the backstepping method is the delay-robustness of the control law, see for instance
[1] where this problem is studied. The advantage in our work is that using a Lyapunov approach enables us
to derive very simple static and even local control laws and we only need to measure the value of the state at
one boundary. This means that most of the state can be unknown. Compared to the backstepping method,
we also only need to know the value of the steady-state targeted at one boundary, and the rest of its profile
can remain unknown.

The optimality issue is also addressed in this paper: while we do not look at the optimality of the boundary
control with respect to the decay rate (see Remark 3.1 for more details), we aim at giving the largest possible
range of feedback laws such that there exists a basic quadratic Lyapunov function to stabilize the system.
For single boundary control case, i.e. one boundary condition is fixed, we show in Theorem 2.6 that the
dissipative condition on the boundary we imposed is optimal in the sense that one can not give strictly less
restrictive boundary condition to guarantee the existence of basic quadratic Lyapunov function. For two
boundary controls case, the situation is more complicated, as it has more freedom to control the system.
However, we can still present some optimality results on several aspects (see Theorems 2.2–2.4).
The organization of the paper is as follows. In Section 2, we present the main results: the exponential
stabilization of general density-velocity systems with two boundary controls (Theorem 2.1), and with a
single boundary control (Theorem 2.5). Then, Theorems 2.2–2.4 and Theorem 2.6 show the optimality of
these two theorems. At the end of this section, we apply these results to several physical models. In Section
3, we give the proof of Theorem 2.1 by showing the existence of a basic quadratic Lyapunov function for
the H2 norm. Theorem 2.5 is deduced as a special case of Theorem 2.1. The proof of Theorems 2.2–2.4 and
Theorem 2.6 are presented in Section 4. Finally, some detailed computations are provided in the appendices.

2 Model considered and main results

A nonlinear hyperbolic density-velocity system is composed of a mass conservation law and a balance of
momentum [5] and is thus given by

∂tH + ∂x(HV ) = 0, (2.1)

∂tV + V ∂xV + ∂x(P (H,x)) + S(H,V, x) = 0, (2.2)

where t ∈ [0,+∞), x ∈ [0, L] with L > 0 any arbitrary constant. In many applications, H denotes the density
and V is the velocity. HV is the flow density and S(H,V, x) is a source term resulting of non-conservative
forces acting on the system, such as slope or friction. The first equation expresses the flux conservation
and is often known as continuity equation, while the second equation is usually referred as dynamical or
momentum equation. In this second equation, V ∂xV represents the variation of the kinetic energy, while
∂x(P (H,x)) represents the variation of the potential energy and corresponds to a conservative force (e.g.
pressure, gravitation, etc.). As we are interested in physical systems, we assume in the whole paper that
S ∈ C2((0,+∞)2 × [0, L];R), P ∈ C2((0,+∞)× [0, L];R) and here and hereafter, we also assume that

H > 0, V ≥ 0, ∂HP (H,x) > 0. (2.3)

However in this paper we also extend the results to the situations where the flow is not uniquely determined
(this could happen for instance in horizontal pipes or channels). The steady-states (H∗, V ∗) of (2.1)–(2.2)
are the solutions of

(H∗V ∗)x = 0,

V ∗V ∗x = −S(H∗, V ∗, x)− ∂x(P (H∗, x))
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and thus solutions of

H∗V ∗ = Q∗, (2.4)

V ∗x = V ∗
S(H∗, V ∗, ·) + ∂xP (H∗, ·)
∂HP (H∗, ·)H∗ − V ∗2

, (2.5)

where Q∗ ≥ 0 is any given constant set point. For each initial condition (H∗(0), V ∗(0)) ∈ (0,+∞)× [0,+∞)
satisfying ∂HP (H∗(0), 0)H∗(0)−V ∗(0)2 > 0, there exists a unique maximal solution to (2.4)–(2.5), and this
maximal solution exists as soon as the condition ∂HP (H∗, ·)H∗ > V ∗2 is satisfied.
Of course this would also be true with ∂HP (H∗(0), 0)H∗(0) − V ∗(0)2 < 0, note in this case that the
propagation velocities of the system (2.1)–(2.2) would have the same sign. We assume in the following that
the propagation velocities of this system have opposite signs, which, from (2.1)–(2.2), means that

∂HP (H∗, ·)H∗ > V ∗2. (2.6)

This assumption is usually known as subcritical regime or subsonic flows (see [26, 27] for instance). This
holds for example in the case of the Saint-Venant equations when the Froude number is strictly less than
1, or in a congested regime in traffic flows. In this case the system needs to have a prescribed boundary
condition at x = 0 and a boundary condition at x = L to be well-posed. When, on the contrary, the regime
is supercritical and the propagation velocities have the same sign, the situation is different: two boundary
conditions have to be prescribed at x = 0 and none at x = L to guarantee the well-posedness (see [28]). As
hyperbolic systems with propagation velocities of the same sign can always be stabilized by the means of
proportional boundary feedback (see e.g. [35]), we do not consider this situation here and focus on the more
challenging case of subcritical flows.

In the following, we give two strategies of boundary controls. As a first strategy, Theorem 2.1 relies on two
boundary controls, i.e. the number of controls are equal to the number of the unknown functions. While
in practice, one may control only one boundary. In the regulation of navigable rivers, for instance, one
usually applies only one control at the downstream of the channel. Theorem 2.5 is thus concerned with the
stabilization of general density-velocity systems with a single boundary control. Finally, Theorems 2.2–2.4
and Theorem 2.6 illustrate the sharpness of these two theorems.

2.1 Two boundary controls

We aim at stabilizing the steady-states of (2.1)–(2.2) with boundary feedback controls. We suppose that in
general, the boundary conditions have the following form

V (t, 0) = B1(H(t, 0)),

V (t, L) = B2(H(t, L)),
(2.7)

where the control function B = (B1,B2) : R2 → R2 is of class C2. As mentioned above, this kind of feedback
control is one of the most simple potential feedback law as one does not need to know the full-state. Moreover,
this control is local in the sense that one only needs to measure the value at the same end where the control
acts.
Taking Saint-Venant equations as an example, these kind of boundary conditions are usually imposed by
physical devices in engineering system (e.g. sluice gates, feeding valves, pumps, etc.). If the control actions
are provided by two underflow gates located at the left end x = 0 and the right end x = L of the reach. A
standard discharge relationship for underflow gates is as follows

H2(t, 0)V 2(t, 0) = u0(t)(Hup −H(t, 0)),

H2(t, L)V 2(t, L) = uL(t)(H(t, L)−Hdo),

where Hup and Hdo are the water levels outside the reach that are supposed to be constant and satisfy
the inequality Hup > Hdo, u0(t) and uL(t) represent the height of the aperture for underflow gates which
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correspond to our control actions. For more details of the applications, as for instance mobile spillways or
tunable hydraulic gates as in irrigation canals and navigable rivers, one can refer to [4].

For any given initial condition

H(0, x) = H0(x), V (0, x) = V0(x), x ∈ [0, L], (2.8)

with (H0, V0) ∈ H2((0, L);R2), we define the following first-order compatibility conditions (see [3])

V0(0) =B1(H0(0)),

V0(L) =B2(H0(L)),

(V0∂xV0 + ∂HP (H0, ·)∂xH0 + ∂xP (H0, ·) + S(H0, V0, ·)) (0) =B′1(H0(0))∂x(H0V0)(0),

(V0∂xV0 + ∂HP (H0, ·)∂xH0 + ∂xP (H0, ·) + S(H0, V0, ·)) (L) =B′2(H0(L))∂x(H0V0)(L).

(2.9)

We recall now the definition of the exponential stability for the H2 norm.

Definition 2.1. A steady-state (H∗, V ∗) of the system (2.1)–(2.2), (2.7) is exponentially stable for the H2

norm if there exist δ > 0, γ > 0 and C > 0 such that, for any (H0, V0) ∈ H2((0, L);R2) satisfying

‖H0 −H∗‖H2((0,L);R) + ‖V0 − V ∗‖H2((0,L);R) < δ (2.10)

and the compatibility conditions (2.9), and for any T > 0, the Cauchy problem (2.1)–(2.2), (2.7) and (2.8)
has a unique solution (H(t, ·), V (t, ·)) ∈ H2((0, L);R2) satisfying

‖H(t, ·)−H∗‖H2((0,L);R) + ‖V (t, ·)− V ∗‖H2((0,L);R)

≤Ce−γt
(
‖H0 −H∗‖H2((0,L);R) + ‖V0 − V ∗‖H2((0,L);R)

)
, ∀ t ∈ [0, T ). (2.11)

The special case of a steady-state with V ∗ = 0 is physically important as it covers the case where the flow
is bidirectional and the direction of the flow is not uniquely determined. Thus, we also include this special
case in what follows.
We have the following main result for two boundary controls.

Theorem 2.1. Let (H∗, V ∗) be a steady-state of the nonlinear hyperbolic density-velocity system (2.1)–(2.2),
(2.7) satisfying

∂V S(H∗, V ∗, ·)− V ∗ ∂HS(H∗, V ∗, ·)
∂HP (H∗, ·)

≥ 0, ∀x ∈ [0, L]. (2.12)

If the boundary conditions satisfy:

B′1(H∗(0)) ∈
[
−∂HP (H∗(0), 0)

V ∗(0)
,−V

∗(0)

H∗(0)

]
, (2.13)

B′2(H∗(L)) ∈ R \
[
−∂HP (H∗(L), L)

V ∗(L)
,−V

∗(L)

H∗(L)

]
(2.14)

if V ∗ 6≡ 0 and

B′1(H∗(0)) ≤ 0, (2.15)

B′2(H∗(L)) > 0 (2.16)

if V ∗ ≡ 0. Then the steady-state (H∗, V ∗) is exponentially stable for the H2 norm.

Theorem 2.1 is proved in Section 3.

Remark 2.1. The remarkable feature of this result is that it holds for any length L > 0, while this is
impossible in general for 2× 2 systems [2, 4, 24].
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Remark 2.2. Conditions (2.13)–(2.14) can also be alternatively given as

B′1(H∗(0)) ∈
(
−∂HP (H∗(0), 0)

V ∗(0)
,−V

∗(0)

H∗(0)

)
,

B′2(H∗(L)) ∈ R \
(
−∂HP (H∗(L), L)

V ∗(L)
,−V

∗(L)

H∗(L)

) if V ∗ 6≡ 0, (2.17)

while (2.15)–(2.16) can be alternatively given as

B′1(H∗(0)) < 0, B′2(H∗(L)) ≥ 0 if V ∗ ≡ 0. (2.18)

The proof of this remark is given in Appendix C.

Remark 2.3. As announced in the introduction, Theorem 2.1 is proved by showing the existence of a basic
quadratic Lyapunov function for the H2 norm (or basic H2 Lyapunov function). The definition of the basic
H2 Lyapunov function can be found in [2] for linear systems and in [35] for quasilinear systems. In particular,
for solutions of the system (2.1)–(2.2), the basic H2 Lyapunov functions are the Lyapunov functions that
can be written as

V (H,V ) =

∫ L

0

q1(x)(H −H∗)2 + q2(x)(H −H∗)(V − V ∗) + q3(x)(V − V ∗)2dx

+

∫ L

0

q1(x)(∂tH)2 + q2(x)∂tH∂tV + q3(x)(∂tV )2dx

+

∫ L

0

q1(x)(∂2tH)2 + q2(x)∂2tH∂
2
t V + q3(x)(∂2t V )2dx.

(2.19)

Remark 2.4. One could wonder how optimal Conditions (2.12)–(2.16) are. We start by showing in Theorem
2.2 that (2.13)–(2.16) are in fact optimal in several aspects, regardless of Condition (2.12). Concerning
Condition (2.12), the question of its physical signification is still open, although one could note that Condition
(2.12) holds naturally for most physical systems studied in the literature (e.g. Saint-Venant equations,
isentropic Euler equations, traffic flows, etc.), as illustrated in the physical examples at the end of this
section (see Subsection 2.3). In fact, it holds for any source that consists of friction, slope, electric field or
external force. Indeed, slope, electric fields and external forces do not depend on H or V and therefore (2.12)
holds directly. Besides, whatever the model chosen, friction forces in S are non-decreasing with V and are
non-increasing with H (this last feature comes from the fact that the friction increases at most linearly with
the volume and S is a volumic force), which implies also directly (2.12). In particular, it is important to
note that Condition (2.12) also holds even when the source term is not dissipative, as S could be negative.

Concerning the sharpness of the conditions in two boundary controls case, we can show the following theo-
rems. On one hand, one has

Theorem 2.2 (Optimality of Conditions (2.13)–(2.16)). If there exists a basic quadratic Lyapunov function
for the H2 norm, then either

B′1(H∗(0)) ∈
[
−∂HP (H∗(0), 0)

V ∗(0)
,−V

∗(0)

H∗(0)

]
,

or B′2(H∗(L)) ∈ R \
[
−∂HP (H∗(L), L)

V ∗(L)
,−V

∗(L)

H∗(L)

] if V ∗ 6≡ 0, (2.20)

and
B′1(H∗(0)) ≤ 0 or B′2(H∗(L)) > 0 if V ∗ ≡ 0. (2.21)
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On the other hand, Condition (2.14) (resp. (2.16)) on x = L is essentially optimal if one wants to have a
basic quadratic Lyapunov function for any length. To that end, assume now that (H∗, V ∗) is a steady-state
of (2.1)–(2.2), (2.7) that exists on [0, L] for any length L > 0. Looking at (2.4)–(2.5), this holds for instance
when S(H∗, V ∗, ·)+∂xP (H∗, ·)/(∂HP (H∗, ·)H∗−V ∗2) is bounded (we give an example later on in Subsection
2.3). We have

Theorem 2.3 (Optimality of Conditions (2.14) and (2.16)). For any ε > 0, there exists L > 0 such that, if
there exists a basic quadratic Lyapunov function for the H2 norm, then

B′2(H∗(L)) ∈ R \
[
ε− ∂HP (H∗(L), L)

V ∗(L)
,−ε− V ∗(L)

H∗(L)

]
if V ∗ 6≡ 0, (2.22)

B′2(H∗(L)) > −ε if V ∗ ≡ 0. (2.23)

This shows that in this case, the condition on x = L cannot be significantly improved if one wants a basic
quadratic Lyapunov function that exists for any length.

Remark 2.5. We also point out that in some applications, the steady-state may not exist on [0,+∞) (see
e.g. [29] for the Euler equations when the source term does not depend on the slope and [25] when constant
slope is considered). See also [27] for Saint-Venant equations in the case where the nonuniform steady state
may only exist on finite interval. In such cases, the optimality of the boundary condition on x = L is still
open.

Concerning Condition (2.13) (resp. (2.15)) on x = 0, it is not sharp in the sense that one might still be
able to find a basic Lyapunov function for any length if one imposes more restrictive condition on x = L
than (2.14). However, if one wants to keep the least restrictive Condition (2.14) (resp. (2.16)), then one also
needs (2.13) (resp. (2.15)) on x = 0 as shown in the following theorem.

Theorem 2.4 (Optimality of Condition (2.13) (resp. (2.15))). Let L > 0. If V ∗ 6≡ 0 (resp. V ∗ ≡ 0),
there exists B′2(H∗(L)) satisfying (2.14) (resp. (2.16)) such that, if there exists a basic quadratic Lyapunov
function for the H2 norm, then

B′1(H∗(0)) ∈
[
−∂HP (H∗(0), 0)

V ∗(0)
,−V

∗(0)

H∗(0)

]
(resp. B′1(H∗(0)) ≤ 0) . (2.24)

The proof of Theorems 2.2–2.4 are given in Section 4.

2.2 Single boundary control

Suppose now that we have only a single feedback control, the other boundary condition being imposed, for
instance by a constant but unknown upstream flow rate on which we cannot act. One notices that now the
boundary conditions are special cases of (2.7), which read as follows

H(t, 0)V (t, 0) = Q0,

V (t, L) = B2(H(t, L)),
(2.25)

where Q0 is the unknown constant inflow upstream. Using the same basic quadratic Lyapunov function for
the H2 norm we can still achieve the exponential stability which is a direct application of Theorem 2.1 by
noticing now that B1(H(t, 0)) = Q0/H(t, 0) and that the steady-state satisfies H∗(x)V ∗(x) = Q0. In the
special case of V ∗ = 0, the fixed boundary condition becomes H(t, 0)V (t, 0) = 0 which implies (when looking
locally around the steady-state) that V (t, 0) = V ∗(0) ≡ 0. Physically, it represents a close-end or a wall with
no possible penetration at one side. We have the following main result for single boundary control.
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Theorem 2.5. Let (H∗, V ∗) be a steady-state of the nonlinear hyperbolic density-velocity system (2.1)–(2.2),
(2.25) satisfying (2.12). If the boundary control satisfies:

B′2(H∗(L)) ∈ R \
[
−∂HP (H∗(L), L)

V ∗(L)
,−V

∗(L)

H∗(L)

]
if V ∗ 6≡ 0

and B′2(H∗(L)) > 0 if V ∗ ≡ 0,

(2.26)

then the steady-state (H∗, V ∗) is exponentially stable for the H2 norm.

Remark 2.6. Once again, the result holds for any length L > 0, while this is impossible in general for 2× 2
systems.

Remark 2.7. Note that Q0 is assumed to be constant otherwise no steady-state (H∗, V ∗) exists. However,
the stabilization of slowly-varying target-state when Q0 can vary, possibly a lot, but slowly would hold under
the same condition by adapting the control as in [36].

Remark 2.8. From Remark 2.2, one can deduce easily that Theorem 2.5 still holds if the control is located
on x = 0 instead, while the imposed flow is located on x = L, i.e.

V (t, 0) = B1(H(t, 0)),

H(t, L)V (t, L) = QL,
(2.27)

where QL is the unknown constant outflow downstream, thus, B2(H(t, L)) = QL/H(t, L), while B1 : R→ R
of class C2 is the control function. In this case, the condition on the control becomes

B′1(H∗(0)) ∈
(
−∂HP (H∗(0), 0)

V ∗(0)
,−V

∗(0)

H∗(0)

)
if V ∗ 6≡ 0

and B′1(H∗(0)) < 0 if V ∗ ≡ 0.

(2.28)

Regarding the optimality of Condition (2.26), we show in the following theorem that this condition is in fact
optimal regardless of Condition (2.12) in the sense that if one wants to obtain a basic H2 Lyapunov function
with static boundary feedback control, Condition (2.26) has to be satisfied.

Theorem 2.6 (Optimality of Condition (2.26)). If there exists a basic quadratic Lyapunov function for the
H2 norm for system (2.1)–(2.2), (2.25), then

B′2(H∗(L)) ∈ R \
[
−∂HP (H∗(L), L)

V ∗(L)
,−V

∗(L)

H∗(L)

]
if V ∗ 6≡ 0

and B′2(H∗(L)) > 0 if V ∗ ≡ 0.

(2.29)

The proof of Theorem 2.6 is shown in Section 4.

The abstract density-velocity system (2.1)–(2.2) covers many well-known systems in the literature where
Condition (2.12) holds automatically and we give now a few examples.

2.3 Examples

General Saint-Venant equations The Saint-Venant equations are the basis model for the regulation
of navigable rivers and irrigation networks in agriculture. The stabilization of the Saint-Venant equations
by means of local boundary feedbacks has been widely studied [5, 6, 10, 11, 21, 43]. Recently in [37], the
authors obtained the stabilization of the Saint-Venant equations with non-negligible friction and arbitrary
slope. However, this result is obtained under the assumption of a rectangular cross section with a constant
width and a known friction model. In the following, we show that our result applies to the most general 1D
Saint-Venant equations with arbitrary varying slope, section profile and friction model [16]:

∂tA+ ∂x(AV ) = 0, (2.30)

∂t(AV ) + ∂x(AV 2) + gA(∂xH − Sb(x) + Sf (A, V, x)) = 0, (2.31)
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where A is the cross-sectional area of the section, V is the velocity, AV is consequently the flux, H is the
height of the water, Sb is the slope, Sf is the friction and g is the gravity acceleration. Note that the friction
logically depends on H and V but can also depend on x for external reasons, for instance if the material
of the channel changes. We assume naturally that H is monotonic increasing with A, thus there exists a
function G strictly increasing with A such that H = G(A, x) and consequently (2.31) can be written as

∂tV + V ∂xV + g∂AG(A, x)∂xA+ g∂xG(A, x) + g(Sf (A, V, x)− Sb(x)) = 0. (2.32)

Thus, system (2.30)–(2.31) has the form (2.1)–(2.2) with P = gG(A, x) and S = g(Sf − Sb). Besides,
to be physically acceptable, the friction term has to be increasing with V and decreasing with A. Hence
∂V S = g∂V Sf > 0 and ∂AS = g∂ASf < 0, noticing that ∂AP = g∂AG(A, x) > 0, thus Condition (2.12) is
satisfied and we have the following theorem

Theorem 2.7. Any steady-state (A∗, V ∗) of the general Saint-Venant equations (2.30), (2.32) with boundary
conditions (2.7) with A instead of H, is exponentially stable for the H2 norm provided that

B′1(A∗(0)) ∈
[
−g∂AG(A∗(0), 0)

V ∗(0)
,−V

∗(0)

A∗(0)

]
,

B′2(A∗(L)) ∈ R \
[
−g∂AG(A∗(L), L)

V ∗(L)
,−V

∗(L)

A∗(L)

]
.

(2.33)

Remark 2.9. We recall here that we only consider subcritical steady-states, i.e. steady-states satisfying (2.6)
(which means that the system has two propagation velocities of opposite sign). The case of supercritical
steady-states where the system has two propagation velocities of the same sign is easier and can be found
for instance in [35].

Remark 2.10. One can note that if the influence of the slope is larger than that of the friction for the steady-
state considered, i.e. Sf (A∗, V ∗, x) < Sb(x), then this steady-state exists for any length L > 0, and Theorem
2.3 applies. This happens for instance when the channel is prismatic with a constant rectangular section,
the slope is constant and Sf (A, V, x) = kV 2/A with kV ∗2(0)/A∗(0) < Sb (see [35, Section 5]) or the example
of the Saint-Venant and is referred by hydraulic engineers as S1 curves. Finally, the above condition that
guarantees a steady-state existing for any length is not necessary in general. Note for instance that in some
situations subcritical constant stationary states where the influence of the slope is exactly equal to that of
the friction could exist [6, 27].

Remark 2.11. This example also covers the so-called Savage-Hutter equations for granular flows (see [45] or
[30] for instance).

Water motion in a rigid pipe The water motion in a rigid pipe is a common example for engineering
system, whose equations are given in [4] as follows

∂t

(
exp

(
gH
c2

))
+ ∂x

(
V exp

(
gH
c2

))
= 0,

∂tV + V ∂xV + ∂x(gH) + Sf (V, x) = 0,

(2.34)

where H is the piezometric head, V > 0 is the water velocity, c is the sound velocity in water, g is the gravity
acceleration, and Sf is the friction term. Denoting H = exp

(
gH/c2

)
, this system has the form of (2.1)–(2.2)

with P = c2 lnH. As previously, to be physically acceptable, the friction term Sf has to be non-decreasing
with V , thus (2.12) holds and Theorem 2.1 applies again.

The isentropic Euler equations The isentropic Euler equations are used to model the gas transportation
in pipelines. There are many literatures on the stabilization of the isentropic Euler equations [5, 19, 20, 23,
26, 29, 31]. But all those results are obtained without considering the pipeline slope and using the polytropic
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gas assumption or the isothermal assumption. The isentropic Euler equations with slope and friction have
exactly the form (2.1)–(2.2) as (see e.g. [4, Section 1.8.1] or [32])

∂t%+∂x(%V ) = 0,

∂tV+V ∂xV +
∂x(P(%))

%
+

1

2
θV |V |+ g sinα(x) = 0,

(2.35)

where % is the gas density, V is the velocity, α ∈ C2(R) is the slope of the pipe, g is the acceleration gravity,
P(%) is the pressure (increasing with %) with

√
P ′(%) > 0 being the sound speed in the gas, θ = λ/D with

λ > 0 is the friction coefficient and D > 0 the diameter of the pipe. In this case, P :=
∫ %
0
P ′(s)/s ds and

S = θV |V |/2 + g sinα. Thus, ∂%P (%) > 0, ∂%S = 0, ∂V S > 0 as long as V > 0, which implies that (2.12)
holds and that Theorem 2.1 applies. Note that this holds in particular in the case where the gas is polytropic,
i.e. P = a2%γ with γ > 1 (as in [5]), and in the case of the isothermal Euler equation, i.e. P = a2% (as in
[32]).

Flow under osmosis Osmosis is a spontaneous movement of solvant or solute through a semipermeable
membrane in a solute/solvant mix. This phenomenon is extremely important in chemistry and biology as it
is the main way by which water is transported out of cells in living organisms. Besides, biological membranes
allow much faster filtration than any artificial mechanical membrane, thus attempts have been recently made
to design active membranes that would mimic this behavior and a mechanical model for this phenomenon
can be found in [42].
Osmosis phenomenon through a membrane permeable to the solute but not to the solvant can be modeled
by a potential barrier which acts on the solute. This creates, from Newton’s law, a volume force on the fluid
−c(x)∂xU , where U is the profile of the potential barrier, compactly supported, c is the concentration and x
is the space variable [42]. In an inviscid fluid modeled by the isentropic Euler equations (2.35), this reduces
to adding an external compactly supported pressure term. Therefore, we still have ∂%P (%) > 0, ∂%S = 0,
∂V S > 0 as long as V > 0, and Theorem 2.1 applies. Note that any external potential acting on a fluid
modeled by the isentropic Euler equations would fit in our framework, osmosis is only an example.

A second order traffic flow model Traffic flows can be modelled at a macro-scale by hyperbolic balance
laws. In the last 20 years many so called second-order model were developed. An example can be found in
[41] where the model is derived with respect to a given speed v̄(%) and writes this way

∂t%+ ∂x(%v) = 0,

∂tv + v∂xv + %(∂%v̄(%))2∂x% =
v̄(%)− v

τ
,

(2.36)

where τ > 0 is the relaxation time, v̄ is strictly decreasing with % and f : % → %v̄(%) is a concave function
defined on [0, %max] with %c > 0 such that f(%c) = max%(f(%)) > 0 and f(%max) = 0. When v ∈ C1(R×[0, L])
and for any 0 < C < f(%c) there exists %∗ such that %∗v̄(%∗) = C and % > %c on [0, L]. Then one can check
that (%∗, v∗) with v∗ := v̄(%∗) is a steady-state of (2.36) in subcritical regime (called congested regime in the
literature of traffic models). Besides this system has exactly the form (2.1)–(2.2), with P =

∫ %
0
u(∂uv̄(u))2du,

and

S(%, v, x) =
v − v̄(%)

τ
.

Therefore

∂vS(%∗, v∗, x) =
1

τ
, ∂%S(%∗, v∗, x) = −∂%v̄(%∗)

τ
(2.37)

and

∂vS(%∗, v∗, x)− v∗ ∂%S(%∗, v∗, x)

∂%(P (%∗))
=
%∗∂%v̄(%∗) + v̄(ρ∗)

τ%∗∂%v̄(%∗)
. (2.38)
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As v̄ is decreasing with %, we have ∂%v̄(%∗) < 0. And as f is concave and % > %c, then ∂%f(%∗) < 0 which
implies that v̄(%∗) + %∗∂%v̄(%∗) ≤ 0 and therefore Condition (2.12) holds and Theorem 2.1 can be applied.
What is striking is that, in this case, Condition (2.12) corresponds exactly to the physical condition of
congested regime on the system [47].

3 Exponential stability of density-velocity hyperbolic systems

In this section we prove Theorem 2.1. Let (H∗, V ∗) be a steady-state of (2.1)–(2.2), (2.7). We start by
proving the exponential stability of the linearized system around this steady-state for the L2 norm to give
an idea of how the proof works and then, we show that the same type of Lyapunov function can be applied
to ensure the exponential stability of the nonlinear system for the H2 norm.

3.1 Exponential stability of the linearized system

Around the steady-state (H∗, V ∗), the linearized system of (2.1)–(2.2), (2.7) is given by:

∂th+ V ∗∂xh+H∗∂xv + V ∗x h+H∗xv = 0,

∂tv + V ∗∂xv + V ∗x v + ∂HP (H∗, x)∂xh+ ∂2HHP (H∗, x)H∗xh+ ∂2HxP (H∗, x)h

+ ∂HS(H∗, V ∗, x)h+ ∂V S(H∗, V ∗, x)v = 0.

(3.1)

and

v(t, 0) = c1h(t, 0),

v(t, L) = c2h(t, L),
(3.2)

where h = H −H∗ and v = V − V ∗ are the perturbations and

c1 = B′1(H∗(0)), c2 = B′2(H∗(L)). (3.3)

To simplify the notations, we denote from now on

SH∗ := ∂HS(H∗, V ∗, x), SV ∗ := ∂V S(H∗, V ∗, x),

SH∗ := ∂2HxP (H∗, x) + SH∗ .
(3.4)

Thus, the linearized system of (2.1)–(2.2), (2.7) around the steady-state (H∗, V ∗) given by (3.1) becomes(
h
v

)
t

+

(
V ∗ H∗

∂HP (H∗, x) V ∗

)(
h
v

)
x

+

(
V ∗x H∗x

SH∗ + ∂2HHP (H∗, x)H∗x SV ∗ + V ∗x

)(
h
v

)
=

(
0
0

)
. (3.5)

We recall that the steady-state 0 ∈ L2((0, L);R2) is said exponentially stable (for the L2 norm) if there exist
ν > 0 and C > 0 such that, for every (h0(x), v0(x)) ∈ L2((0, L);R2), the Cauchy problem (3.5) with initial
condition

h(0, x) = h0(x), v(0, x) = v0(x) (3.6)

is well-posed and its solution satisfies

‖(h(t, ·), v(t, ·))‖L2((0,L);R2) ≤ Ce−νt‖(h0, v0)‖L2((0,L);R2), ∀t ∈ [0,+∞). (3.7)

We prove the following proposition

Proposition 3.1. Let (H∗, V ∗) be any given steady-state of (2.1)–(2.2), (2.7) such that (2.12) holds, if the
boundary conditions satisfy:

c1 ∈
[
−∂HP (H∗(0), 0)

V ∗(0)
,−V

∗(0)

H∗(0)

]
,

c2 ∈ R \
[
−∂HP (H∗(L), L)

V ∗(L)
,−V

∗(L)

H∗(L)

] if V ∗ 6≡ 0 (3.8)
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and
c1 ≤ 0, c2 > 0 if V ∗ ≡ 0, (3.9)

then the null steady-state h = 0, v = 0 of the system (3.5) and (3.2) is exponentially stable for the L2 norm.

Proof. Observe that the matrix

(
V ∗ H∗

∂HP (H∗, ·) V ∗

)
can be diagonalized, therefore the system can be put

under the Riemann invariant form by the following change of variables

(
z1
z2

)
=

 √
∂HP (H∗,x)

H∗ 1

−
√

∂HP (H∗,x)
H∗ 1

(h
v

)
. (3.10)

Then (3.5) becomes (see Appendix A)

∂tz1 + λ1∂xz1 + γ1z1 + δ1z2 = 0,

∂tz2 − λ2∂xz2 + γ2z1 + δ2z2 = 0,
(3.11)

where

λ1 = V ∗ +
√
∂HP (H∗, x)H∗ > 0, λ2 =

√
∂HP (H∗, x)H∗ − V ∗ > 0 (3.12)

and

γ1 =
1

4

(
2SV ∗ + 2SH∗

√
H∗

∂HP (H∗, x)
+ 3λ2

H∗x
H∗
− λ1

∂2HxP (H∗, x)

∂HP (H∗, x)
+ λ2

∂2HHP (H∗, x)H∗x
∂HP (H∗, x)

)
,

γ2 =
1

4

(
2SV ∗ + 2SH∗

√
H∗

∂HP (H∗, x)
− λ1

H∗x
H∗
− λ2

∂2HxP (H∗, x)

∂HP (H∗, x)
+ λ1

∂2HHP (H∗, x)H∗x
∂HP (H∗, x)

)
,

δ1 =
1

4

(
2SV ∗ − 2SH∗

√
H∗

∂HP (H∗, x)
+ λ2

H∗x
H∗

+ λ1
∂2HxP (H∗, x)

∂HP (H∗, x)
− λ2

∂2HHP (H∗, x)H∗x
∂HP (H∗, x)

)
,

δ2 =
1

4

(
2SV ∗ − 2SH∗

√
H∗

∂HP (H∗, x)
− 3λ1

H∗x
H∗

+ λ2
∂2HxP (H∗, x)

∂HP (H∗, x)
− λ1

∂2HHP (H∗, x)H∗x
∂HP (H∗, x)

)
.

(3.13)

The boundary conditions (3.2) become

z1(t, 0) = k1z2(t, 0), z2(t, L) = k2z1(t, L) (3.14)

with

k1 =
c1 +

√
∂HP (H∗(0),0)

H∗(0)

c1 −
√

∂HP (H∗(0),0)
H∗(0)

, k2 =
c2 −

√
∂HP (H∗(L),L)

H∗(L)

c2 +
√

∂HP (H∗(L),L)
H∗(L)

. (3.15)

With these conditions, the Cauchy problem (3.11), (3.14) with any given initial condition z(0, x) =
(z10, z20) ∈ L2((0, L);R2) is well-posed (see [4, Appendix A]), which implies that the original system in
physical coordinates is also well-posed.
We define the function φ by

φ(x) = exp

(∫ x

0

γ1(s)

λ1(s)
+
δ2(s)

λ2(s)
ds

)
(3.16)

and we introduce the following lemma, that can also be found in [37] in the particular case of the Saint-
Venant equations with constant rectangular section and friction given by Sf = kV 2A−1 where k > 0 is a
constant friction coefficient.
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Lemma 3.1. Denote by

η :=
λ2
λ1
φ, (3.17)

then for any x ∈ [0, L],

η′(x) =
φδ1
λ1

+
γ2
λ2φ

η2. (3.18)

The proof of this lemma is given in Appendix B.
We introduce now the following Lyapunov function candidate for the L2 norm

V =

∫ L

0

(
f1(x)e

2
∫ x
0

γ1(s)

λ1(s)
ds
z21(t, x) + f2(x)e

−2
∫ x
0

δ2(s)

λ2(s)
ds
z22(t, x)

)
dx, (3.19)

where f1 and f2 are positive C1 functions to be chosen later on. From the positivity of f1 and f2, there exist
a1 and a2 positive constants such that

a2‖(z1, z2)‖L2((0,L);R2) ≤ V ≤ a1‖(z1, z2)‖L2((0,L);R2) (3.20)

which means that V is equivalent to the L2 norm of (z1, z2), thus is equivalent to the L2 norm of (h, v) from
the linear change of variables (3.10). Therefore, it suffices to show the exponential decay of V to obtain
the exponential stability of (3.5) and (3.2) for the L2 norm. Differentiating (3.19) with time along the
C1-solutions of (3.11) and (3.14), one has

dV
dt

=−
[
λ1f1e

2
∫ x
0

γ1(s)

λ1(s)
ds
z21 − λ2f2e

−2
∫ x
0

δ2(s)

λ2(s)
ds
z22

]L
0

−
∫ L

0

[
− (λ1f1)′e

2
∫ x
0

γ1(s)

λ1(s)
ds
z21 + (λ2f2)′e

−2
∫ x
0

δ2(s)

λ2(s)
ds
z22

+ 2(f1δ1e
2
∫ x
0

γ1(s)

λ1(s)
ds

+ f2γ2e
−2

∫ x
0

δ2(s)

λ2(s)
ds

)z1z2

]
dx.

(3.21)

Using the boundary conditions (3.14), we get

dV
dt

=−
(
λ1(L)f1(L)e

2
∫ L
0

γ1(s)

λ1(s)
ds − k22λ2(L)f2(L)e

−2
∫ L
0

δ2(s)

λ2(s)
ds

)
z21(t, L)

−
(
λ2(0)f2(0)− k21λ1(0)f1(0)

)
z22(t, 0)

−
∫ L

0

(
e
∫ x
0

γ1(s)

λ1(s)
ds
z1

e
−

∫ x
0

δ2(s)

λ2(s)
ds
z2

)T
Ĩ

(
e
∫ x
0

γ1(s)

λ1(s)
ds
z1

e
−

∫ x
0

δ2(s)

λ2(s)
ds
z2

)
dx,

(3.22)

where

Ĩ =

 −(λ1f1)′ f1δ1φ+
f2γ2
φ

f1δ1φ+
f2γ2
φ

(λ2f2)′

 . (3.23)

Therefore, it suffices using the definition of φ given in (3.16) to show that there exist f1 and f2, such that
the matrix Ĩ is positive definite and that

λ1(L)f1(L)φ2(L)− k22λ2(L)f2(L) > 0,

λ2(0)f2(0)− k21λ1(0)f1(0) > 0 (3.24)

to prove the exponential decay of V. Indeed, if Ĩ is positive definite, there exist a constant θ > 0 and a small
µ > 0 such that for any (z1, z2) ∈ L2((0, L);R2), one has

∫ L

0

(
e
∫ x
0

γ1(s)

λ1(s)
ds
z1

e
−

∫ x
0

δ2(s)

λ2(s)
ds
z2

)T
Ĩ

(
e
∫ x
0

γ1(s)

λ1(s)
ds
z1

e
−

∫ x
0

δ2(s)

λ2(s)
ds
z2

)
dx ≥ θ

∫ L

0

(
e
2
∫ x
0

γ1(s)

λ1(s)
ds
z21 + e

−2
∫ x
0

δ2(s)

λ2(s)
ds
z22 dx

)
≥ µV. (3.25)
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Before going any further, observe that under the assumption (2.12), from (3.13), (3.12) and noticing the
notations (3.4), one has

φδ1
λ1

+
γ2
λ2φ

(
λ2
λ1
φ

)2

=
φ

λ21
(λ1δ1 + λ2γ2)

=
φ

λ21

(
(λ1 + λ2)

2
SV ∗ +

(λ2 − λ1)

2
SH∗

√
H∗

∂HP (H∗, x)
+

(λ21 − λ22)

4

∂2HxP (H∗, x)

∂HP (H∗, x)

)

=
φ

λ21

(√
∂HP (H∗, x)H∗SV ∗ − V ∗

√
H∗

∂HP (H∗, x)
SH∗

)
≥ 0, (3.26)

which together with Lemma 3.1 implies that (3.17) is a solution to the differential equation

η′ =

∣∣∣∣ δ1λ1φ+
γ2
λ2φ

η2
∣∣∣∣ , η(0) =

λ2(0)

λ1(0)
(3.27)

on [0, L]. Thus, there exists ε1 > 0 such that for any ε ∈ [0, ε1), there exists a solution ηε on [0, L] to

η′ε =

∣∣∣∣ δ1λ1φ+
γ2
λ2φ

η2ε

∣∣∣∣+ ε, ηε(0) =
λ2(0)

λ1(0)
+ ε (3.28)

and such that we can define a map ε→ ηε which is C0 on [0, ε1) (see [33]). Let us define

f1 =
1

λ1ηε
and f2 =

ηε
λ2
, (3.29)

where ε ∈ (0, ε1) can be chosen later on. One has from (3.8) (resp. (3.9)) and (3.15) that

k21 ≤
(
λ2(0)

λ1(0)

)2

, k22 <

(
λ1(L)

λ2(L)

)2

. (3.30)

From the definition of f1 and f2 in (3.29) and noticing (3.28), one has

k21 <
λ2(0)f2(0)

λ1(0)f1(0)
. (3.31)

Moreover, noticing the definition of η in (3.17) and that ηε(x) > η(x),∀x ∈ [0, L]. From the continuity of
ε→ ηε, there exists 0 < ε2 < ε1 such that for all ε ∈ (0, ε2)

k22 <
λ1(L)f1(L)

λ2(L)f2(L)
φ2(L), (3.32)

which, together with (3.31) is exactly the same as condition (3.24). We choose such ε ∈ (0, ε2), and we are
left to prove that Ĩ defined by (3.23) is positive definite. We have from (3.23), (3.29) and (3.28) that

det(Ĩ) =− (λ1f1)′(λ2f2)′ −
(
f1δ1φ+

f2γ2
φ

)2

=
1

η2ε

(
(η′ε)

2 −
(
δ1
λ1
φ+

γ2
λ2φ

η2ε

)2
)
> 0.

(3.33)

Besides, from (3.28) and (3.29), one has −(λ1f1)′ > 0 and (λ2f2)′ > 0, hence Ĩ is positive definite. Thus,
there exists µ1 > 0 sufficiently small such that

dV
dt
≤ −µV (3.34)
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along the C1-solutions of the system (3.11) and (3.14) for any µ ∈ (0, µ1). Using Gronwall’s inequality, one
obtains

V(t) ≤ e−µtV(0).

Since the C1-solutions are dense in the set of L2-solutions and the decay rate µ does not depend on the
derivatives, inequality (3.34) also holds in the sense of distributions for the L2-solutions (see [4, Section 2.1])
for the details). Thus, the exponential stability of (3.5) and (3.2) in the L2 norm is also guaranteed thanks
to the linear change of variables (3.10). This ends the proof of Proposition 3.1.

Remark 3.1. Note that here µ exists but can be arbitrarily small, and therefore does not guarantee a minimal
exponential decay rate. This, however, is unavoidable as long as we try to find the largest possible range of
stability on the boundary conditions using boundary feedback controls, since at the border of this stability
domain, the decay rate is expected to tend to 0.

3.2 Exponential stability of the nonlinear system

For the exponential stability of nonlinear system, the proof will be similar to the linearized case. For a given
steady-state (H∗, V ∗) defined on [0, L], we can still define h = H −H∗ and v = V − V ∗ as previously and
(z1, z2) using the same change of variables (3.10). Then, for (z1, z2) small enough, the system (2.1)–(2.2),
(2.7) is equivalent to

zt +A(z, x)zx +M(z, x)z = 0, (3.35)

where

A(0, x) =

(
λ1(x) 0

0 −λ2(x)

)
, M(0, x) =

(
γ1(x) δ1(x)
γ2(x) δ2(x)

)
, (3.36)

and

z1(t, 0) =m1(z2(t, 0)),

z2(t, L) =m2(z1(t, L)),
(3.37)

with
m1(0) = m2(0) = 0, m′1(0) = k1, m′2(0) = k2, (3.38)

here, k1 and k2 are defined as (3.15). In (3.37), m1 and m2 are found by the implicit function theorem
around 0, for z1 and z2 small enough (see [37, A.2] for more details in a similar case). Noticing that the
exponential stability of the steady-state (H∗, V ∗) of system (2.1)–(2.2), (2.7) is therefore equivalent to the
exponential stability of the null steady-state (z1 = 0, z2 = 0) of system (3.35)–(3.38), we use the following
theorem, which is a direct application of [4, Theorem 6.10].

Theorem 3.2. If there exist C1 functions g1(x) > 0 and g2(x) > 0 such that, with Q = diag(g1(x), g2(x)),
one has

− (QA(0, ·))′ +QM(0, x) +MT (0, x)Q (3.39)

is positive definite on [0, L] and the following inequalities hold

k21 <
λ2(0)g2(0)

λ1(0)g1(0)
, k22 <

λ1(L)g1(L)

λ2(L)g2(L)
, (3.40)

then the null steady-state of the system (3.35)–(3.38) is exponentially stable for the H2 norm.

Remark 3.2. This theorem actually shows the existence of a Lyapunov function for the H2 norm of the form

V =

∫ L

0

(f1(E(z, x)z)21 + f2(E(z, x)z)22)dx+

∫ L

0

(f1(E(z, x)zx)21 + f2(E(z, x)zx)22)dx

+

∫ L

0

(f1(E(z, x)zxx)21 + f2(E(z, x)zxx)22)dx,

(3.41)
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where E(0, ·) = Id (see [4, Chapter 6] for more details). This is the reason why we claim that this proof is
actually the same as the proof of the exponential stability in the linearized case, and we will now see that
we can use a similar Lyapunov function but for the H2 norm.

Proof of Theorem 2.1. Let

g1 := e
2
∫ x
0

γ1(s)

λ1(s)
ds
f1, g2 := e

−2
∫ x
0

δ2(s)

λ2(s)
ds
f2,

where f1 and f2 are defined in (3.29). One can directly check that

−(QA(0, ·))′ +QM(0, x) +MT (0, x)Q =

(
e
∫ x
0

γ1(s)

λ1(s)
ds

0

0 e
−

∫ x
0

δ2(s)

λ2(s)
ds

)
Ĩ

(
e
∫ x
0

γ1(s)

λ1(s)
ds

0

0 e
−

∫ x
0

δ2(s)

λ2(s)
ds

)

with Ĩ defined as (3.23), as Ĩ is positive definite from (3.33), condition (3.39) is thus satisfied. Condition
(3.40) is satisfied from (3.31)–(3.32) by noticing the definition of φ given in (3.16). Thus, Theorem 3.2 applies
and Theorem 2.1 holds.

4 Optimality of the boundary conditions on the control

In this section we prove Theorems 2.2–2.4 and Theorem 2.6, i.e. the optimality of the boundary conditions
(2.13)–(2.14) in the two boundary controls case and the optimality of the boundary condition (2.26) in the
single boundary control case. To avoid tedious statements, we only give here the proof for V ∗ 6≡ 0, the case
V ∗ ≡ 0 follows exactly similarly. One can observe from the proof that the optimality of these boundary
conditions does not depend on the interior condition (2.12).

Proof of Theorem 2.2. We prove by contradiction argument. If there exists a quadratic Lyapunov function
for the H2 norm for system (2.1)–(2.2), (2.7) with

B′1(H∗(0)) ∈ R \
[
−∂HP (H∗(0), 0)

V ∗(0)
,−V

∗(0)

H∗(0)

]
and B′2(H∗(L)) ∈

[
−∂HP (H∗(L), L)

V ∗(L)
,−V

∗(L)

H∗(L)

]
. (4.1)

Then using the change of variables (3.10), the system (2.1)–(2.2), (2.7) is equivalent to (3.35) with boundary
conditions (3.37) and (3.38). Noticing relations (3.3) and (3.15), (4.1) is equivalent to

k21 > η2(0) and k22 ≥
φ2(L)

η2(L)
, (4.2)

where φ is defined by (3.16) and η by (3.17). We define now

a = δ1φ, b = γ2φ
−1. (4.3)

On the other hand, by assumption we know that there exists a basic quadratic Lyapunov function for the
H2 norm, i.e. there exist C1 functions f1 > 0 and f2 > 0 such that (3.41) is a quadratic Lyapunov function
for the H2 norm and by (3.24), k1 and k2 should satisfy

k21≤
λ2(0)f2(0)

λ1(0)f1(0)
and k22 <

λ1(L)f1(L)

λ2(L)f2(L)
φ2(L). (4.4)

Moreover,

λ1f1 > 0, λ2f2 > 0,

(λ1f1)′ < 0, (λ2f2)′ > 0,

−(λ1f1)′(λ2f2)′ > (af1 + bf2)2. (4.5)

16



Define now (see also [2])

w(x) :=

√
λ2f2
λ1f1

. (4.6)

One can check from (4.5) that

w′ >

∣∣∣∣ aλ1 +
b

λ2
w2

∣∣∣∣ . (4.7)

As

w(0) =

√
λ2(0)f2(0)

λ1(0)f1(0)
,

one gets from (4.4) that

k21≤w2(0) and k22 <
φ2(L)

w2(L)
. (4.8)

This, together with (4.2) gives
η(0) < w(0) and η(L) > w(L). (4.9)

Besides, from Lemma 3.1,

η′ =
a

λ1
+

b

λ2
η2, η(0) =

λ2(0)

λ1(0)
. (4.10)

Using that η(0) < w(0), and a comparison for ODEs, one has from (4.7) and (4.10) that

η(L) < w(L), (4.11)

which contradicts with (4.9).

Proof of Theorem 2.3. Suppose that there exists a steady-state (H∗, V ∗) on [0, L] for any length L > 0 and
there exists ε̃ > 0 such that for any length L > 0, there exists a basic quadratic Lyapunov function for the
H2 norm with

B′2(H∗(L)) ∈
[
ε̃− ∂HP (H∗(L), L)

V ∗(L)
,−ε̃− V ∗(L)

H∗(L)

]
. (4.12)

We can then use the same change of variables (3.10), as in Section 3. The system (2.1)–(2.2), (2.7) becomes
(3.35) with boundary conditions (3.37) and (3.38). From (4.12), we have

k22 >
φ2(L)

η2(L)
, (4.13)

where φ is defined by (3.16) and η by (3.17), k1, k2 are defined by (3.38) and a and b are defined by (4.3).
The difference with the proof of Theorem 2.6 given later on is that k1 here is arbitrary, in fact we could even
have k1 = 0. As there exists a basic quadratic Lyapunov function for the H2 norm, thus from [2] (see also
[35, Theorem 4.5]), noticing (3.24) and (4.13), there exists a function η2 ∈ C1([0, L]) such that

η′2 =

∣∣∣∣ aλ1 +
b

λ2
η22

∣∣∣∣ (4.14)

on [0, L] and there exists ε1 > 0 depending only on ε̃ such that

η2(L) ≤ η(L)− ε1. (4.15)

Now, as L can be taken arbitrarily, η2 exists on [0, L] for any L > 0, and thus on [0,+∞). We claim now
that

lim
x→+∞

η2(x) ∈ R∗+. (4.16)
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Indeed, let us assume by contradiction that lim
x→+∞

η2(x) = +∞. When x is large enough we have (see [35,

Section 5])

a > 0, b < 0 and
|b|λ1
aλ2

∈
(

1

2φ2∞
,

2

φ2∞

)
, (4.17)

where φ∞ = limx→+∞ φ(x). Thus,

η′2 =
|b|
λ2
η22 −

a

λ1
, (4.18)

which implies that, using the estimates of [35, Section 4], there exist C1 > 0 and x1 > 0 such that for any
x ≥ x1,

η′2 ≥
C1

x
η22 , (4.19)

hence

η2 ≥
1

1
η2(x1)

− C1 ln(x/x1)
. (4.20)

But we know that η2 exists and is positive on [x1,+∞), hence the contradiction. Thus η2 converges to a
limit η2,∞ when x goes to infinity. Besides, using (4.3), (4.14) and (4.17),

η′2 =
δ1

λ1φ(x)

∣∣∣∣φ2(x)− λ1|γ2|
λ2δ1

η22

∣∣∣∣ . (4.21)

From [35, Section 5],

lim
x→+∞

λ1|γ2|
λ2δ1

= 1,

assuming by contradiction that η2,∞ 6= φ∞, then there exist C2 > 0 and x2 > 0 such that for all x > x2,

η′2 ≥
C2

x
, (4.22)

which implies that lim
x→+∞

η2(x) = +∞, hence the contradiction. Thus,

lim
x→+∞

η2(x) = η2,∞ = φ∞, (4.23)

moreover, as limx→+∞(λ2/λ1)(x) = 1 (see [35]), one has

lim
x→+∞

η(x) = η∞ = φ∞, (4.24)

which together with (4.23) indicates that the value of η2 at x = L become arbitrarily close to the one we
obtain with η when L goes to infinity and this is in contradiction with (4.15).

Proof of Theorem 2.4. We proceed similarly in the proof of Theorem 2.2. Let L > 0, and suppose that for
any B′2(H∗(L)) satisfying (2.14) there exists a basic quadratic Lyapunov function for H2 norm with

B′1(H∗(0)) ∈ R \
[
−∂HP (H∗(0), 0)

V ∗(0)
,−V

∗(0)

H∗(0)

]
. (4.25)

Then using again the change of variable (3.10), the system (2.1)–(2.2), (2.7) becomes (3.35) with boundary
conditions (3.37) and (3.38), our assumption is equivalent to saying that for any length L > 0 and any

k22 <
φ2(L)

η2(L)
, (4.26)

there exists k1 satisfying

k21 > η2(0), (4.27)
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such that there exists a basic quadratic Lyapunov function for the H2 norm. Thus, we can again define w
on [0, L] as in the proof of Theorem 2.2 such that

w′ >

∣∣∣∣ aλ1 +
b

λ2
w2

∣∣∣∣ , (4.28)

and

k21 < w2(0) and k22 <
φ2(L)

w2(L)
. (4.29)

From (4.10), (4.28), (4.27), the first inequality in (4.29), and by a comparison for ODEs, we obtain w(L) >
η(L), thus

1

w2(L)
<

1

η2(L)
. (4.30)

Recall that k2 is arbitrary so far and only has to satisfy (4.26), noticing (4.30), we can choose

k2 =

√
φ2(L)

2η2(L)
+

φ2(L)

2w2(L)
. (4.31)

One has from (4.30) that

k22 >
φ2(L)

w2(L)
, (4.32)

which is in contradiction with the second inequality in (4.29).

Proof of Theorem 2.6. Let L > 0 and (H∗, V ∗) be a steady-state of (2.1)–(2.2), (2.25). Let us assume by
contradiction that there exists a basic quadratic Lyapunov function for the H2 norm with

B′2(H∗(L)) ∈
[
−∂HP (H∗(L), L)

V ∗(L)
,−V

∗(L)

H∗(L)

]
. (4.33)

Then using again the change of variables (3.10), the system (2.1)–(2.2), (2.25) is equivalent to (3.35) with
boundary conditions (3.37) and (3.38). From (2.25) and noticing (3.3) and (3.15), one has

k21 = η2(0) and k22 ≥
φ2(L)

η2(L)
, (4.34)

where φ is defined by (3.16) and η by (3.17). Thus, we can still define w on [0, L] as in the proof of Theorem
2.2 such that

w′ >

∣∣∣∣ aλ1 +
b

λ2
w2

∣∣∣∣ (4.35)

and

k21≤w2(0) and k22 <
φ2(L)

w2(L)
. (4.36)

Using (4.10), (4.35) and classical result on the comparison for ODEs, one obtains that

η(L) ≤ w(L),

which is in contradiction with (4.34) and (4.36). This ends the proof of Theorem 2.6.
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A Derivation of γ1, γ2, δ1 and δ2

Looking at (3.10), we denote by

∆ =

 √
∂HP (H∗,x)

H∗ 1

−
√

∂HP (H∗,x)
H∗ 1

 , ∆−1 =
1

2

(√
H∗

∂HP (H∗,x) −
√

H∗

∂HP (H∗,x)

1 1

)

Then, using the notations (3.4), (3.5) becomes(
z1
z2

)
t

+

(
λ1 0
0 −λ2

)(
z1
z2

)
x

+

(
λ1 0
0 −λ2

)
∆∆−1x

(
z1
z2

)
+ ∆

(
V ∗x H∗x

SH∗ + ∂2HHP (H∗, x)H∗x SV ∗ + V ∗x

)
∆−1

(
z1
z2

)
=

(
0
0

)
, (A.1)

where λ1 and λ2 are given by (3.12). Let us compute the coefficient of the first part of the source term,

(
λ1 0
0 −λ2

)
∆∆−1x =

1

4

λ1(
H∗
x

H∗ −
d
dx (∂HP (H∗,x))

∂HP (H∗,x) ) −λ1(
H∗
x

H∗ −
d
dx (∂HP (H∗,x))

∂HP (H∗,x) )

λ2(
H∗
x

H∗ −
d
dx (∂HP (H∗,x))

∂HP (H∗,x) ) −λ2(
H∗
x

H∗ −
d
dx (∂HP (H∗,x))

∂HP (H∗,x) )

 . (A.2)

The coefficient of the second part of the source term is

∆

(
V ∗x H∗x

SH∗ + ∂2HHP (H∗, x)H∗x SV ∗ + V ∗x

)
∆−1

=
1

2

∂2HHPH∗x√ H∗

∂HP
+SH∗

√
H∗

∂HP
+H∗x

√
∂HP
H∗ +2V ∗x +SV ∗ −∂2HHPH∗x

√
H∗

∂HP
−SH∗

√
H∗

∂HP
+H∗x

√
∂HP
H∗ +SV ∗

∂2HHPH
∗
x

√
H∗

∂HP
+SH∗

√
H∗

∂HP
−H∗x

√
∂HP
H∗ +SV ∗ −∂2HHPH∗x

√
H∗

∂HP
−SH∗

√
H∗

∂HP
−H∗x

√
∂HP
H∗ +2V ∗x +SV ∗

 .

Thus,

γ1 =
1

4

[
λ1

(
H∗x
H∗
− ∂2HHPH

∗
x + ∂2HxP

∂HP

)
+ 2

(
∂2HHPH

∗
x

√
H∗

∂HP
+ SH∗

√
H∗

∂HP
+H∗x

√
∂HP

H∗
+ 2V ∗x + SV ∗

)]

=
1

4

[
2SV ∗ + 2SH∗

√
H∗

∂HP
− λ1

∂2HxP

∂HP

+ (V ∗ +
√
∂HPH∗)

(
H∗x
H∗
− ∂2HHPH

∗
x

∂HP

)
+ 2∂2HHPH

∗
x

√
H∗

∂HP
+ 2H∗x

√
∂HP

H∗
+ 4V ∗x

]
=

1

4

(
2SV ∗ + 2SH∗

√
H∗

∂HP
+ 3λ2

H∗x
H∗
− λ1

∂2HxP

∂HP
+ λ2

∂2HHPH
∗
x

∂HP

)
,

and γ2, δ1 and δ2 can be found similarly.
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B Proof of Lemma 3.1

Differentiating λ2φ/λ1 using (3.12), (3.13) and (3.16), we have(
λ2
λ1
φ

)′
=

φ

λ21
(λ1λ

′
2 − λ′1λ2 + (λ2γ1 + λ1δ2))

=
φ

λ21

{
(V ∗ +

√
∂HP (H∗, x)H∗)

(
−V ∗x +

(∂HP (H∗, x)H∗)′

2
√
∂HP (H∗, x)H∗

)

−(
√
∂HP (H∗, x)H∗ − V ∗)

(
V ∗x +

(∂HP (H∗, x)H∗)′

2
√
∂HP (H∗, x)H∗

)

+
1

4

[
(λ21 − λ22)

(
−3

H∗x
H∗
− ∂2HHP (H∗, x)H∗x

∂HP (H∗, x)

)
+ 2(λ2 − λ1)SH∗

√
H∗

∂HP (H∗, x)
+ 2(λ2 + λ1)SV ∗

]}

=
φ

λ21

(
V ∗

√
H∗

∂HP (H∗, x)
∂2HxP (H∗, x) +H∗xV

∗

√
∂HP (H∗, x)

H∗
+ V ∗x

√
∂HP (H∗, x)H∗

−V ∗SH∗

√
H∗

∂HP (H∗, x)
+
√
∂HP (H∗, x)H∗SV ∗

)
.

(B.1)

Noticing the notations (3.4) and from (2.4), (B.1) becomes(
λ2
λ1
φ

)′
=

φ

λ21

(√
∂HP (H∗, x)H∗SV ∗ − V

√
H∗

∂HP (H∗, x)
SH∗

)
, (B.2)

which, together with (3.26) gives (
λ2
λ1
φ

)′
=
φδ1
λ1

+
γ2
λ2φ

(
λ2
λ1
φ

)2

. (B.3)

C Adapting the proof of Theorem 2.1 to prove Remark 2.2

Note that the key point of the proof of Theorem 2.1 is Proposition 3.1. In the proof of Proposition 3.1,
under condition (2.17), (3.8) becomes

c1 ∈
(
−∂HP (H∗(0), 0)

V ∗(0)
,−V

∗(0)

H∗(0)

)
,

c2 ∈ R \
(
−∂HP (H∗(L), L)

V ∗(L)
,−V

∗(L)

H∗(L)

)
,

(C.1)

and (3.9) becomes
c1 < 0, c2 ≥ 0. (C.2)

Correspondingly, (3.30) now becomes

k21 <

(
λ2(0)

λ1(0)

)2

, k22 ≤
(
λ1(L)

λ2(L)

)2

. (C.3)

Thus, instead of defining ηε by (3.28) with ηε(0) assigned, we define now ηε as the solution of

η′ε =

∣∣∣∣ δ1λ1φ+
γ2
λ2φ

η2ε

∣∣∣∣+ ε, ηε(L) =
λ2(L)

λ1(L)
φ(L)− ε. (C.4)

Still defining f1 and f2 as in (3.29), then one can check that (3.32) still holds and there exists ε3 > 0 such
that for any ε ∈ (0, ε3), one still has (3.31) and Ĩ defined by (3.23) is still definite positive. The rest of the
proof remains similar as the proof of Proposition 3.1.
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