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#### Abstract

In this article we consider the Stokes problem with Navier-type boundary conditions on a domain $\Omega$, not necessarily simply connected. Since under these conditions the Stokes problem has a non trivial kernel, we also study the solutions lying in the orthogonal of that kernel. We prove the analyticity of several semigroups generated by the Stokes operator considered in different functional spaces. We obtain strong, weak and very weak solutions for the time dependent Stokes problem with the Navier-type boundary condition under different hypothesis on the initial data $\boldsymbol{u}_{0}$ and external force $\boldsymbol{f}$. Then, we study the fractional and pure imaginary powers of several operators related with our Stokes operators. Using the fractional powers, we prove maximal regularity results for the homogeneous Stokes problem. On the other hand, using the boundedness of the pure imaginary powers we deduce maximal $L^{p}-L^{q}$ regularity for the inhomoge neous Stokes problem.
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## 1 Introduction

We consider in a bounded cylindrical domain, $\Omega \times(0, T)$ the linearised evolution NavierStokes problem

$$
\left\{\begin{array}{ccl}
\frac{\partial \boldsymbol{u}}{\partial t}-\Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f}, & \operatorname{div} \boldsymbol{u}=0 & \text { in } \Omega \times(0, T)  \tag{1.1}\\
\boldsymbol{u}(0)=\boldsymbol{u}_{0} & \text { in } & \Omega
\end{array}\right.
$$

where $\Omega$ is a bounded domain of $\mathbb{R}^{3}$, not necessarily simply connected, whose boundary $\Gamma$ is of class $C^{2,1}$. Problem (1.1) describes the motion of a viscous incompressible fluid in $\Omega$. The velocity of motion is denoted by $\boldsymbol{u}$ and the associated pressure by $\pi$. Given data are the external force $\boldsymbol{f}$ and the initial velocity $\boldsymbol{u}_{0}$.

Stokes and Navier-Stokes equations are often studied with Dirichlet boundary conditions

$$
\boldsymbol{u}=\mathbf{0} \quad \text { on } \Gamma
$$

when the boundary $\Gamma$ represents a fixed wall. This condition was formulated by G. Stokes [71] in 1845, but as stated in [62] this condition is not always realistic since it doesn't reflect necessarily the behaviour of the fluid on or near the boundary.

Even before, H. Navier [56] suggested in 1827 alternative boundary conditions more precisely a type of slip boundary conditions with friction on the wall based on a proportionality between the tangential components of the normal dynamic tensor and the velocity

$$
\begin{equation*}
\boldsymbol{u} \cdot \boldsymbol{n}=0, \quad 2 \nu[\mathbb{D} \boldsymbol{u} \cdot \boldsymbol{n}]_{\boldsymbol{\tau}}+\alpha \boldsymbol{u}_{\boldsymbol{\tau}}=0 \quad \text { on } \Gamma \times(0, T) \tag{1.2}
\end{equation*}
$$

where $\nu$ is the viscosity and $\alpha \geq 0$ is the coefficient of friction and $\mathbb{D} \boldsymbol{u}=\frac{1}{2}\left(\nabla \boldsymbol{u}+\nabla \boldsymbol{u}^{T}\right)$ denotes the deformation tensor associated to the velocity field $\boldsymbol{u}$. These Navier boundary conditions allows the fluid to slip and measure the friction on the wall. Observe that, formally, if $\alpha$ tends to infinity, the tangential component of the velocity will vanish and we recover the non slip boundary condition $\boldsymbol{u}=\mathbf{0}$ on $\Gamma$.

An interesting particular arises when the coefficient of friction $\alpha$ is zero. This corresponds to a Navier-slip boundary condition without friction. This condition has been considered in particular in the mathematical literature on flows near rough walls $[6,20,21,22,45,46]$. We also mention that in the case of flat boundary and when $\alpha=0$ the second condition in (1.2) can be replaced by another boundary condition involving the vorticity

$$
\begin{equation*}
\boldsymbol{u} \cdot \boldsymbol{n}=0, \quad \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} \text { on } \quad \Gamma \times(0, T) \tag{1.3}
\end{equation*}
$$

We call them Navier-type boundary conditions. For a discussion on the No-Slip boundary condition in the physics literature we refer to [51] and the references therein.

The relation between Navier conditions on rough boundary and the Dirichlet boundary condition boundary is studied by Casado in [25, 26].

In this paper we study the Stokes operator with the Navier-type boundary conditions (1.3). Our goal is to obtain a semi-group theory for the Stokes operator with Navier-type boundary conditions as it already exists for other boundary conditions like Dirichlet and Robin. For instance K. Abe \& Y. Giga [1], W. Borchers \& T. Miyakawa [18, 19], R. Farwig \& H. Sohr [35], Y. Giga [39, 40], Y. Giga \& H. Sohr [42, 43], J. Saal [59], Y. Shibata \& R. Shimada [63], V. A. Solonnikov [68, 69, 70]).

In what follows, if we do not state otherwise, $\Omega$ will be considered as an open bounded domain of $\mathbb{R}^{3}$ of class $C^{2,1}$. In some situation we suppose that $\Omega$ is of class $C^{1,1}$ in the case where the regularity is sufficient for the proof. Then a unit normal vector to the boundary can be defined almost everywhere it will be denoted by $\boldsymbol{n}$. The generic point in $\Omega$ is denoted by $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)$.

We do not assume that $\Omega$ is simply-connected neither that its boundary $\Gamma$ is connected but we suppose that they satisfy the following condition (see [9] for instance): Condition $\mathbf{H}$ : there exist $J$ connected open surfaces $\Sigma_{j}, 1 \leq j \leq J$, called "cuts", contained in $\Omega$, such that each surface $\Sigma_{j}$ is an open subset of a smooth manifold, the boundary of $\Sigma_{j}$ is contained in $\Gamma$. The intersection $\bar{\Sigma}_{i} \cap \bar{\Sigma}_{j}$ is empty for $i \neq j$ and finally the open set $\Omega^{\circ}=\Omega \backslash \cup_{j=1}^{J} \Sigma_{j}$ is simply connected and pseudo- $C^{1,1}$. We denote by $\Gamma_{i}, 0 \leq i \leq I$, the connected component of $\Gamma, \Gamma_{0}$ being the boundary of the only unbounded connected component of $\mathbb{R}^{3} \backslash \bar{\Omega}$. We also fix a smooth open set $\vartheta$ with a connected boundary (a ball, for instance), such that $\bar{\Omega}$ is contained in $\vartheta$, and we denote by $\Omega_{i}, 0 \leq i \leq I$, the connected component of $\vartheta \backslash \bar{\Omega}$ with boundary $\Gamma_{i}\left(\Gamma_{0} \cup \partial \vartheta\right.$ for $\left.i=0\right)$, (see figure above).


Figure 1: The domain $\Omega$

We denote by $[\cdot]_{j}$ the jump of a function over $\Sigma_{j}$, i.e. the difference of the traces for $1 \leq j \leq J$. In all this article $L^{p}(\Omega)$ and $W^{s, p}(\Omega)$ denote the usual Lebesgue and Sobolev spaces for $s \in \mathbb{R}$ and $p \geq 1$ (cf. [2], [24]). We denote $\mathcal{D}(\Omega)$ the space of functions indefinitely differentiable and with compact support in $\Omega$ and by $\mathcal{D}^{\prime}(\Omega)$ its dual space. We recall that $W^{-1, p}(\Omega)$ is the dual space of $W_{0}^{1, p^{\prime}}(\Omega)$ for $p \in[1, \infty)$ (cf. [2], [24]). For any open connected surface $\Sigma$ contained in $\bar{\Omega}$ the space $W^{s, p}(\Sigma)$, for $s \in(0,1)$ and $p>1$ is the Sobolev space:

$$
W^{s, p}(\Sigma)=\left\{u \in L^{p}(\Sigma) ; \int_{\Sigma} \int_{\Sigma} \frac{|u(x)-u(y)|^{p}}{|x-y|^{2+s p}} d x d y<\infty\right\}
$$

equipped with the natural norm.

### 1.1 Stokes problem with flux.

When $\Omega$ is not simply-connected, the Stokes operator with boundary condition (1.3) has a non trivial kernel $\boldsymbol{K}_{\tau}(\Omega)$ contained in all the $\boldsymbol{L}^{r}$ spaces for $r \in(1, \infty)$. This kernel is independent of $r$, it has been proved to be of finite dimension $J \geq 1$ (cf. [9], for $p=2$ and [13, Corollary 4.1] for $p \in(1, \infty))$ and it is spanned by the function $\widetilde{\operatorname{grad}} q_{j}^{\tau}$, $1 \leq j \leq J$, where $q_{j}^{\tau}$ is the unique solution up to an additive constant to Problem (3.5) below. Note that, for any function $q$ in $W^{1, p}\left(\Omega^{\circ}\right), \operatorname{grad} q$ is the gradient of $q$ in the sense of distribution in $\mathcal{D}^{\prime}\left(\Omega^{\circ}\right)$, it belongs to $\boldsymbol{L}^{p}\left(\Omega^{\circ}\right)$ and therefore can be extended to $\boldsymbol{L}^{p}(\Omega)$. In order to distinguish this extension from the gradient of $q$ in $\mathcal{D}^{\prime}\left(\Omega^{\circ}\right)$ we denote
 Condition H, then, for any function $\boldsymbol{u} \in \boldsymbol{L}^{p}(\Omega)$, divergent free and such that $\boldsymbol{u} \cdot \boldsymbol{n}=0$ on $\Gamma$, to satisfy

$$
\begin{equation*}
\forall \boldsymbol{v} \in \boldsymbol{K}_{\tau}(\Omega), \quad \int_{\Omega} \boldsymbol{u} \cdot \overline{\boldsymbol{v}} \mathrm{d} x=0 \tag{1.4}
\end{equation*}
$$

is equivalent to the condition

$$
\begin{equation*}
\langle\boldsymbol{u}(t) \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0, \quad 1 \leq j \leq J, \quad 0 \leq t \leq \infty, \tag{1.5}
\end{equation*}
$$

with $\langle\cdot \cdot \cdot\rangle_{\Sigma_{j}}$ the duality product between the Sobolev space $\boldsymbol{W}^{\frac{1}{p}, p^{\prime}}\left(\Sigma_{j}\right)$ and its dual space $\boldsymbol{W}^{-\frac{1}{p}, p}\left(\Sigma_{j}\right)$ where $p^{\prime}$ is the conjugate of $p: \frac{1}{p}+\frac{1}{p^{\prime}}=1$.

We will refer to the problem (1.1), (1.3), (1.5) as Stokes problem with flux condition. By the equivalence mentioned above, the addition of the extra boundary condition (1.5) makes the Stokes operator invertible with bounded and compact inverse on the space of $L^{p}$ functions that are divergent free and satisfy $\boldsymbol{u} \cdot \boldsymbol{n}=0$ on $\Gamma$.

### 1.2 Three types of solutions: strong, weak and very weak.

All along this paper we are interested in three different types of solutions for each of the two problems (1.1), (1.3) and (1.1), (1.3), (1.5) defined above. The first, that we call strong solutions, are solutions $\boldsymbol{u}$ that belong to $L^{p}\left(0, T, \boldsymbol{L}^{q}(\Omega)\right)$ type spaces. The second, called weak solutions, are solutions (in a suitable sense) $\boldsymbol{u}(t)$ that may be writen for a.e. $t>0$, as $\boldsymbol{u}(t)=\boldsymbol{v}(t)+\nabla w(t)$ where $\left.\boldsymbol{v}(t) \in L^{p}\left(0, T ; \boldsymbol{L}^{q}(\Omega)\right)\right)$ and $w \in L^{p}\left(0, T ; L^{q}(\Omega)\right)$. The third and last, called very weak, are solutions $\boldsymbol{u}(t)$ that may be decomposed as before but where now $w \in L^{p}\left(0, T ; W^{-1, q}(\Omega)\right)$.

The concept of very weak solutions was introduced by Lions and Magenes in [52]. Later on, Amann considered this type of solutions in a series of articles [7, 8] in the setting of Besov spaces. More recently this concept was modified by R. Farwig, G.P. Galdi and H. Sohr in [31, 32, 33], R. Farwig and H. Kozono in [34], R. Farwig and H. Sohr in [36] and G.P. Galdi and CHR. Simader in [37] to a setting in classical $L^{p_{-}}$ spaces. This concept has also been generalized by K. Schumacher [60] to a setting in a weighted Lebesgue and Bessel potential spaces using arbitrary Muckenhoupt weights. The concept of very weak solutions is strongly based on duality arguments for strong solutions. Therefore the boundary regularity required in this theory is the same as for strong solutions.

### 1.3 Analytic semigroups.

In that general setting, we study first the existence of analytic semigroups generated by the Stokes operators, defined on different functional spaces both for the problem (1.1), (1.3) and for (1.1), (1.3), (1.5).

On the one hand, we consider Stokes operators defined on the three different spaces $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ (cf. Subsection 3.1), $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$ (cf. Subsection 2.1 for precise definitions of these spaces). They lead respectively to some strong, weak and very weak solutions of (1.1), (1.3). Similarly, we consider three Stokes operators with flux, defined respectively on $\boldsymbol{X}_{p}, \boldsymbol{Y}_{p}$ and $\boldsymbol{Z}_{p}$ (cf. (5.2), (5.8), (5.10)) in Section 5), that lead to several solutions of (1.1), (1.3), (1.5).

In the first main result of this work, we prove that each of these six operators generates an analytic semigroup on the corresponding functional space. More precisely:

## Theorem 1.1.

(i) The Stokes operators with Navier-type boundary conditions, $A_{p}, B_{p}$ and $C_{p}$, generate a bounded analytic semi-group on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega),\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$ respectively for all $1<p<\infty$.
(ii) The Stokes operator with Navier-type boundary conditions and flux condition $A_{p}^{\prime}, B_{p}^{\prime}$ and $C_{p}^{\prime}$ generate a bounded analytic semi-group on $\boldsymbol{X}_{p}, \boldsymbol{Y}_{p}$ and $\boldsymbol{Z}_{p}$ respectively, for all $1<p<\infty$.

The proof of Theorem 1.1 uses a classical approach and starts with the study of the resolvent of the Stokes operator and Stokes operator with flux conditions, both with boundary conditions (1.3). A key observation is that the Stokes operator with Naviertype boundary conditions, with and without flux conditions are equal to the Laplace operator with Navier-type boundary conditions.

For this reason the study of the Stokes operator is reduced to that of the three operators denoted $A_{p}, B_{p}$ and $C_{p}$, defined on the spaces $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega),\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$ and whose resolvent sets are given by the solutions of the system

$$
\left\{\begin{align*}
\lambda \boldsymbol{u}-\Delta \boldsymbol{u}=\boldsymbol{f}, \operatorname{div} \boldsymbol{u}=0 & \text { in } \Omega  \tag{1.6}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, & \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0}
\end{align*} \quad \text { on } \Gamma,\right.
$$

where $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$ and $f$ belonging respectively to $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega),\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$. Similarly, the problem for the Stokes operator with flux conditions is reduced to the study of the three operators denoted $A_{p}^{\prime}, B_{p}^{\prime}$ and $C_{p}^{\prime}$, defined respectively on $\boldsymbol{X}_{p}, \boldsymbol{Y}_{p}$ and $\boldsymbol{Z}_{p}$ and whose resolvent sets are given by the solutions of the problem:

$$
\left\{\begin{align*}
\lambda \boldsymbol{u}-\Delta \boldsymbol{u}=\boldsymbol{f}, \operatorname{div} \boldsymbol{u}=0 & \text { in } \Omega,  \tag{1.7}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} & \text { on } \Gamma, \\
\langle\boldsymbol{u} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0,1 \leq j \leq J . &
\end{align*}\right.
$$

where $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$.
We prove the existence of strong solutions of (1.6) satisfying the resolvent estimate

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)} \leq \frac{C(\Omega, p)}{|\lambda|}\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)} \tag{1.8}
\end{equation*}
$$

For $p=2$ one has estimate (1.8) in a sector $\lambda \in \Sigma_{\varepsilon}$ for a fixed $\left.\varepsilon \in\right] 0, \pi[$ where:

$$
\Sigma_{\varepsilon}=\left\{\lambda \in \mathbb{C}^{*} ;|\arg \lambda| \leq \pi-\varepsilon\right\}, \quad \text { with } \quad \mathbb{C}^{*}=\mathbb{C} \backslash\{0\}
$$

We also show the existence of weak and very weak solutions and prove estimates like (1.8) for the norms of $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$. We obtain similar results for the operators $A_{p}^{\prime}, B_{p}^{\prime}$ and $C_{p}^{\prime}$.

There exists several results in the literature, on the analyticity of the Stokes semigroup with Dirichlet boundary condition in $L^{p}$-spaces. This question was already studied by V. A. Solonnikov in [68]. In that work, the author proves the resolvent estimate (1.8)
for $|\arg \lambda| \leq \delta+\pi / 2$ where $\delta \geq 0$ is small. To derive this estimate [68] follows an idea of Sobolevskii [67] (see the proof [68, Theorem 5.2]). New proofs and extension of the result of [68] have been proved by Giga [39], Sohr and Farwig [35] and others.

In bounded domains the resolvent of the Stokes operator with Dirichlet boundary condition has been studied by Giga in [39]. Using the theory of pseudo-differential operators, the results in [39] extends those in [68] in two directions. First, the resolvent estimate (1.8) is proved for larger set of values of $\lambda$. More precisely the estimate (1.8) is proved in [39] for all $\lambda$ in the sector $\Sigma_{\varepsilon}$ for any $\varepsilon>0$. Second, in [39] the resolvent of the Stokes operator is obtained explicitly and this enables him to describe the domains of fractional powers of the Stokes operator with Dirichlet boundary condition.

In exterior domains, Giga and Sohr [42] approximate the resolvent of the Stokes operator with Dirichlet boundary condition with the resolvent of the Stokes operator in the entire space to prove this analyticity.

Later on, Farwig and Sohr [35] investigated the resolvent of the Stokes operator with Dirichlet boundary conditions when $\operatorname{div} \boldsymbol{u} \neq 0$ in $\Omega$. Their results include bounded and unbounded domains, for the whole and the half space the proof rests on multiplier technique. The problem is also investigated for bended half spaces and for cones by using perturbation criterion and referring to the half space problem.

More recently, the analyticity of the Stokes semi-group with Dirichlet boundary condition is studied in spaces of bounded functions by Abe and Giga [1] using a different approach. One of the keys to prove their result is the estimate:

$$
\|N(\boldsymbol{u}, \pi)\|_{\left.\boldsymbol{L}^{\infty}(\Omega \times] 0, T_{0} \mathrm{D}\right)} \leq C\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{\infty}(\Omega)}
$$

where:

$$
N(\boldsymbol{u}, \pi)(x, t)=|\boldsymbol{u}(x, t)|+t^{1 / 2}|\nabla \boldsymbol{u}(x, t)|+t\left|\nabla^{2} \boldsymbol{u}(x, t)\right|+t\left|\partial_{t} \boldsymbol{u}(x, t)\right|+|\nabla \pi(x, t)| .
$$

This estimate is obtained by means of a blow-up argument, often used in the study of non linear elliptic and parabolic equations.

The resolvent of the Stokes operator is also studied with Robin boundary conditions by Saal [59], Shibata and Shimada [63]. In [59], Saal proved that the Stokes operator with Robin boundary conditions is sectorial and admits an $\boldsymbol{H}^{\infty}$-calculus on $\boldsymbol{L}_{\sigma, \tau}^{p}\left(\mathbb{R}_{+}^{3}\right)$. The strategy for proving these results is firstly to construct an explicit solution for the associated Stokes resolvent problem. Next, the required resolvent estimates to conclude that such an operator is sectorial are obtained by using the rotation invariance in $(n-1)$ dimensions of large parts of the constructed solution formula, followed by using the known bounded $\boldsymbol{H}^{\infty}$-calculus for the Poisson operator $\left(-\Delta_{\mathbb{R}^{2}}\right)^{1 / 2}$ on $\boldsymbol{L}^{p}\left(\mathbb{R}^{2}\right)$ and performing further computations. Shibata and Shimada proved in [63] a generalized resolvent estimate for the St okes equ ations with non-homogeneous Robin boundary conditions and divergence condition in $\boldsymbol{L}^{p}$-framework in a bounded or exterior domain by extending the argument of Farwig and Shor [35]. So that, their approaches in [63] is different from Saal [59] and rather close to that in [35].

Concerning the Navier-type boundary conditions, Miyakawa [55] shows that the Laplacian with the Navier-type boundary conditions (1.3) on $\boldsymbol{L}^{p}(\Omega)$ leaves the space $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$
invariant and hence generates a holomorphic semi-group on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ when the domain $\Omega$ is of class $C^{\infty}$. Mitrea and Monniaux [53] have studied the resolvent of the Stokes operator with Navier-type boundary conditions in Lipschitz domains and proved estimate (1.8) using differential forms on Lipschitz sub-domains of a smooth compact Riemannian manifold. In addition, when the boundary of $\Omega$ is sufficiently smooth, estimates of type (1.8) are proved using that the boundary conditions (1.3) are regular elliptic (e.g. [72]) and the so called "Agmon trick" (e.g. [3]). In [38] the authors proved that the Stokes operator with Navier-type boundary conditions admits a bounded $\mathcal{H}^{\infty}$-calculus in the case where the domain $\Omega$ is simply connected and this has many consequences in the associated parabolic problem. In [5] the authors proved the analyticity of the semi-group generated by the Stokes operator with these boundary conditions on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$. For this reason they established estimate (1.8) using a formula involving the boundary conditions (1.3) and that, for every $p \geq 2$ and for every $\boldsymbol{u} \in \boldsymbol{W}^{1, p}(\Omega)$ such that $\Delta \boldsymbol{u} \in \boldsymbol{L}^{p}(\Omega)$ one has

$$
\begin{aligned}
& -\int_{\Omega}|\boldsymbol{u}|^{p-2} \Delta \boldsymbol{u} \cdot \overline{\boldsymbol{u}} \mathrm{~d} x=\int_{\Omega}|\boldsymbol{u}|^{p-2}|\nabla \boldsymbol{u}|^{2} \mathrm{~d} x+\left.\left.4 \frac{p-2}{p^{2}} \int_{\Omega}|\nabla| \boldsymbol{u}\right|^{p / 2}\right|^{2} \mathrm{~d} x \\
& \left.\quad+(p-2) i \sum_{k=1}^{3} \int_{\Omega}|\boldsymbol{u}|^{p-4} \operatorname{Re}\left(\frac{\partial \boldsymbol{u}}{\partial x_{k}} \cdot \overline{\boldsymbol{u}}\right) \operatorname{Im}\left(\frac{\partial \boldsymbol{u}}{\partial x_{k}} \cdot \overline{\boldsymbol{u}}\right) \mathrm{d} x-\left.\left\langle\frac{\partial \boldsymbol{u}}{\partial \boldsymbol{n}},\right| \boldsymbol{u}\right|^{p-2} \boldsymbol{u}\right\rangle_{\Gamma}
\end{aligned}
$$

where $\langle., .\rangle_{\Gamma}$ is the anti-duality between the Sobolev space $\boldsymbol{W}^{1 / p, p^{\prime}}(\Gamma)$ and its dual space $\boldsymbol{W}^{-1 / p, p}(\Gamma)$.

In this paper, we prove this resolvent estimate for the norms of $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$ using a duality argument. The next step after establishing the analyticity of the semi-group is to solve the time dependent Stokes Problem (1.1) with the Navier-type boundary conditions (1.3).

Using that the Stokes semi-group with Navier-type boundary condition is holomorphic in $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, Miyakawa [55] studied the fractional powers of the Stokes operator and their domains. This allows him to consider the Navier-Stokes problem with the corresponding boundary condition and to prove a local in time existence and uniqueness results of strong solution to the Problem for an initial data in $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ and under some regularity assumptions on the external force $\boldsymbol{f}$. Existence and uniqueness of solutions for the Stokes system with Navier-type boundary conditions has been proved by Yudovich [76] in a two dimensional, simply connected bounded domain. These two-dimensional results are based on the fact that the vorticity is scalar and satisfies the maximum principle. However this technique can not be extended to the three-dimensional case since the standard maximum principle for the vorticity fails. On the other hand Mitrea and Monniaux [54] have employed the Fujita-Kato approach and proved the existence of a local mild solution to Problem (1.1) and (1.3).

### 1.4 Existence, uniqueness and maximal regularity of solutions.

With the analyticity of the different semi-groups in hand we can solve the time dependent Stokes Problem (1.1), (1.3) and Stokes Problem with flux condition (1.1), (1.3), (1.5).

We first deduce of course existence and uniqueness of several types of solutions, using the classical semi group theory. But one of our main goals is also to obtain maximal regularity results in each of these three cases. To this end, following classical arguments (cf. in particular [43]), we are led to study the fractional and pure imaginary powers of the operators $I+L$ and $L^{\prime}$ where $L=A_{p}$ (resp. $L=B_{p}$ and resp. $L=C_{p}$ ) is the Stokes operator with Navier boundary condition on $\left.\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)$ (resp. $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and resp. $\left.\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}\right)$. We denote by $L^{\prime}=A_{p}^{\prime}, B_{p}^{\prime}, C_{p}^{\prime}$ the corresponding operators with the supplementary condition on the fluxes.

### 1.4.1 The non homogeneous problem.

Consider first the non-homogeneous problems. When the external force $\boldsymbol{f}$ belongs to $L^{q}\left(0, T ; \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)$ it is known that the unique solution $\boldsymbol{u}$ of Problem (1.1), (1.3) satisfies $\boldsymbol{u} \in C\left([0, T] ; \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)$ for $T<\infty($ cf. [57]). For such $\boldsymbol{f}$ the analyticity of the semigroup is not sufficient to obtain a solution $\boldsymbol{u}$ satisfying what is called the maximal $L^{p}-L^{q}$ regularity property, i.e.

$$
\boldsymbol{u} \in L^{q}\left(0, T ; \boldsymbol{W}^{2, p}(\Omega)\right), \quad \frac{\partial \boldsymbol{u}}{\partial t} \in L^{q}\left(0, T ; \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)
$$

In order to have that property, one possibility is to impose further regularity on $\boldsymbol{f}$, such that local Hölder continuity (see [57]). The maximal $L^{p}$-regularity for the Stokes system with Dirichlet boundary conditions was first studied by Solonnikov [68] when $0<T<\infty$. Solonnikov [68] constructed a solution $(\boldsymbol{u}, \pi)$ of (1.1) in $\Omega \times[0, T)$ satisfying the $L^{p}$ estimate

$$
\begin{aligned}
& \int_{0}^{T}\left\|\frac{\partial \boldsymbol{u}}{\partial t}\right\|_{\boldsymbol{L}^{p}(\Omega)}^{p} \mathrm{~d} t+\int_{0}^{T}\left\|\nabla^{2} \boldsymbol{u}(t)\right\|_{\boldsymbol{L}^{p}(\Omega)}^{p} \mathrm{~d} t+\int_{0}^{T}\|\nabla \pi(t)\|_{\boldsymbol{L}^{p}(\Omega)}^{p} \mathrm{~d} t \\
& \leq C(T, \Omega, p) \int_{0}^{T}\|\boldsymbol{f}(t)\|_{\boldsymbol{L}^{p}(\Omega)}^{p} \mathrm{~d} t
\end{aligned}
$$

where the matrix $\nabla^{2} \boldsymbol{u}=\left(\partial_{i} \partial_{j} \boldsymbol{u}\right)_{i, j=1,2,3}$ is the matrix of the second order derivatives of $\boldsymbol{u}$. When $\Omega$ is not bounded Solonnikov's estimate is not global in time because $C(T, \Omega, p)$ may tend to infinity as $T \rightarrow \infty$. His approach is based on methods in the theory of potentials. Later on, Giga and Sohr [43] strengthened Solonnikov's result in two directions. First their estimate is global in time, i.e. the above constant is independent of $T$. Second, the integral norms that they used may have different exponent $p, q$ in space and time. To derive such global $L^{p}-L^{q}$ estimate for the Stokes system with Dirichlet boundary conditions [43] use the boundedness of the pure imaginary power of the Stokes operator. More precisely they use and extend an abstract perturbation result developed by Dore and Venni [29].

Following the same strategy as in [43] we prove maximal regularity for the inhomogeneous Stokes problems by studying the pure imaginary powers of $I+L$ and $L^{\prime}$ for $L=A_{p}, B_{p}, C_{p}$. Among the earliest works on the boundedness of complex and pure imaginary powers of elliptic operators we refer to the work of R. Seeley [61]. In this
work Seeley proved that an elliptic operator $A_{B}$ whose domain is defined by well posed boundary conditions has bounded complex and imaginary powers in $L^{p}$ satisfying the estimate

$$
\forall x \leq 0, \quad \forall y \in \mathbb{R}, \quad\left\|\left(A_{B}\right)^{x+i y}\right\|_{\mathcal{L}\left(L^{p}(\Omega)\right)} \leq C_{p} e^{\gamma|y|}
$$

for some constant $C_{p}$ and $\gamma$.
Maximal $L^{p}-L^{q}$ regularity for the Stokes problem with homogeneous Robin boundary conditions in $\mathbb{R}_{+}^{3}$ is obtained in Saal [59] from the boundedness of the pure imaginary powers. However, the same approach is not applicable to the non-homogeneous boundary condition case and for this reason Shimada [64] didn't follow Saal's arguments. Shimada [64] derive the maximal $L^{q}-L^{p}$ regularity for the Stokes problem with non-homogeneous Robin boundary conditions by applying Weis's operator-valued Fourier multiplier theorem to the concrete representation formulas of solutions to the Stokes problem.

Estimates of the imaginary powers of the Stokes operator with Dirichlet boundary condition have been proved in [40, 42, 43]. That result is proved in [40] using the theory of pseudo-differential operators. When $\Omega=\mathbb{R}^{3}$, this boundedness is proved in [42] using Fourier transform and multiplier theorem. Furthermore, in the case of an exterior domain the desired estimate is obtained in [42] by comparing the pure imaginary powers of the Stokes operator with the corresponding powers of the Stokes operator in $\mathbb{R}^{3}$. Finally, in the half space such theorem for the Stokes operator with Dirichlet conditions is obtained in [43] using the results in [18].

In our case, the boundedness of the imaginary powers of $I+L$ and of $I+L^{\prime}$ with $L=A_{p}, B_{p}, C_{p}$ essentially follows from previous results in [38]. The boundedness of the imaginary powers of $A_{p}^{\prime}, B_{p}^{\prime}, C_{p}^{\prime}$ is then obtained using a scaling argument and passage to the limit following [43, Theorem A1].

Using these properties it is then possible to prove the second main result of this article, about the existence, uniqueness and maximal regularity of strong, weak and very weak solutions of the non homogeneous Stokes problem with flux (1.1), (1.3), (1.5). We only state in this Introduction the result for the strong solutions (cf. Theorem 7.14). Similar results hold for the weak and very weak solutions of the Stokes problem with flux (cf. Remark 7.15):

Theorem 1.2 (Strong Solutions for the inhomogeneous Stokes Problem with flux). Let $T \in(0, \infty], 1<p, q<\infty$. For all $\boldsymbol{f} \in L^{q}\left(0, T ; \boldsymbol{X}_{p}\right)$, there exists a unique solution $\boldsymbol{u}$ of (7.51) such that

$$
\begin{gather*}
\boldsymbol{u} \in L^{q}\left(0, T_{0} ; \mathbf{D}\left(A_{p}^{\prime}\right)\right), \quad T_{0} \leq T \text { if } T<\infty \text { and } T_{0}<T \text { if } T=\infty  \tag{1.9}\\
\frac{\partial \boldsymbol{u}}{\partial t} \in L^{q}\left(0, T ; \boldsymbol{X}_{p}\right)  \tag{1.10}\\
\int_{0}^{T}\left\|\frac{\partial \boldsymbol{u}}{\partial t}\right\|_{\boldsymbol{L}^{p}(\Omega)}^{q} \mathrm{~d} t+\int_{0}^{T}\|\Delta \boldsymbol{u}(t)\|_{\boldsymbol{L}^{p}(\Omega)}^{q} \mathrm{~d} t \leq C(p, q, \Omega) \int_{0}^{T}\|\boldsymbol{f}(t)\|_{\boldsymbol{L}^{p}(\Omega)}^{q} \mathrm{~d} t . \tag{1.11}
\end{gather*}
$$

and such that $(\boldsymbol{u}, \pi)$ is a solution of the inhomogeneous Stokes Problem (1.1), (1.3) , (1.5) for all $\pi \in \mathbb{R}$.

### 1.4.2 The homogeneous problem.

In the homogeneous case, the Stokes Problem (1.1), (1.3) is equivalent to the problem (7.1). With an initial data $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, the analyticity of the semi-group generated by $A_{p}$ gives a unique solution $u$ of (7.1) satisfying $\boldsymbol{u} \in C^{k}(] 0, \infty\left[, \mathbf{D}\left(A_{p}^{\ell}\right)\right)$, for all $k \in \mathbb{N}$, for all $\ell \in \mathbb{N}^{*}$ (see Theorem 7.1 below). This function is a weak solution of the Stokes problem (1.1), (1.3) and satisfies (cf. Corollary 7.2 )

$$
\forall 1 \leq q<2, \forall T<\infty, \quad \boldsymbol{u} \in L^{q}\left(0, T ; \boldsymbol{W}^{1, p}(\Omega)\right) \text { and } \quad \frac{\partial \boldsymbol{u}}{\partial t} \in L^{q}\left(0, T ;\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}\right)
$$

We also prove the existence of very weak solution for the homogeneous Stokes Problem (1.1), (1.3) when the initial data is less regular and belongs to the dual space $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$. In this case the solution $\boldsymbol{u}$ satisfy (see Theorem 7.7)

$$
\forall 1 \leq q<2, \quad \forall T<\infty, \quad \boldsymbol{u} \in L^{q}\left(0, T ; \boldsymbol{L}^{p}(\Omega)\right) \quad \text { and } \quad \frac{\partial \boldsymbol{u}}{\partial t} \in L^{q}\left(0, T ;\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}\right)
$$

In order to obtain the $L^{p}-L^{q}$ estimates for the solution to the homogeneous Stokes problem (1.1), (1.3) with an initial data $\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ we study the fractional powers of $A_{p}^{\prime}$. We characterize the domain $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)$ and we prove that $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)=$ $\boldsymbol{V}_{\sigma, \tau}^{p}(\Omega)$, where $\boldsymbol{V}_{\sigma, \tau}^{p}(\Omega)$ is given by (6.22). This yields an equivalence of the two norms $\left\|\left(A_{p}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{u}\right\|_{\boldsymbol{L}^{p}(\Omega)}$ and $\|\operatorname{curl} \boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)}$. We also prove an embedding of Sobolev type for the domain of the fractional powers of the Stokes operator $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right), \alpha \in \mathbb{R}_{+}^{*}$ such that $0<\alpha<3 / 2 p$.

This is similar to previous results by Borchers and Miyakawa in [18, 19], Giga and Sohr [40, 42, 43] where the fractional powers of the Stokes operator with Dirichlet boundary conditions $A$ is studied. They have proved that $\mathbf{D}\left(A^{1 / 2}\right)=\boldsymbol{W}_{0}^{1, p}(\Omega) \cap \boldsymbol{L}_{\sigma}^{p}(\Omega)$ and the equivalence of the two norms $\left\|A^{1 / 2} \boldsymbol{u}\right\|_{\boldsymbol{L}^{p}(\Omega)}$ and $\|\nabla \boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)}$ for every $\boldsymbol{u} \in \mathbf{D}\left(A^{1 / 2}\right)$. They also proved the Sobolev embedding of the domain $D\left(A^{\alpha}\right)$ into $L^{q}(\Omega)$ for the Stokes operator with Dirichlet boundary conditions.

Using the fractional powers of $A_{p}^{\prime}$ we prove our third main result:
Theorem 1.3. Let $1<p \leq q<\infty, \boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ and

$$
\begin{gather*}
\widetilde{\boldsymbol{u}}_{0}=\boldsymbol{u}_{0}-\boldsymbol{w}_{0}  \tag{1.12}\\
\boldsymbol{w}_{0}=\sum_{j=1}^{J}\left\langle\boldsymbol{u}_{0} \cdot \boldsymbol{n}, 1\right\rangle_{\Sigma_{j}} \widetilde{\operatorname{grad}} q_{j}^{\tau} \tag{1.13}
\end{gather*}
$$

Then the homogeneous Problem (1.1), (1.3) has a unique solution u satisfying

$$
\begin{gather*}
\boldsymbol{u} \in C\left(\left[0,+\infty\left[, \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right) \cap C(] 0,+\infty\left[, \mathbf{D}\left(A_{p}\right)\right) \cap C^{1}(] 0,+\infty\left[, \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)\right.\right.  \tag{1.14}\\
\boldsymbol{u} \in C^{k}(] 0,+\infty\left[, \mathbf{D}\left(A_{p}^{\ell}\right)\right), \quad \forall k, \ell \in \mathbb{N} \tag{1.15}
\end{gather*}
$$

Moreover, for all $q \in[p, \infty)$, and for all integers $m, n \in \mathbb{N}$, such that $m+n>0$, there exists constants $M>0$ and $\mu>0$, such that the solution $\boldsymbol{u}$ satisfies the estimates:

$$
\begin{gather*}
\left\|\boldsymbol{u}(t)-\boldsymbol{w}_{0}\right\|_{\boldsymbol{L}^{q}(\Omega)} \leq C e^{-\mu t} t^{-3 / 2(1 / p-1 / q)}\left\|\widetilde{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)}  \tag{1.16}\\
\|\operatorname{curl} \boldsymbol{u}(t)\|_{\boldsymbol{L}^{q}(\Omega)} \leq M e^{-\mu t} t^{-3 / 2(1 / p-1 / q)-1 / 2}\left\|\widetilde{\boldsymbol{u}}_{0}\right\|_{L^{p}(\Omega)} \tag{1.17}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|\frac{\partial^{m}}{\partial t^{m}} \Delta^{n} \boldsymbol{u}(t)\right\|_{\boldsymbol{L}^{q}(\Omega)} \leq M e^{-\mu t} t^{-(m+n)-3 / 2(1 / p-1 / q)}\left\|\widetilde{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} . \tag{1.18}
\end{equation*}
$$

The result condition (1.1), (1.3), (1.5) with an initial data in $\boldsymbol{X}_{p}$ is given in Theorem 7.4. In order to keep a reasonable size for this paper, we have not included the study of the fractional powers of the operators $B_{p}, C_{p}, B_{p}^{\prime}$ and $C_{p}^{\prime}$. Therefore, there are no regularity results for the weak and very weak solutions for the homogeneous problem. Nevertheless, the general theory of analytic semigroups applied to the semigroups generated by $B_{p}, C_{p}, B_{p}^{\prime}$ and $C_{p}^{\prime}$ provide existence and uniqueness results of solutions to problems (1.1), (1.3) and (1.1), (1.3), (1.5) for initial data $\boldsymbol{u}_{0}$ with less regularity (cf. Theorem 7.6 for the Stokes problem and Theorem 7.11 for the Stokes problem with flux conditions).

When $\Omega=\mathbb{R}^{3}$, Kato [49] shows that estimate (1.16) follows directly from the corresponding estimates for the heat semi-group. In the half space, Borchers and Miyakawa $[18,19]$ deduced estimate (1.16) for the Stokes semi-group with Dirichlet boundary condition from Ukai's formula [74]. In a bounded domain Giga [41] derives this estimate for the Stokes semi-group with Dirichlet boundary conditions from the inequality

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{L}^{q}(\Omega)} \leq C\left\|A^{\alpha / 2} \boldsymbol{u}\right\|_{\boldsymbol{L}^{p}(\Omega)}, \text { with } \alpha=3(1 / p-1 / q) \tag{1.19}
\end{equation*}
$$

which can be obtained directly from the usual Sobolev inequality for the Laplacian and from the fact that in the case of bounded domains

$$
\begin{equation*}
\left\|\Delta^{\alpha / 2} \boldsymbol{u}\right\|_{L^{p}(\Omega)} \leq C\left\|A^{\alpha / 2} \boldsymbol{u}\right\|_{L^{p}(\Omega)} \tag{1.20}
\end{equation*}
$$

for every regular function $\boldsymbol{u}$, for every $\alpha>0$ and for every $1<p<\infty$ (see [40]). In the case of exterior domains Giga and Sohr follow in [42] the same procedure as in the case of bounded domains but with limitations with respect to the values of $p$ and $q$, because in this case the inequality (1.20) still hold true but for limited values $p$ and $q$. We note also that in exterior domain Borchers and Miyakawa [19] prove the same result as [42] but using (1.19). More recently Coulhon and Lamberton [27] proved the estimate (1.16) by showing that some properties of the Stokes semi-group with Dirichlet boundary condition can be obtained by a simple transfer of the properties of the heat semi-group.

### 1.5 Plan of the paper.

This paper is organized as follows. In Section 2 we give the functional framework and some preliminary results at the basis of our proofs. In Section 3 we define the three
different Stokes operators with Navier-type boundary conditions, and prove some of their properties. In Section 4 we prove that the operators introduced in Section 3 generate bounded analytic semi-groups. Section 5 is devoted to Stokes operators with Navier-type boundary conditions and flux conditions. We introduce three operators of that kind and prove that they generate analytic semigroups. We prove in Section 6 several results on the pure imaginary and fractional powers of several operators. Then, in Section 7, we solve the Stokes problem and the Stokes problem with flux under different assumptions on the initial data $\boldsymbol{u}_{0}$ and the function $\boldsymbol{f}$.

## 2 Notations and preliminary results

### 2.1 Functional framework

In this subsection we review some basic notations, definitions and functional framework which are essential in our work. Vector fields, matrix fields and their corresponding spaces defined on $\Omega$ will be denoted by bold character. The functions treated here are complex valued functions. We will use also the symbol $\sigma$ to represent a set of divergence free functions and the symbol $\tau$ when the normal component on the boundary is vanish. In other words if $\boldsymbol{E}$ is a subspace of $\mathcal{D}^{\prime}(\Omega)$, then

$$
\boldsymbol{E}_{\sigma}=\{\boldsymbol{v} \in \boldsymbol{E} ; \operatorname{div} \boldsymbol{v}=0 \text { in } \Omega\}
$$

and

$$
\boldsymbol{E}_{\tau}=\{\boldsymbol{v} \in \boldsymbol{E} ; \quad \boldsymbol{v} \cdot \boldsymbol{n}=0 \text { on } \Gamma\} .
$$

Now, we introduce some functional spaces. Let $\boldsymbol{L}^{p}(\Omega)$ denotes the usual vector valued $L^{p}$-space over $\Omega$. Let us define the spaces:

$$
\begin{aligned}
\boldsymbol{H}^{p}(\operatorname{curl}, \Omega) & =\left\{\boldsymbol{v} \in \boldsymbol{L}^{p}(\Omega) ; \operatorname{curl} \boldsymbol{v} \in \boldsymbol{L}^{p}(\Omega)\right\}, \\
\boldsymbol{H}^{p}(\operatorname{div}, \Omega) & =\left\{\boldsymbol{v} \in \boldsymbol{L}^{p}(\Omega) ; \operatorname{div} \boldsymbol{v} \in \boldsymbol{L}^{p}(\Omega)\right\}, \\
\boldsymbol{X}^{p}(\Omega) & =\boldsymbol{H}^{p}(\operatorname{curl}, \Omega) \cap \boldsymbol{H}^{p}(\operatorname{div}, \Omega),
\end{aligned}
$$

equipped with the graph norm. Thanks to [13] we know that $\mathcal{D}(\bar{\Omega})$ is dense in $\boldsymbol{H}^{p}(\mathbf{c u r l}, \Omega)$, $\boldsymbol{H}^{p}(\operatorname{div}, \Omega)$ and $\boldsymbol{X}^{p}(\Omega)$.
We also define the subspaces:

$$
\begin{aligned}
\boldsymbol{H}_{0}^{p}(\operatorname{curl}, \Omega) & =\left\{\boldsymbol{v} \in \boldsymbol{H}^{p}(\operatorname{curl}, \Omega) ; \boldsymbol{v} \times \boldsymbol{n}=\mathbf{0} \text { on } \Gamma\right\}, \\
\boldsymbol{H}_{0}^{p}(\operatorname{div}, \Omega) & =\left\{\boldsymbol{v} \in \boldsymbol{H}^{p}(\operatorname{div}, \Omega) ; \boldsymbol{v} \cdot \boldsymbol{n}=0 \text { on } \Gamma\right\}, \\
\boldsymbol{X}_{N}^{p}(\Omega) & =\left\{\boldsymbol{v} \in \boldsymbol{X}^{p}(\Omega) ; \boldsymbol{v} \times \boldsymbol{n}=\mathbf{0} \text { on } \Gamma\right\}, \\
\boldsymbol{X}_{\tau}^{p}(\Omega) & =\left\{\boldsymbol{v} \in \boldsymbol{X}^{p}(\Omega) ; \boldsymbol{v} \cdot \boldsymbol{n}=0 \text { on } \Gamma\right\}
\end{aligned}
$$

and

$$
\boldsymbol{X}_{0}^{p}(\Omega)=\boldsymbol{X}_{N}^{p}(\Omega) \cap \boldsymbol{X}_{\tau}^{p}(\Omega)
$$

We have denoted by $\boldsymbol{v} \times \boldsymbol{n}$ (respectively by $\boldsymbol{v} \cdot \boldsymbol{n}$ ) the tangential (respectively normal) boundary value of $\boldsymbol{v}$ defined in $\boldsymbol{W}^{-1 / p, p}(\Gamma)$ (respectively in $W^{-1 / p, p}(\Gamma)$ ) as soon as $\boldsymbol{v}$ belongs to $\boldsymbol{H}^{p}(\mathbf{c u r l}, \Omega)$ (respectively to $\boldsymbol{H}^{p}(\operatorname{div}, \Omega)$ ). More precisely, any function $\boldsymbol{v}$ in $\boldsymbol{H}^{p}(\operatorname{curl}, \Omega)$ (respectively in $\boldsymbol{H}^{p}(\operatorname{div}, \Omega)$ ) has a tangential (respectively normal) trace $\boldsymbol{v} \times \boldsymbol{n}$ (respectively $\boldsymbol{v} \cdot \boldsymbol{n}$ ) in $\boldsymbol{W}^{-1 / p, p}(\Gamma)$ (respectively in $W^{-1 / p, p}(\Gamma)$ ) defined by:

$$
\begin{equation*}
\forall \boldsymbol{\varphi} \in \boldsymbol{W}^{1, p^{\prime}}(\Omega),\langle\boldsymbol{v} \times \boldsymbol{n}, \boldsymbol{\varphi}\rangle_{\Gamma}=\int_{\Omega} \operatorname{curl} \boldsymbol{v} \cdot \overline{\boldsymbol{\varphi}} \mathrm{d} x-\int_{\Omega} \boldsymbol{v} \cdot \boldsymbol{\operatorname { c u r l }} \overline{\boldsymbol{\varphi}} \mathrm{d} x \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall \varphi \in W^{1, p^{\prime}}(\Omega), \quad\langle\boldsymbol{v} \cdot \boldsymbol{n}, \varphi\rangle_{\Gamma}=\int_{\Omega} \boldsymbol{v} \cdot \operatorname{grad} \bar{\varphi} \mathrm{d} x+\int_{\Omega} \operatorname{div} \boldsymbol{v} \bar{\varphi} \mathrm{d} x \tag{2.2}
\end{equation*}
$$

where $\langle., .\rangle_{\Gamma}$ is the anti-duality between $\boldsymbol{W}^{-1 / p, p}(\Gamma)$ and $\boldsymbol{W}^{1 / p, p^{\prime}}(\Gamma)$ in $(2.1)$ and between $W^{-1 / p, p}(\Gamma)$ and $W^{1 / p, p^{\prime}}(\Gamma)$ in (2.2). Thanks to [13] we know that $\mathcal{D}(\Omega)$ is dense in $\boldsymbol{H}_{0}^{p}(\operatorname{curl}, \Omega)$ and in $\boldsymbol{H}_{0}^{p}(\operatorname{div}, \Omega)$. We denote by $\left[\boldsymbol{H}_{0}^{p}(\operatorname{curl}, \Omega)\right]^{\prime}$ and $\left[\boldsymbol{H}_{0}^{p}(\operatorname{div}, \Omega)\right]^{\prime}$ the dual spaces of $\boldsymbol{H}_{0}^{p}(\operatorname{curl}, \Omega)$ and $\boldsymbol{H}_{0}^{p}(\operatorname{div}, \Omega)$ respectively. Notice that we can characterize these dual spaces as follows: A distribution $\boldsymbol{f}$ belongs to $\left[\boldsymbol{H}_{0}^{p}(\mathbf{c u r l}, \Omega)\right]^{\prime}$ if and only if there exist functions functions $\boldsymbol{\psi} \in \boldsymbol{L}^{p^{\prime}}(\Omega)$ and $\boldsymbol{\xi} \in \boldsymbol{L}^{p^{\prime}}(\Omega)$, such that $\boldsymbol{f}=\boldsymbol{\psi}+\operatorname{curl} \boldsymbol{\xi}$. Moreover one has

$$
\|\boldsymbol{f}\|_{\left[\boldsymbol{H}_{0}^{p}(\operatorname{curl}, \Omega)\right]^{\prime}}=\inf _{\boldsymbol{f}=\boldsymbol{\psi}+\operatorname{curl} \boldsymbol{\xi}} \max \left(\|\boldsymbol{\psi}\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)},\|\boldsymbol{\xi}\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)}\right) .
$$

Similarly, a distribution $\boldsymbol{f}$ belongs to $\left[\boldsymbol{H}_{0}^{p}(\operatorname{div}, \Omega)\right]^{\prime}$ if and only if there exist $\boldsymbol{\psi} \in \boldsymbol{L}^{p^{\prime}}(\Omega)$ and $\chi \in L^{p^{\prime}}(\Omega)$ such that $\boldsymbol{f}=\boldsymbol{\psi}+\operatorname{grad} \chi$ and

$$
\|\boldsymbol{f}\|_{\left[\boldsymbol{H}_{0}^{p}(\operatorname{div}, \Omega)\right]^{\prime}}=\inf _{\boldsymbol{f}=\boldsymbol{\psi}+\operatorname{grad} \chi} \max \left(\|\boldsymbol{\psi}\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)},\|\chi\|_{L^{p^{\prime}}(\Omega)}\right) .
$$

Finally we consider the space

$$
\begin{equation*}
\boldsymbol{T}^{p}(\Omega)=\left\{\boldsymbol{v} \in \boldsymbol{H}_{0}^{p}(\operatorname{div}, \Omega) ; \quad \operatorname{div} \boldsymbol{v} \in W_{0}^{1, p}(\Omega)\right\} \tag{2.3}
\end{equation*}
$$

equipped with the graph norm. Thanks to [12, Lemma 4.11, Lemma 4.12] we know that $\mathcal{D}(\Omega)$ is dense in $\boldsymbol{T}^{p}(\Omega)$ and a distribution $\boldsymbol{f} \in\left(\boldsymbol{T}^{p}(\Omega)\right)^{\prime}$ if and only if there exists a function $\boldsymbol{\psi} \in \boldsymbol{L}^{p^{\prime}}(\Omega)$ and a function $\chi \in W^{-1, p^{\prime}}(\Omega)$ such that $\boldsymbol{f}=\boldsymbol{\psi}+\nabla \chi$.

### 2.2 Preliminary results

In this subsection, we review some known results which are essential in our work. First, we recall that the vector-valued Laplace operator of a vector field $\boldsymbol{v}=\left(v_{1}, v_{2}, v_{3}\right)$ is equivalently defined by

$$
\Delta v=\operatorname{grad}(\operatorname{div} v)-\operatorname{curl} \operatorname{curl} v
$$

Next, we review some Sobolev embeddings (see [13]):
Lemma 2.1. The spaces $\boldsymbol{X}_{N}^{p}(\Omega)$ and $\boldsymbol{X}_{\tau}^{p}(\Omega)$ defined above are continuously embedded in $\boldsymbol{W}^{1, p}(\Omega)$.

Consider now the spaces
$\boldsymbol{X}^{2, p}(\Omega)=\left\{\boldsymbol{v} \in \boldsymbol{L}^{p}(\Omega) ; \operatorname{div} \boldsymbol{v} \in W^{1, p}(\Omega), \operatorname{curl} \boldsymbol{u} \in \boldsymbol{W}^{1, p}(\Omega)\right.$ and $\left.\boldsymbol{v} \cdot \boldsymbol{n} \in W^{1-1 / p, p}(\Gamma)\right\}$
and
$\boldsymbol{Y}^{2, p}(\Omega)=\left\{\boldsymbol{v} \in \boldsymbol{L}^{p}(\Omega) ; \operatorname{div} \boldsymbol{v} \in W^{1, p}(\Omega), \operatorname{curl} \boldsymbol{v} \in \boldsymbol{W}^{1, p}(\Omega)\right.$ and $\left.\boldsymbol{v} \times \boldsymbol{n} \in \boldsymbol{W}^{1-1 / p, p}(\Gamma)\right\}$.
Lemma 2.2. The spaces $\boldsymbol{X}^{2, p}(\Omega)$ and $\boldsymbol{Y}^{2, p}(\Omega)$ are continuously embedded in $\boldsymbol{W}^{2, p}(\Omega)$.
Consider now the space

$$
\boldsymbol{E}^{p}(\Omega)=\left\{\boldsymbol{v} \in \boldsymbol{W}^{1, p}(\Omega) ; \Delta \boldsymbol{v} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}\right\}
$$

which is a Banach space for the norm:

$$
\|\boldsymbol{v}\|_{\boldsymbol{E}^{p}(\Omega)}=\|\boldsymbol{v}\|_{\boldsymbol{W}^{1, p}(\Omega)}+\|\Delta \boldsymbol{v}\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}}
$$

Thanks to [12, Lemma 4.1] we know that $\mathcal{D}(\bar{\Omega})$ is dense in $\boldsymbol{E}^{p}(\Omega)$. Moreover we have the following Lemma (see [12, Corollary 4.2]):
Lemma 2.3. The linear mapping $\gamma: \boldsymbol{v} \longrightarrow \boldsymbol{c u r l} \boldsymbol{v} \times \boldsymbol{n}$ defined on $\mathcal{D}(\bar{\Omega})$ can be extended to a linear and continuous mapping

$$
\gamma: \boldsymbol{E}^{p}(\Omega) \longrightarrow \boldsymbol{W}^{-\frac{1}{p}, p}(\Gamma)
$$

Moreover, we have the Green formula: for any $\boldsymbol{v} \in \boldsymbol{E}^{p}(\Omega)$ and $\boldsymbol{\varphi} \in \boldsymbol{X}_{\tau}^{p^{\prime}}(\Omega)$ such that $\operatorname{div} \varphi=0$ in $\Omega$.

$$
-\langle\Delta v, \varphi\rangle_{\Omega}=\int_{\Omega} \operatorname{curl} v \cdot \operatorname{curl} \varphi \mathrm{~d} x-\langle\operatorname{curl} v \times n, \varphi\rangle_{\Gamma}
$$

where $\langle., .\rangle_{\Gamma}$ denotes the anti-duality between $\boldsymbol{W}^{-\frac{1}{p}, p}(\Gamma)$ and $\boldsymbol{W}^{\frac{1}{p}, p^{\prime}}(\Gamma)$ and $\langle., .\rangle_{\Omega}$ denotes the anti-duality between $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}$ and $\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)$.

Next we consider the space

$$
\boldsymbol{H}^{p}(\Delta, \Omega)=\left\{\boldsymbol{v} \in \boldsymbol{L}^{p}(\Omega) ; \quad \Delta \boldsymbol{v} \in\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime}\right\}
$$

which is a Banach space for the graph norm. Thanks to [12, Lemma 4.13, Lemma 4.14] we know that

Proposition 2.4. The space $\mathcal{D}(\bar{\Omega})$ is dense in $\boldsymbol{H}^{p}(\Delta, \Omega)$. Moreover for every $\boldsymbol{v}$ in $\boldsymbol{H}^{p}(\Delta, \Omega)$ the trace $\operatorname{curl} \boldsymbol{v} \times \boldsymbol{n}$ exists and belongs to $\boldsymbol{W}^{-1-1 / p, p}(\Gamma)$. In addition we have the Green formula: for all $\boldsymbol{v} \in \boldsymbol{H}^{p}(\Delta, \Omega)$ and for all $\boldsymbol{\varphi} \in \boldsymbol{W}^{2, p}(\Omega)$ such that $\operatorname{div} \boldsymbol{\varphi}=\boldsymbol{\varphi} \cdot \boldsymbol{n}=0$ on $\Gamma$ and $\operatorname{curl} \boldsymbol{\varphi} \times \boldsymbol{n}=\mathbf{0}$ on $\Gamma$ :

$$
\begin{equation*}
\langle\Delta \boldsymbol{v}, \boldsymbol{\varphi}\rangle_{\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime} \times \boldsymbol{T}^{p^{\prime}}(\Omega)}=\int_{\Omega} \boldsymbol{v} \cdot \Delta \overline{\boldsymbol{\varphi}} d x+\langle\mathbf{c u r l} \boldsymbol{v} \times \boldsymbol{n}, \boldsymbol{\varphi}\rangle_{\Gamma} \tag{2.5}
\end{equation*}
$$

where $\langle., .\rangle_{\Gamma}=\langle., .\rangle_{\boldsymbol{W}^{-1-1 / p, p}(\Gamma) \times \boldsymbol{W}^{1+1 / p, p^{\prime}}(\Gamma)}$.

Next we consider the problem:

$$
\begin{equation*}
\operatorname{div}(\boldsymbol{g r a d} \pi-\boldsymbol{f})=0 \quad \text { in } \Omega, \quad(\boldsymbol{g r a d} \pi-\boldsymbol{f}) \cdot \boldsymbol{n}=0 \quad \text { on } \Gamma \tag{2.6}
\end{equation*}
$$

We recall the following lemma concerning the weak Neumann problem without giving the proof (see [65] for point i) and [10] for points ii) and iii)).

Lemma 2.5. (i) Let $\boldsymbol{f} \in \boldsymbol{L}^{p}(\Omega)$, the Problem (2.6) has a unique solution $\pi \in W^{1, p}(\Omega) / \mathbb{R}$ satisfying the estimate

$$
\|\operatorname{grad} \pi\|_{\boldsymbol{L}^{p}(\Omega)} \leq C_{1}(\Omega)\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)},
$$

for some constant $C_{1}(\Omega)>0$.
(ii) Let $\boldsymbol{f} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}$, the Problem (2.6) has a unique solution $\pi \in L^{p}(\Omega) / \mathbb{R}$ satisfying the estimate

$$
\|\pi\|_{L^{p}(\Omega) / \mathbb{R}} \leq C_{2}(\Omega, p)\|\boldsymbol{f}\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}}
$$

(iii) Let $\boldsymbol{f} \in\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime}$, where $\boldsymbol{T}^{p}(\Omega)$ is given by (2.3). The Problem (2.6) has a unique solution $\pi \in W^{-1, p}(\Omega) / \mathbb{R}$ satisfying the estimate

$$
\|\pi\|_{W^{-1, p}(\Omega) / \mathbb{R}} \leq C(\Omega, p)\|\boldsymbol{f}\|_{\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime}}
$$

### 2.3 Some Properties of sectorial and non-negative operators

This subsection is devoted to the definitions and some relevant properties of sectorial and non-negative operators very useful in our work. In all this subsection $X$ denotes a Banach space and $\mathcal{A}: D(\mathcal{A}) \subset X \mapsto X$ is a closed linear operator. $D(\mathcal{A})$ is the domain of $\mathcal{A}$, it is equipped with the graph norm and form with this norm a Banach space.

Let $0 \leq \theta<\pi / 2$ and let $\Sigma_{\theta}$ be the sector

$$
\Sigma_{\theta}=\left\{\lambda \in \mathbb{C}^{*} ; \quad|\arg \lambda|<\pi-\theta\right\}
$$

Thanks to [30, Chapter 2, page 96], we know that a linear densely defined operator $\mathcal{A}$ is sectorial if there exists a constant $M>0$ and $0 \leq \theta<\pi / 2$ such that

$$
\begin{equation*}
\forall \lambda \in \Sigma_{\theta}, \quad\|R(\lambda, \mathcal{A})\|_{\mathcal{L}(X)} \leq \frac{M}{|\lambda|} \tag{2.7}
\end{equation*}
$$

where $R(\lambda, \mathcal{A})=(\lambda I-\mathcal{A})^{-1}$. This means that the resolvent of a sectorial operator contains a sector $\Sigma_{\theta}$ for some $0 \leq \theta<\pi / 2$ and for every $\lambda \in \Sigma_{\theta}$ one has estimate (2.7).

Moreover, the authors give in [30] a necessary and sufficient condition for an operator $\mathcal{A}$ to generates a bounded analytic semi-group. In fact, according to [30, Chapter 2, Theorem 4.6, page 101], an operator $\mathcal{A}$ generates a bounded analytic semi-group if and only if it is sectorial in the sense of (2.7).

Nevertheless, it is not always easy to prove that an operator $\mathcal{A}$ is sectorial in the sense (2.7). Although, Yosida proved in [75] that it is suffices to prove (2.7) in the half plane $\left\{\lambda \in \mathbb{C}^{*} ; \operatorname{Re} \lambda \geq 0\right\}$. This result is stated in [14, Chapter 1, Theorem 3.2, page 30] and proved by K. Yosida.

Proposition 2.6. Let $\mathcal{A}: \mathrm{D}(\mathcal{A}) \subseteq X \longmapsto X$ be a linear densely defined operator and $M>0$ such that

$$
\forall \lambda \in \mathbb{C}^{*}, \quad \operatorname{Re} \lambda \geq 0, \quad\|R(\lambda, \mathcal{A})\|_{\mathcal{L}(X)} \leq \frac{M}{|\lambda|}
$$

Then $\mathcal{A}$ is sectorial in the sense of (2.7).
Proof. Thanks to Yosida [75, Chapter VIII, Theorem 1, page 211] we know that $\rho(\mathcal{A})$ is an open subset of $\mathbb{C}$ and for all $\lambda_{0} \in \rho(\mathcal{A})$, the disc of center $\lambda_{0}$ and radius $\left|\lambda_{0}\right| / M$ is contained in $\rho(\mathcal{A})$. In particular, for every $r>0$, the open disks with center $\pm i r$ and radius $|r| / M$ is contained in $\rho(\mathcal{A})$. The union of such disks and of the half plane $\{\lambda \in \mathbb{C} ; \operatorname{Re} \lambda \geq 0\}$ contains the sector

$$
\left\{\lambda \in \mathbb{C}^{*} ;|\arg \lambda|<\pi-\arctan (M)\right\}
$$

hence it contains the sector

$$
S=\left\{\lambda \in \mathbb{C}^{*} ;|\arg \lambda|<\pi-\arctan (2 M)\right\}
$$

If $\lambda \in S$ and $\operatorname{Re} \lambda<0$, we write $\lambda$ in the form $\lambda= \pm i r-(\theta r) /(2 M)$ for some $\theta \in(0,1)$. Thanks to [?, Chapter 4, formula 1.2, page 239]e know that

$$
R(\lambda, \mathcal{A})=R( \pm i r, \mathcal{A})[I+(\lambda \mp i r) R( \pm i r, \mathcal{A})]^{-1}
$$

We can easily verify that $\left\|[I+(\lambda \mp i r) R( \pm i r, \mathcal{A})]^{-1}\right\|_{\mathcal{L}(X)} \leq 2$.
Next, observe that $|\lambda|=\sqrt{r^{2}+\frac{\theta^{2} r^{2}}{4 M^{2}}}=r \frac{\sqrt{4 M^{2}+\theta^{2}}}{2 M}$. Then

$$
\|R(\lambda, \mathcal{A})\| \leq \frac{2 M}{r} \leq \frac{2 M \frac{\sqrt{4 M^{2}+\theta^{2}}}{2 M}}{r \frac{\sqrt{4 M^{2}+\theta^{2}}}{2 M}} \leq \frac{\sqrt{4 M^{2}+1}}{|\lambda|}
$$

Now if $\lambda \in S$ such that $\operatorname{Re} \lambda \geq 0$ then thanks to our assumption one has

$$
\begin{equation*}
\|R(\lambda, \mathcal{A})\|_{\mathcal{L}(X)} \leq \frac{M}{|\lambda|} \tag{2.8}
\end{equation*}
$$

which ends the proof.
Remark 2.7. Proposition 2.6 means that there exists an angle $0<\theta_{0}<\pi / 2$ such that the resolvent set of the operator $\mathcal{A}$ contains the sector

$$
\Sigma_{\theta_{0}}=\left\{\lambda \in \mathbb{C}^{*} ; \quad|\arg \lambda| \leq \pi-\theta_{0}\right\}
$$

where estimate (2.8) is satisfied.

Next we recall some definitions and properties concerning the fractional powers of a non-negative operator. We start by the following definition.

Definition 2.8. An operator $\mathcal{A}$ is said to be a non-negative operator if its resolvent set contains all negative real numbers and

$$
\sup _{t>0} t\left\|(t I+\mathcal{A})^{-1}\right\|_{\mathcal{L}(X)}<\infty
$$

For a non-negative operator $\mathcal{A}$ it is possible to define its complex power $\mathcal{A}^{z}$ for $\underline{\text { every }} z \underline{\mathbb{C}} \underline{\mathbb{C}}$ as a densely defined closed linear operator in the closed subspace $X_{\mathcal{A}}=$ $\overline{D(\mathcal{A})} \cap \overline{R(\mathcal{A})}$ in $X$. Here $D(\mathcal{A})$ and $R(\mathcal{A})$ denote, respectively, the domain and the range of $\mathcal{A}$. Observe that, if both $D(\mathcal{A})$ and $R(\mathcal{A})$ are dense in $X$, then $X_{\mathcal{A}}=X$. We refer to $[50,73]$ for the definition and some relevant properties of the complex power of a non-negative operator.

For a non-negative bounded operator whose inverse $\mathcal{A}^{-1}$ exists and it is bounded (i.e. $0 \in \rho(\mathcal{A})$ ), the complex power $\mathcal{A}^{z}$ can be defined for all $z \in \mathbb{C}$ by the means of the Dunford integral ([75]):

$$
\begin{equation*}
\mathcal{A}^{z} f=\frac{1}{2 \pi i} \int_{\Gamma_{\theta}}(-\lambda)^{z}(\lambda I+\mathcal{A})^{-1} f \mathrm{~d} \lambda \tag{2.9}
\end{equation*}
$$

where $\Gamma_{\theta}$ runs in the resolvent set of $-\mathcal{A}$ from $\infty e^{i(\theta-\pi)}$ to zero and from zero to $\infty e^{i(\pi-\theta)}$, $0<\theta<\pi / 2$ in $\mathbb{C}$ avoiding the non negative real axis. The branch of $(-\lambda)^{z}$ is taken so that $\operatorname{Re}\left((-\lambda)^{z}\right)>0$ for $\lambda<0$. It is proved by Triebel [73] that when the operator $\mathcal{A}$ is of bounded inverse, the complex powers $\mathcal{A}^{z}$ for $\operatorname{Re} z>0$ are isomorphisms from $D\left(\mathcal{A}^{z}\right)$ to $X_{\mathcal{A}}$.

The following property plays an important role in the study of the abstract inhomogeneous Cauchy-Problem and give us more regularity for the solutions (see [43]).

Definition 2.9. Let $\theta \geq 0$ and $K \geq 1$. A non-negative operator $\mathcal{A}$ belongs to $E_{K}^{\theta}(X)$ if $\mathcal{A}^{\text {is }} \in \mathcal{L}\left(X_{\mathcal{A}}\right)$ for every $s \in \mathbb{R}$ and its norm in $\mathcal{L}\left(X_{\mathcal{A}}\right)$ satisfies the estimate

$$
\begin{equation*}
\left\|\mathcal{A}^{i s}\right\|_{\mathcal{L}\left(X_{\mathcal{A}}\right)} \leq K e^{\theta|s|} \tag{2.10}
\end{equation*}
$$

If in addition $D(\mathcal{A})$ and $R(\mathcal{A})$ are dense in $X$, we say that $\mathcal{A} \in \mathcal{E}_{K}^{\theta}(X)$.
We note that, these spaces $E_{K}^{\theta}(X)$ and $\mathcal{E}_{K}^{\theta}(X)$ were introduced by Dore and Venni [29], Giga and Sohr [43] in the abstract perturbation theory.

When $-\mathcal{A}$ is the infinitesimal generator of a bounded analytic semi-group $(T(t))_{t \geq 0}$, the following proposition is proved by Komatsu (see [50, Theorem 12.1] for instance)

Proposition 2.10. Let $-\mathcal{A}$ be the infinitesimal generator of a bounded analytic semigroup $(T(t))_{t \geq 0}$. For any complex number $\alpha$ such that $\operatorname{Re} \alpha>0$ one has

$$
\begin{equation*}
\forall t>0, \quad\left\|\mathcal{A}^{\alpha} T(t)\right\|_{\mathcal{L}(X)} \leq C t^{-\operatorname{Re} \alpha} \tag{2.11}
\end{equation*}
$$

The following lemma is proved by Komatsu (see [50]) and plays an important role in the study of the domains of fractional powers of the Stokes operator with Navier-type boundary conditions.

Lemma 2.11. Let $\mathcal{A}$ be a non-negative closed linear operator. If $\operatorname{Re} \alpha>0$ the domain $D\left((\nu I+\mathcal{A})^{\alpha}\right)$ doesn't depend on $\nu \geq 0$ and coincides with $D\left((\mu I+\mathcal{A})^{\alpha}\right)$ for $\mu \geq 0$. In other words

$$
\forall \mu, \nu>0, \quad D\left(\mathcal{A}^{\alpha}\right)=D\left((\mu I+\mathcal{A})^{\alpha}\right)=D\left((\nu I+\mathcal{A})^{\alpha}\right)
$$

Finally, let $\mathcal{A}$ be a non-negative operator such that $0 \in \rho(\mathcal{A})$. The boundedness of $\mathcal{A}^{i s}, s \in \mathbb{R}$ allows us to determine the domain of definition of $D\left(\mathcal{A}^{\alpha}\right)$, for complex number $\alpha$ satisfying $\operatorname{Re} \alpha>0$ using complex interpolation. The following result is due to [73]

Theorem 2.12. Let $\mathcal{A}$ be a non-negative operator with bounded inverse. We suppose that there exist two positive numbers $\varepsilon$ and $C$ such that $\mathcal{A}^{i s}$ is bounded for $-\varepsilon \leq s \leq \varepsilon$ and $\left\|\mathcal{A}^{i s}\right\|_{\mathcal{L}\left(X_{A}\right)} \leq C$. If $\alpha$ is a complex number such that $0<\operatorname{Re} \alpha<\infty$ and $0<\theta<1$ then

$$
\left[X, D\left(\mathcal{A}^{\alpha}\right)\right]_{\theta}=D\left(\mathcal{A}^{\alpha \theta}\right)
$$

### 2.4 Some auxiliary results on $\zeta$-convexity.

In order to prove maximal $L^{p}-L^{q}$ regularity properties for the solutions of the inhomogeneous Stokes problem, we use the property of $\zeta$-convexity of Banach spaces. This property has already proved to be useful in the same context (cf. [43]). For further readings on $\zeta$-convex Banach spaces we refer to $[23,58]$.

The $\zeta$ convex property may be defined as follows:
Definition 2.13. A Banach space $X$ is $\zeta$-convex if there is a symmetric biconvex function $\zeta$ on $X \times X$ such that $\zeta(0,0)>0$ and

$$
\begin{equation*}
\forall x, y \in X, \quad\|x\|_{X} \geq 1, \quad \zeta(x, y) \leq\|x+y\|_{X} \tag{2.12}
\end{equation*}
$$

For this and equivalent definitions see Theorem 1 and Theorem 2 in [58].
The $\zeta$-convexity property is stronger than uniform convexity or reflexivity. It has been proved in Proposition 3 of [58] that for any $\Omega$ open domain of $\mathbb{R}^{3}$ the space $L^{p}(\Omega)$ is $\zeta$-convex if and only if $1<p<\infty$.

The following property of $\zeta$-convex spaces is needed in the following. Since its proof is elementary we shall skip it.

Proposition 2.14. Every closed subspace of a $\zeta$-convex space is $\zeta$-convex.
On the other hand, the following characterization of $\zeta$-convex spaces in terms of the Hilbert transform is proved in [23] (cf. Theorem 3.3 in Section 3 and Section 2). See also [58] (Theorem 1 and Theorem 2):

Theorem 2.15. A Banach space $X$ is $\zeta$-convex if and only if, for some $s \in(1, \infty)$, the truncated Hilbert transform

$$
\left(H_{\varepsilon} f\right)(t)=\frac{1}{\pi} \int_{|\tau|>\varepsilon} \frac{f(t-\tau)}{\tau} \mathrm{d} \tau
$$

converges as $\varepsilon \rightarrow 0$, for almost all $t \in \mathbb{R}$, for all $f \in L^{s}(\mathbb{R} ; X)$, and there is a constant $C=C(s, X)$ independent of $f$ such that

$$
\|H f\|_{L^{s}(\mathbb{R}, X)} \leq C\|f\|_{L^{s}(\mathbb{R} ; X)}
$$

where $(H f)(t)=\lim _{\varepsilon \rightarrow 0}\left(H_{\varepsilon} f\right)(t)$.

Using Theorem 2.15 we prove the following proposition and show the $\zeta$-convexity of the dual spaces $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}$.

Proposition 2.16. Let $1<p<\infty$, the dual spaces $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}$ are $\zeta$-convex Banach spaces.

Proof. We will only write the proof of the $\zeta$-convexity of $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}$ because the proof of the $\zeta$-convexity of $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}$ is similar. Let $\boldsymbol{f} \in L^{s}\left(\mathbb{R} ;\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}\right)$, then for almost all $t \in \mathbb{R}$, there exists $\boldsymbol{\psi}(t) \in \boldsymbol{L}^{p}(\Omega)$ and $\chi(t) \in L^{p}(\Omega)$ such that

$$
\boldsymbol{f}(t)=\boldsymbol{\psi}(t)+\nabla \chi(t), \quad\|\boldsymbol{f}(t)\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}}=\max \left(\|\boldsymbol{\psi}(t)\|_{\boldsymbol{L}^{p}(\Omega)},\|\chi(t)\|_{L^{p}(\Omega)}\right)
$$

Since $\boldsymbol{f} \in L^{s}\left(\mathbb{R} ;\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}\right)$, it is clear that $\boldsymbol{\psi} \in L^{s}\left(\mathbb{R} ; \boldsymbol{L}^{p}(\Omega)\right)$ and $\chi \in L^{s}\left(\mathbb{R} ; L^{p}(\Omega)\right)$. On the other hand we can easily verify that

$$
\left(H_{\varepsilon} \boldsymbol{f}\right)(t)=\left(H_{\varepsilon} \boldsymbol{\psi}\right)(t)+\nabla\left(H_{\varepsilon} \chi\right)(t)
$$

Next, since $\boldsymbol{L}^{p}(\Omega)$ (respectively $\left.L^{p}(\Omega)\right)$ is $\zeta$-convex then $\left(H_{\varepsilon} \boldsymbol{\psi}\right)(t)$ (respectively $\left(H_{\varepsilon} \chi\right)(t)$ ) converges as $\varepsilon \rightarrow 0$ to $H \boldsymbol{\psi}(t)$ (respectively to $H \chi(t)$ ). Moreover we have the estimate

$$
\|H \boldsymbol{\psi}(t)\|_{L^{s}\left(\mathbb{R} ; \boldsymbol{L}^{p}(\Omega)\right)} \leq C(s, \Omega, p)\|\boldsymbol{\psi}\|_{L^{s}\left(\mathbb{R} ; \boldsymbol{L}^{p}(\Omega)\right)}
$$

and

$$
\|H \chi(t)\|_{L^{s}\left(\mathbb{R} ; L^{p}(\Omega)\right)} \leq C(s, \Omega, p)\|\psi\|_{L^{s}\left(\mathbb{R} ; L^{p}(\Omega)\right)}
$$

This means that $\left(H_{\varepsilon} \boldsymbol{f}\right)(t)$ converges as $\varepsilon \rightarrow 0$ to $H \boldsymbol{f}(t)=H \boldsymbol{\psi}(t)+\nabla H \chi(t)$. Moreover we have the estimate

$$
\|H \boldsymbol{f}(t)\|_{L^{s}\left(\mathbb{R} ;\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}\right)} \leq C(s, \Omega, p)\|\boldsymbol{f}\|_{L^{s}\left(\mathbb{R} ;\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}\right)}
$$

which ends the proof.

## 3 The Stokes operator

The main object of this section is to introduce the different Stokes operators with Naviertype boundary conditions that we need in order to solve the Stokes problem for the different types of initial data $\boldsymbol{u}_{0}$ and external forces $\boldsymbol{f}$ that we want to consider. For the sake of comparison we also recall the definition of the Stokes operator with Dirichlet boundary conditions.

### 3.1 The Stokes operator with Dirichlet boundary conditions

We consider the space

$$
\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)=\left\{\boldsymbol{f} \in \boldsymbol{L}^{p}(\Omega) ; \operatorname{div} \boldsymbol{f}=0 \text { in } \Omega, \boldsymbol{f} \cdot \boldsymbol{n}=0 \text { on } \Gamma\right\}
$$

Endowed the $L^{p}(\Omega)$ norm, it is a Banach space. We also define

$$
\boldsymbol{V}_{0}^{p}(\Omega)=\left\{\boldsymbol{v} \in \boldsymbol{W}_{0}^{1, p}(\Omega) ; \operatorname{div} \boldsymbol{v}=0 \text { in } \Omega\right\}
$$

which is a Banach space for the norm of $\boldsymbol{W}^{1, p}(\Omega)$. For every $\boldsymbol{u} \in \boldsymbol{V}_{0}^{p}(\Omega)$ we define the Stokes operator with Dirichlet boundary condition by

$$
\forall \boldsymbol{v} \in \boldsymbol{V}_{0}^{p^{\prime}}(\Omega), \quad\langle A \boldsymbol{u}, \boldsymbol{v}\rangle_{\left(\boldsymbol{V}_{0}^{p^{\prime}}(\Omega)\right)^{\prime} \times \boldsymbol{V}_{0}^{p^{\prime}}(\Omega)}=\int_{\Omega} \nabla \boldsymbol{u}: \nabla \overline{\boldsymbol{v}} \mathrm{d} x
$$

Notice that, we can also define the Stokes operator with Dirichlet boundary condition by

$$
A: \mathbf{D}(A) \subset \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) \longrightarrow \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)
$$

where $\mathbf{D}(A)=\boldsymbol{W}^{2, p}(\Omega) \cap \boldsymbol{W}_{0}^{1, p}(\Omega) \cap \boldsymbol{L}_{\sigma}^{p}(\Omega)$ and $A=-P \Delta$. We recall that

$$
\begin{equation*}
P: \boldsymbol{L}^{p}(\Omega) \longrightarrow \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) \tag{3.1}
\end{equation*}
$$

is the Helmholtz projection defined by,

$$
\begin{equation*}
\forall \boldsymbol{f} \in \boldsymbol{L}^{p}(\Omega), \quad P \boldsymbol{f}=\boldsymbol{f}-\operatorname{grad} \pi \tag{3.2}
\end{equation*}
$$

where $\pi$ is the unique solution of Problem (2.6). This means that, the Stokes operator is defined by :

$$
\boldsymbol{u} \in \mathbf{D}(A), \quad A \boldsymbol{u}=-P \Delta \boldsymbol{u}=-\Delta \boldsymbol{u}+\operatorname{grad} \pi
$$

where $\pi$ is the unique solution up to an additive constant of the problem

$$
\begin{equation*}
\operatorname{div}(\operatorname{grad} \pi-\Delta \boldsymbol{u})=0 \quad \text { in } \Omega, \quad(\operatorname{grad} \pi-\Delta \boldsymbol{u}) \cdot \boldsymbol{n}=0 \quad \text { on } \Gamma \tag{3.3}
\end{equation*}
$$

### 3.2 The Stokes operator with Navier-type boundary conditions

In this Section we consider three different Stokes operators with Navier type boundary conditions.

When $\Omega$ is not simply-connected, the Stokes operator with boundary condition (1.3) has a non trivial kernel included in all the $L^{p}$ spaces for $p \in(1, \infty)$. It may be caracterised as follows:

$$
\begin{equation*}
\boldsymbol{K}_{\tau}(\Omega)=\left\{\boldsymbol{v} \in \boldsymbol{X}_{\tau}^{p}(\Omega) ; \operatorname{div} \boldsymbol{v}=0, \operatorname{curl} \boldsymbol{v}=\mathbf{0} \text { in } \Omega\right\} \tag{3.4}
\end{equation*}
$$

It has been proved that his kernel is actually independent of $p$ (cf. [9], for $p=2$ and [13] for $p \in(1, \infty)$ ), is of finite dimension $J \geq 1$ and spanned by the functions $\widetilde{\operatorname{grad}} q_{j}^{\tau}$, $1 \leq j \leq J,\left(\right.$ see $[9$, proposition 3.14] $)$. For all $1 \leq j \leq J$, the function $\operatorname{grad} q_{j}^{\tau}$ is the extension by continuity of $\operatorname{grad} q_{j}^{\tau}$ to $\Omega$, with $q_{j}^{\tau}$ is the unique solution up to an additive constant of the problem:

$$
\left\{\begin{align*}
-\Delta q_{j}^{\tau} & =0 \quad \text { in } \Omega^{\circ}  \tag{3.5}\\
\partial_{n} q_{j}^{\tau} & =0 \quad \text { on } \Gamma \\
{\left[q_{j}^{\tau}\right]_{k} } & =\text { constant }, \quad 1 \leq k \leq J \\
{\left[\partial_{n} q_{j}^{\tau}\right]_{k} } & =0 ; \quad 1 \leq k \leq J \\
\left\langle\partial_{n} q_{j}^{\tau}, 1\right\rangle_{\Sigma_{k}} & =\delta_{j k}, \quad 1 \leq k \leq J
\end{align*}\right.
$$

We recall that, for all $1 \leq j \leq J$, the product $\langle\cdot . \cdot\rangle_{\Sigma_{j}}$ is the duality product between $\boldsymbol{W}^{-\frac{1}{p}, p}\left(\Sigma_{j}\right)$ and $\boldsymbol{W}^{1-\frac{1}{p^{\prime}}, p^{\prime}}\left(\Sigma_{j}\right)$.

### 3.2.1 The Stokes operator with Navier-type conditions on $L_{\sigma, \tau}^{p}(\Omega)$

Consider the space

$$
\begin{equation*}
\boldsymbol{X}_{\sigma, \tau}^{p}(\Omega)=\left\{\boldsymbol{v} \in \boldsymbol{X}_{\tau}^{p}(\Omega) ; \operatorname{div} \boldsymbol{v}=0 \text { in } \Omega\right\} \tag{3.6}
\end{equation*}
$$

which is a Banach space for the norm $\boldsymbol{X}^{p}(\Omega)$. We recall that $\boldsymbol{X}_{\sigma, \tau}^{p}(\Omega)$ is a closed subspace of $\boldsymbol{X}_{\tau}^{p}(\Omega)$ and on $\boldsymbol{X}_{\sigma, \tau}^{p}(\Omega)$ the norm of $\boldsymbol{X}_{\tau}^{p}(\Omega)$ is equivalent to the norm of $\boldsymbol{W}^{1, p}(\Omega)$.

Let $\boldsymbol{u} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ be fixed and consider the mapping

$$
\begin{aligned}
A_{p} \boldsymbol{u}: & \boldsymbol{W} & \longrightarrow \mathbb{C} \\
& \boldsymbol{v} & \longmapsto-\int_{\Omega} \boldsymbol{u} \cdot \Delta \overline{\boldsymbol{v}} \mathrm{d} x
\end{aligned}
$$

where

$$
\boldsymbol{W}=\boldsymbol{X}_{\sigma, \tau}^{p^{\prime}}(\Omega) \cap \boldsymbol{W}^{2, p^{\prime}}(\Omega)
$$

It is clear that $A_{p} \in \mathcal{L}\left(\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega), \boldsymbol{W}^{\prime}\right)$ and thanks to de Rham's Lemma there exists $\pi \in W^{-1, p}(\Omega)$ such that

$$
A_{p} \boldsymbol{u}+\Delta \boldsymbol{u}=\nabla \pi \quad \text { in } \quad \Omega
$$

Now suppose that $\boldsymbol{u} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ and $A_{p} \boldsymbol{u} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$. Since $\Delta \boldsymbol{u}=-A_{p} \boldsymbol{u}+\nabla \pi$, then thanks to [12, Lemma 4.14] $\operatorname{curl} \boldsymbol{u} \times \boldsymbol{n} \in \boldsymbol{W}^{-1-1 / p, p}(\Gamma)$. Moreover if we suppose that $\operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0}$ on $\Gamma$ then $(\boldsymbol{u}, \pi) \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) \times W^{-1, p}(\Omega)$ is a solution of the problem

$$
\left\{\begin{aligned}
-\Delta \boldsymbol{u}+\nabla \pi=A_{p} \boldsymbol{u}, & \operatorname{div} \boldsymbol{u}=0 \\
\boldsymbol{u} \cdot \boldsymbol{n}=0, & \text { curl } \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0}
\end{aligned} \quad \text { on } \Gamma .\right.
$$

As a result using the regularity of the Stokes Problem [12, Theorem 4.8] one has $(\boldsymbol{u}, \pi) \in$ $\boldsymbol{W}^{2, p}(\Omega) \times W^{1, p}(\Omega)$.

The operator $A_{p}: \mathbf{D}\left(A_{p}\right) \subset \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) \longrightarrow \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ is a linear operator with

$$
\begin{equation*}
\mathbf{D}\left(A_{p}\right)=\left\{\boldsymbol{u} \in \boldsymbol{W}^{2, p}(\Omega) ; \operatorname{div} \boldsymbol{u}=0 \text { in } \Omega, \boldsymbol{u} \cdot \boldsymbol{n}=0, \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} \text { on } \Gamma\right\} \tag{3.7}
\end{equation*}
$$

provided that $\Omega$ is of class $C^{2.1}$ (cf. [5]). Moreover

$$
\begin{equation*}
\forall \boldsymbol{u} \in \mathbf{D}\left(A_{p}\right), \quad A_{p} \boldsymbol{u}=-\Delta \boldsymbol{u}+\operatorname{grad} \pi \tag{3.8}
\end{equation*}
$$

where $\pi$ is the unique solution up to an additive constant of the problem

$$
\operatorname{div}(\operatorname{grad} \pi-\Delta \boldsymbol{u})=0 \quad \text { in } \Omega, \quad(\operatorname{grad} \pi-\Delta \boldsymbol{u}) \cdot \boldsymbol{n}=0 \quad \text { on } \Gamma
$$

Observe that for all $\boldsymbol{u} \in \mathbf{D}\left(A_{p}\right)$ and for all $\boldsymbol{v} \in \boldsymbol{X}_{\sigma, \tau}^{p^{\prime}}(\Omega)$ one has

$$
\int_{\Omega} A_{p} \boldsymbol{u} \cdot \overline{\boldsymbol{v}} \mathrm{~d} x=\int_{\Omega} \operatorname{curl} \boldsymbol{u} \cdot \operatorname{curl} \overline{\boldsymbol{v}} \mathrm{d} x
$$

It easily follows that $\left(A_{p}\right)^{*}=A_{p^{\prime}}$.
Notice also that for all $1<p, q<\infty$ and $\boldsymbol{u} \in \mathbf{D}\left(A_{p}\right) \cap \mathbf{D}\left(A_{q}\right), A_{p} \boldsymbol{u}=A_{q} \boldsymbol{u}$. We also recall the following propositions, see [5, Proposition 3.1] for the proof.

Proposition 3.1. For all $\boldsymbol{u} \in \mathbf{D}\left(A_{p}\right), A_{p} \boldsymbol{u}=-\Delta \boldsymbol{u}$.
Remark 3.2. Unlike the Stokes operator with Dirichlet boundary condition, we observe that here the pressure is constant, while with Dirichlet boundary condition the pressure cannot be a constant since it is the solution of the Problem (3.3).

In the rest of this paper we will consider the Stokes operator with Navier-type boundary conditions (1.3). We end this section by the following propositions (see [5, Proposition 3.2, Proposition 3.3] for the proof):

Proposition 3.3. The space $\mathbf{D}\left(A_{p}\right)$ is dense in $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$.
Remark 3.4. (i) Notice that, thanks to Lemmas 2.1 and 2.2 , since $\Omega$ is of class $C^{2,1}$ we have

$$
\forall \boldsymbol{u} \in \mathbf{D}\left(A_{p}\right), \quad\|\boldsymbol{u}\|_{\boldsymbol{W}^{2, p}(\Omega)} \simeq\|\boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)}+\|\Delta \boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)}
$$

(ii) We recall that, thanks to [12, Proposition 4.7], since $\Omega$ is of class $C^{2,1}$, for all $\boldsymbol{u} \in$ $\mathbf{D}\left(A_{p}\right)$ such that $\langle\boldsymbol{u} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0,1 \leq j \leq J$ we have

$$
\|\boldsymbol{u}\|_{\boldsymbol{W}^{2, p}(\Omega)} \simeq\|\Delta \boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)}
$$

Proposition 3.5. Suppose that $\Omega$ is not simply connected. The range $R\left(A_{p}\right)$ of the Stokes operator is not dense in $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$.

Proof. Since the domain $\Omega$ is not simply connected, the dimension of the kernel $\boldsymbol{K}_{\tau}(\Omega)$ of the Stokes operator $A_{p^{\prime}}$ on $\boldsymbol{L}_{\sigma, \tau}^{p^{\prime}}(\Omega)$ is finite and greater than or equal to 1 . Suppose then that the range $R\left(A_{p}\right)$ is dense in $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$. Using the fact that $\left(A_{p}\right)^{*}=A_{p^{\prime}}$ and that

$$
\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)=\overline{R\left(A_{p}\right)}=\left[\operatorname{Ker}\left(A_{p^{\prime}}\right)\right]^{\perp},
$$

where

$$
\operatorname{Ker}\left(A_{p^{\prime}}\right)=\left\{\boldsymbol{v} \in \mathbf{D}\left(A_{p^{\prime}}\right) ; A_{p^{\prime}} \boldsymbol{v}=\mathbf{0} \text { in } \Omega\right\},
$$

and

$$
\left[\operatorname{Ker}\left(A_{p^{\prime}}\right)\right]^{\perp}=\left\{\boldsymbol{f} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) ; \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v}=0, \forall \boldsymbol{v} \in \operatorname{Ker}\left(A_{p^{\prime}}\right)\right\}
$$

we obtain that

$$
\operatorname{Ker}\left(A_{p^{\prime}}\right)=\boldsymbol{K}_{\tau}(\Omega)=\{0\},
$$

which is a contradiction.

### 3.2.2 The Stokes operator with Navier-type conditions on $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$

Consider now the space:

$$
\boldsymbol{E}=\left\{\boldsymbol{f} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime} ; \operatorname{div} \boldsymbol{f} \in L^{p}(\Omega)\right\},
$$

which is a Banach space with the norm

$$
\begin{equation*}
\|\boldsymbol{f}\|_{\boldsymbol{E}}=\|\boldsymbol{f}\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}}+\|\operatorname{div} \boldsymbol{f}\|_{L^{p}(\Omega)} . \tag{3.9}
\end{equation*}
$$

We introduce also the following space:

$$
\mathcal{D}(\bar{\Omega})=\left\{v_{\Omega} ; v \in \mathcal{D}\left(\mathbb{R}^{3}\right)\right\}
$$

Lemma 3.6. The space $\mathcal{D}(\bar{\Omega})$ is dense in $\boldsymbol{E}$.
Proof. Let $\boldsymbol{\ell} \in \boldsymbol{E}^{\prime}$ such that $\langle\boldsymbol{\ell}, \boldsymbol{v}\rangle_{\boldsymbol{E}^{\prime} \times \boldsymbol{E}}=0$ for all $\boldsymbol{v} \in \mathcal{D}(\bar{\Omega})$ and let us show that $\boldsymbol{\ell}$ is null in $\boldsymbol{E}$. We know that there exists a function $\boldsymbol{u}$ in $\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)$ and a function $\chi$ in $L^{p^{\prime}}(\Omega)$ such that for all $\boldsymbol{f}$ in $\boldsymbol{E}$ one has:

$$
\begin{equation*}
\langle\boldsymbol{\ell}, \boldsymbol{f}\rangle_{\boldsymbol{E}^{\prime} \times \boldsymbol{E}}=\langle\boldsymbol{f}, \boldsymbol{u}\rangle_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime} \times \boldsymbol{H}_{0}^{p^{\prime}(\operatorname{div}, \Omega)}}+\int_{\Omega} \operatorname{div} \boldsymbol{f} \bar{\chi} \mathrm{d} x . \tag{3.10}
\end{equation*}
$$

We denote by $\widetilde{\boldsymbol{u}}$ and $\widetilde{\chi}$ the extension of $\boldsymbol{u}$ and $\chi$ by zero to $\mathbb{R}^{3}$. As a result for every $\boldsymbol{f} \in \mathcal{D}\left(\mathbb{R}^{3}\right)$ one has

$$
\langle\boldsymbol{f}, \widetilde{\boldsymbol{u}}\rangle_{\left[\boldsymbol{H}_{0}^{p^{\prime}}\left(\operatorname{div}, \mathbb{R}^{3}\right)\right]^{\prime} \times \boldsymbol{H}_{0}^{p^{\prime}}\left(\operatorname{div}, \mathbb{R}^{3}\right)}+\int_{\mathbb{R}^{3}} \operatorname{div} \boldsymbol{f} \overline{\widetilde{\chi}} \mathrm{~d} x=0 .
$$

Then $\widetilde{\boldsymbol{u}}=\nabla \widetilde{\chi}$ and $\boldsymbol{u}=\nabla \chi$. This means that $\tilde{\chi} \in L^{p^{\prime}}\left(\mathbb{R}^{3}\right)$ and $\nabla \tilde{\chi} \in \boldsymbol{H}_{0}^{p^{\prime}}\left(\right.$ div, $\left.\mathbb{R}^{3}\right)$. Then $\tilde{\chi} \in W^{2, p^{\prime}}\left(\mathbb{R}^{3}\right)$ and $\chi \in W_{0}^{2, p^{\prime}}(\Omega)$. Now since $\mathcal{D}(\Omega)$ dense in $W_{0}^{2, p^{\prime}}(\Omega)$ there exists a sequence $\left(\chi_{k}\right)_{k}$ in $\mathcal{D}(\Omega)$ that converges to $\chi$ in $W^{2, p^{\prime}}(\Omega)$. Finally for all $\boldsymbol{f} \in \boldsymbol{E}$ one has:

$$
\begin{aligned}
\langle\boldsymbol{\ell}, \boldsymbol{f}\rangle_{\boldsymbol{E}^{\prime} \times \boldsymbol{E}} & =\langle\boldsymbol{f}, \boldsymbol{u}\rangle_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime} \times \boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)}+\int_{\Omega} \operatorname{div} \boldsymbol{f} \bar{\chi} \mathrm{d} x . \\
& =\lim _{k \rightarrow+\infty}\left[\left\langle\boldsymbol{f}, \nabla \chi_{k}\right\rangle_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime} \times \boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)}+\int_{\Omega} \operatorname{div} \boldsymbol{f} \overline{\chi k} \mathrm{~d} x .\right] \\
& =0 .
\end{aligned}
$$

The following Corollary gives us the normal trace of a function $\boldsymbol{f}$ in $\boldsymbol{E}$.
Corollary 3.7. The linear mapping $\gamma: \boldsymbol{f} \longmapsto \boldsymbol{f} \cdot \boldsymbol{n}$ defined on $\mathcal{D}(\bar{\Omega})$ can be extended to a linear continuous mapping still denoted by $\gamma: \boldsymbol{E} \longrightarrow W^{-1-1 / p, p}(\Gamma)$. Moreover we have the following Green formula: for all $\boldsymbol{f} \in \boldsymbol{E}$ and for all $\chi \in W^{2, p^{\prime}}(\Omega)$ such that $\frac{\partial \chi}{\partial \boldsymbol{n}}=0$ on $\Gamma$,

$$
\begin{equation*}
\int_{\Omega}(\operatorname{div} \boldsymbol{f}) \bar{\chi} d x=-\langle\boldsymbol{f}, \nabla \chi\rangle_{\Omega}+\langle\boldsymbol{f} \cdot \boldsymbol{n}, \chi\rangle_{\Gamma} \tag{3.11}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{\Omega}=\langle\cdot, \cdot\rangle_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime} \times \boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)}$ and $\langle\cdot, \cdot \cdot\rangle_{\Gamma}=\langle\cdot, \cdot\rangle_{W^{-1-1 / p, p(\Gamma)} \times W^{1+1 / p, p^{\prime}}(\Gamma)}$.
Now we consider the space

$$
\begin{equation*}
\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}=\left\{\boldsymbol{f} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime} ; \operatorname{div} \boldsymbol{f}=0 \text { in } \Omega, \boldsymbol{f} \cdot \boldsymbol{n}=0 \text { on } \Gamma\right\} . \tag{3.12}
\end{equation*}
$$

We define the operator

$$
B_{p}: \mathbf{D}\left(B_{p}\right) \subset\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime} \longmapsto\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime},
$$

by

$$
\begin{equation*}
\forall \boldsymbol{u} \in \mathbf{D}\left(B_{p}\right), \quad B_{p} \boldsymbol{u}=-\Delta \boldsymbol{u} \quad \text { in } \Omega . \tag{3.13}
\end{equation*}
$$

The domain of $B_{p}$ is given by

$$
\begin{align*}
& \mathbf{D}\left(B_{p}\right)=\left\{\boldsymbol{u} \in \boldsymbol{W}^{1, p}(\Omega) ; \Delta \boldsymbol{u} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime} \operatorname{div} \boldsymbol{u}=0 \text { in } \Omega,\right. \\
& \boldsymbol{u} \cdot \boldsymbol{n}=0, \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} \text { on } \Gamma\} . \tag{3.14}
\end{align*}
$$

Remark 3.8. The operator $B_{p}$ is the extension of the Stokes operator to $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$.
Proposition 3.9. The space $\mathcal{D}_{\sigma}(\Omega)$ is dense in $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$.
Proof. Let $\boldsymbol{\ell}$ be a linear form on $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ such that $\boldsymbol{\ell}$ vanishes on $\mathcal{D}_{\sigma}(\Omega)$ and let us show that $\boldsymbol{\ell}$ is null on $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$. Thanks to the Hahn-Banach theorem, $\boldsymbol{\ell}$ can be extended to a linear continuous form on $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}$ denoted by $\widetilde{\boldsymbol{\ell}}$. Moreover

$$
\forall \boldsymbol{f} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}, \quad \ell(\boldsymbol{f})=\langle\widetilde{\boldsymbol{\ell}}, \boldsymbol{f}\rangle_{\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega) \times\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} .
$$

Since $\boldsymbol{\ell}$ vanishes on $\mathcal{D}_{\sigma}(\Omega)$ then thanks to De-Rham lemma there exists a function $\pi \in$ $W^{2, p^{\prime}}(\Omega)$ such that $\frac{\partial \pi}{\partial \boldsymbol{n}}=0$ on $\Gamma$ and $\tilde{\boldsymbol{\ell}}=\nabla \pi$ in $\Omega$. Now let $\boldsymbol{f} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ then by Corollary 3.7 we have

$$
\begin{aligned}
\ell(\boldsymbol{f}) & =\langle\boldsymbol{f}, \nabla \pi\rangle_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime} \times \boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)} \\
& =-\int_{\Omega}(\operatorname{div} \boldsymbol{f}) \bar{\pi} \mathrm{d} x+\langle\boldsymbol{f} \cdot \boldsymbol{n}, \pi\rangle_{\Gamma} \\
& =0
\end{aligned}
$$

As a result of Proposition 3.9 we deduce the density of the domain of the operator $B_{p}$.

Corollary 3.10. The operator $B_{p}$ is a densely defined operator.

### 3.2.3 The Stokes operator with Navier-type conditions on $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$

Consider the space

$$
\boldsymbol{G}=\left\{\boldsymbol{f} \in\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime} ; \operatorname{div} \boldsymbol{f} \in L^{p}(\Omega)\right\}
$$

equipped with the graph norm. We skip the proof of the following lemma because it is similar to the proof of Lemma 3.6:
Lemma 3.11. The space $\mathcal{D}(\bar{\Omega})$ is dense in $\boldsymbol{G}$.
As in the previous Subsection The following Corollary gives the normal trace of functions in $\boldsymbol{G}$.

Corollary 3.12. The linear mapping $\gamma: \boldsymbol{f} \longmapsto \boldsymbol{f} \cdot \boldsymbol{n}$ defined on $\mathcal{D}(\bar{\Omega})$ can be extended to a linear continuous mapping still denoted by $\gamma: G \longrightarrow W^{-2-1 / p, p}(\Gamma)$. Moreover we have the following Green formula: for all $\boldsymbol{f} \in \boldsymbol{G}$ and for all $\chi \in W^{3, p^{\prime}}(\Omega)$ such that $\frac{\partial \chi}{\partial \boldsymbol{n}}=0$ on $\Gamma$ and $\Delta \chi=0$ on $\Gamma$,

$$
\begin{equation*}
\int_{\Omega}(\operatorname{div} \boldsymbol{f}) \bar{\chi} d x=-\langle\boldsymbol{f}, \nabla \chi\rangle_{\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime} \times \boldsymbol{T}^{p^{\prime}}(\Omega)}+\langle\boldsymbol{f} \cdot \boldsymbol{n}, \chi\rangle_{\Gamma} . \tag{3.15}
\end{equation*}
$$

We recall that $\langle., .\rangle_{\Gamma}=\langle., .\rangle_{W^{-2-1 / p, p}(\Gamma) \times W^{2+1 / p, p^{\prime}}(\Gamma)}$.
Now we consider the space

$$
\begin{equation*}
\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}=\left\{\boldsymbol{f} \in\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime} ; \operatorname{div} \boldsymbol{f}=0 \text { in } \Omega, \boldsymbol{f} \cdot \boldsymbol{n}=0 \text { on } \Gamma\right\} \tag{3.16}
\end{equation*}
$$

Next, we consider the operator:

$$
C_{p}: \mathbf{D}\left(C_{p}\right) \subset\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime} \longrightarrow\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}
$$

defined by

$$
\begin{equation*}
\forall \boldsymbol{u} \in \mathbf{D}\left(C_{p}\right), \quad C_{p} \boldsymbol{u}=-\Delta \boldsymbol{u} \quad \operatorname{in} \Omega \tag{3.17}
\end{equation*}
$$

The domain of $C_{p}$ is given by
$\mathbf{D}\left(C_{p}\right)=\left\{\boldsymbol{u} \in \boldsymbol{L}^{p}(\Omega) ; \Delta \boldsymbol{u} \in\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime}, \operatorname{div} \boldsymbol{u}=0\right.$ in $\Omega, \boldsymbol{u} \cdot \boldsymbol{n}=0, \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0}$ on $\left.\Gamma\right\}$.

Remark 3.13. The operator $C_{p}$ is the extension of the stokes operator to $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$.
We skip the proof of the following proposition because it is similar to the proof of Proposition 3.9:

Proposition 3.14. The space $\mathcal{D}_{\sigma}(\Omega)$ is dense in $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$.

## 4 Analyticity results

In this section we will state our main result and its proof. We will prove that the Stokes operator with Navier-type boundary conditions (1.3) generates a bounded analytic semigroup on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega),\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$ respectively for all $1<p<\infty$.

### 4.1 Analyticity on $L_{\sigma, \tau}^{p}(\Omega)$

In this subsection, we review the main results of [5] concerning the analyticity of the semi-group generated by the Stokes operator with Navier-type boundary conditions $A_{p}$ on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, (see [5] for the proof).

### 4.1.1 The Hilbertian case

The results of [5] on the resolvent of the Stokes operator are obtained considering the problem (1.6), that we recall here:

$$
\left\{\begin{align*}
\lambda \boldsymbol{u}-\Delta \boldsymbol{u}=\boldsymbol{f}, & \operatorname{div} \boldsymbol{u}=0  \tag{4.1}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, \quad \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} & \text { on } \Gamma,
\end{align*}\right.
$$

where $\boldsymbol{f} \in \boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ and $\lambda \in \Sigma_{\varepsilon}$.
Remark 4.1. Observe that, Problem (4.1) is equivalent to the problem

$$
\left\{\begin{array}{cc}
\lambda \boldsymbol{u}-\Delta \boldsymbol{u}=\boldsymbol{f}, & \text { in } \Omega,  \tag{4.2}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, & \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0}
\end{array} \quad \text { on } \Gamma .\right.
$$

Let $\boldsymbol{u} \in \boldsymbol{H}^{1}(\Omega)$ be the unique solution of Problem (4.2) and set $\operatorname{div} \boldsymbol{u}=\chi$. It is clear that $\lambda \chi-\Delta \chi=0$ in $\Omega$. Moreover, since $\boldsymbol{f} \cdot \boldsymbol{n}=0$ and $\boldsymbol{u} \cdot \boldsymbol{n}=0$ on $\Gamma$ then $\Delta \boldsymbol{u} \cdot \boldsymbol{n}=0$ on $\Gamma$. Notice also that the condition $\operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0}$ on $\Gamma$ implies that curl curlu $\boldsymbol{u} \cdot \boldsymbol{n}=0$ on $\Gamma$. Finally since $\Delta \boldsymbol{u}=\operatorname{grad}(\operatorname{div} \boldsymbol{u})-\operatorname{curl} \operatorname{curl} \boldsymbol{u}$ one gets $\frac{\partial \chi}{\partial \boldsymbol{n}}=0$ on $\Gamma$. Thus $\chi=0$ in $\Omega$ and the result is proved.

We have the following theorem, for the proof see [5, Theorem 4.3].

Theorem 4.2. Let $\varepsilon \in] 0, \pi\left[\right.$ be fixed, $\boldsymbol{f} \in \boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ and $\lambda \in \Sigma_{\varepsilon}$.
(i) The Problem (4.1) has a unique solution $\boldsymbol{u} \in \boldsymbol{H}^{1}(\Omega)$.
(ii) There exist a constant $C_{\varepsilon}^{\prime}>0$ independent of $\boldsymbol{f}$ and $\lambda$ such that the solution $\boldsymbol{u}$ satisfies the estimates

$$
\begin{equation*}
\|\boldsymbol{u}\|_{L^{2}(\Omega)} \leq \frac{C_{\varepsilon}^{\prime}}{|\lambda|}\|\boldsymbol{f}\|_{L^{2}(\Omega)} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\operatorname{curl} \boldsymbol{u}\|_{L^{2}(\Omega)} \leq \frac{C_{\varepsilon}^{\prime}}{\sqrt{|\lambda|}}\|\boldsymbol{f}\|_{L^{2}(\Omega)} . \tag{4.4}
\end{equation*}
$$

(iii) The solution $\boldsymbol{u} \in \boldsymbol{H}^{2}(\Omega)$ and satisfies the estimate

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{H}^{2}(\Omega)} \leq \frac{C(\Omega, \lambda, \varepsilon)}{|\lambda|}\|\boldsymbol{f}\|_{L^{2}(\Omega)}, \tag{4.5}
\end{equation*}
$$

where $C(\Omega, \lambda, \varepsilon)=C(\Omega)\left(C_{\varepsilon}^{\prime}+1\right)(|\lambda|+1)$.
Remark 4.3. We note that for $\lambda>0$ the constant $C_{\varepsilon}^{\prime}$ is equal to 1 and we recover the $m$-accretive property of the stokes operator on $\boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$.

Remark 4.4. Consider the sesqui-linear form:

$$
\begin{equation*}
\forall \boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{X}_{\sigma, \tau}^{2}(\Omega), \quad a(\boldsymbol{u}, \boldsymbol{v})=\int_{\Omega} \operatorname{curl} \boldsymbol{u} \cdot \operatorname{curl} \overline{\boldsymbol{v}} \mathrm{d} x . \tag{4.6}
\end{equation*}
$$

If $\Omega$ is simply connected, we know that (see [9, Corollary 3.16]) for all $\boldsymbol{v} \in \boldsymbol{X}_{\sigma, \tau}^{2}(\Omega)$ one has

$$
\begin{equation*}
\|\boldsymbol{v}\|_{\boldsymbol{X}^{2}(\Omega)} \leq C\|\operatorname{curl} \boldsymbol{v}\|_{\boldsymbol{L}^{2}(\Omega)} . \tag{4.7}
\end{equation*}
$$

As a result, the sesqui-linear form $a$ is coercive and we can apply Lax-Milgram Lemma to find solution to the problem: find $\boldsymbol{u} \in \boldsymbol{X}_{\sigma, \tau}^{2}(\Omega)$ such that for all $\boldsymbol{v} \in \boldsymbol{X}_{\sigma, \tau}^{2}(\Omega)$

$$
a(\boldsymbol{u}, \boldsymbol{v})=\int_{\Omega} \boldsymbol{f} \cdot \overline{\boldsymbol{v}} \mathrm{d} x
$$

where $\boldsymbol{f} \in \boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$. This means that the operator $A_{2}: \mathbf{D}\left(A_{2}\right) \subset \boldsymbol{L}_{\sigma, \tau}^{2}(\Omega) \longrightarrow \boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ is bijective.

Now, if $\Omega$ is multiply-connected, the inequality (4.7) is false because the kernel $K_{\tau}(\Omega)$ of the Stokes operator with Navier-type boundary conditions is not trivial (cf. [9]). It is also proved in [9], that for all $\boldsymbol{v} \in \boldsymbol{X}_{\tau}^{2}(\Omega)$ we have instead the following Poincaré-type inequality:

$$
\begin{equation*}
\|\boldsymbol{v}\|_{\boldsymbol{X}_{\tau}^{2}(\Omega)} \leq C_{2}(\Omega)\left(\|\operatorname{curl} \boldsymbol{v}\|_{\boldsymbol{L}^{2}(\Omega)}+\|\operatorname{div} \boldsymbol{v}\|_{\boldsymbol{L}^{2}(\Omega)}+\sum_{j=1}^{J}\left|\langle\boldsymbol{v} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}\right|\right) . \tag{4.8}
\end{equation*}
$$

As a consequence of Theorem 4.2 we have the following theorem

Theorem 4.5. The operator $-A_{2}$ generates a bounded analytic semi-group on $\boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$.
Remark 4.6. We recall that the restriction of an analytic semi-group to the non negative real axis is a $C_{0}$ semi-group. Thanks to Remark 4.3 the restriction of our analytic semigroup to the real axis gives a $C_{0}$ semi-group of contraction.

The following proposition gives the eigenvalues of the Stokes operator. We will see later that the following proposition allows us to obtain an explicit form for the unique solution of the homogeneous Stokes Problem (7.2) as a linear combination of the eigenfunctions of the Stokes operator.

Proposition 4.7. There exists a sequence of functions $\left(\boldsymbol{z}_{k}\right)_{k} \subset \mathbf{D}\left(A_{2}\right)$ and an increasing sequence of real numbers $\left(\lambda_{k}\right)_{k}$ such that $\lambda_{k} \geq 0, \lambda_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$ and

$$
\forall \boldsymbol{v} \in \boldsymbol{X}_{\tau}^{2}(\Omega), \quad \int_{\Omega} \operatorname{curl} \boldsymbol{z}_{k} \cdot \operatorname{curl} \overline{\boldsymbol{v}} \mathrm{~d} x=\lambda_{k} \int_{\Omega} \boldsymbol{z}_{k} \cdot \overline{\boldsymbol{v}} \mathrm{~d} x .
$$

In other words, $\left(\lambda_{k}\right)_{k}$ are the eigenvalues of the Stokes operator and $\left(\boldsymbol{z}_{k}\right)_{k}$ are the associated eigenfunctions.

Proof. Consider the operator

$$
\begin{aligned}
& \Lambda: \boldsymbol{L}_{\sigma, \tau}^{2}(\Omega) \longrightarrow \mathbf{D}\left(A_{2}\right) \hookrightarrow \boldsymbol{L}_{\sigma, \tau}^{2}(\Omega) \\
& \boldsymbol{f} \longmapsto \boldsymbol{u}
\end{aligned}
$$

where $\boldsymbol{u}$ is the unique solution of the problem

$$
\left\{\begin{array}{ccc}
\boldsymbol{u}+A_{2} \boldsymbol{u}=\boldsymbol{f}, & \operatorname{div} \boldsymbol{u}=0 & \text { in } \Omega, \\
\boldsymbol{u} \cdot \boldsymbol{n}=0, & \boldsymbol{\operatorname { c u r l }} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} & \text { on } \Gamma .
\end{array}\right.
$$

Thanks to Theorem 4.2, we know that $\Lambda$ is a bounded linear operator from $\boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ into itself. Moreover, thanks to Lemma 2.1 and the compact embedding of $\boldsymbol{H}^{1}(\Omega)$ in $\boldsymbol{L}^{2}(\Omega)$, the canonical embedding $\mathbf{D}\left(A_{2}\right) \hookrightarrow \boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ is compact. Equivalently, the operator $\Lambda$ is compact from $\boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ into itself. Moreover we can easily verify that this operator is also a self adjoint operator. Thus $\boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ has a Hilbertian basis formed from the eigenvectors of the operator $\Lambda$. Then, there exists a sequence of real numbers $\left(\mu_{k}\right)_{k \geqslant 0}$ and eigenfunctions $\left(\boldsymbol{z}_{k}\right)_{k \geqslant 0}$ such that $\Lambda \boldsymbol{z}_{k}=\mu_{k} \boldsymbol{z}_{k}$ and $\mu_{k} \longrightarrow 0$ as $k \rightarrow+\infty$. This means that $-\mu_{k} \Delta \boldsymbol{z}_{k}+\mu_{k} \boldsymbol{z}_{k}=\boldsymbol{z}_{k}$. Note that $0<\mu_{k} \leq 1$. As a result $A_{2} \boldsymbol{z}_{k}=\lambda_{k} \boldsymbol{z}_{k}$, where $\lambda_{k}=\frac{1}{\mu_{k}}-1$ and $\lambda_{k} \longrightarrow+\infty$ as $k \rightarrow+\infty$. In conclusion $\left(z_{k}\right)_{k}$ is a sequence of eigenfunctions of the Stokes operator associated to the eigenvalues $\left(\lambda_{k}\right)_{k}$.

Remark 4.8. As a consequence of Proposition 4.7, $\boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ can be written in the form

$$
L_{\sigma, \tau}^{2}(\Omega)=\operatorname{Ker} A_{2} \bigoplus_{k=1}^{+\infty} \operatorname{Ker}\left(\lambda_{k} I-A_{2}\right)
$$

In other words, any vector $\boldsymbol{v} \in \boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ can be written in the form

$$
\boldsymbol{v}=\sum_{k=1}^{J} \alpha_{k} \widetilde{\boldsymbol{\operatorname { g r a d }}} q_{k}^{\tau}+\sum_{k=1}^{+\infty} \beta_{k} \boldsymbol{z}_{k},
$$

where $\left(\widetilde{\operatorname{grad}} q_{k}^{\tau}\right)_{1 \leq k \leq J}$ is a basis for $\boldsymbol{\operatorname { k e r }} A_{2}=\boldsymbol{K}_{\tau}^{2}(\Omega)$ and $\forall k \in \mathbb{N}, \quad \boldsymbol{z}_{k} \in \boldsymbol{\operatorname { k e r }}\left(\lambda_{k} I-A_{2}\right)$. We recall that $J$ is the dimension of $\boldsymbol{\operatorname { k e r }} A_{2}=\boldsymbol{K}_{\tau}^{2}(\Omega)$, (see [9]).

As described above, when $\Omega$ is simply-connected, $\boldsymbol{K}_{\tau}^{2}(\Omega)=\{\mathbf{0}\}, \lambda_{0}=0$ is not an eigenvalue and the Stokes operator is bijective from $\mathbf{D}\left(A_{2}\right)$ into $\boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ with bounded and compact inverse. In this case,

$$
\boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)=\bigoplus_{k=1}^{+\infty} \operatorname{Ker}\left(\lambda_{k} I-A_{2}\right),
$$

where $\left(\lambda_{k}\right)_{k \geq 1}$ are the eigenvalues of the Stokes operator and $\left(\boldsymbol{z}_{\boldsymbol{k}}\right)_{k}$ are the eigenfunctions associated to eigenvalues $\left(\lambda_{k}\right)_{k \geq 1}$. Moreover, the sequence $\left(\lambda_{k}\right)_{k \geq 1}$ is an increasing sequence of positive real numbers and the first eigenvalue $\lambda_{1}$ is equal to $\frac{1}{C_{2}(\Omega)}$ where $C_{2}(\Omega)$ is the constant that comes from the Poincaré-type inequality (4.8).

### 4.1.2 $\quad L^{p}$-theory

This subsection extends Theorem 4.2 to every $1<p<\infty$. Theorem 4.9 gives the well posedness of the resolvent Problem (4.1) in $\boldsymbol{L}^{p}(\Omega)$, while Theorem 4.10 extends estimates (4.3-4.5) to all $1<p<\infty$ (see [5, Theorem 4.8, Theorem 4.11] for the proof).

Theorem 4.9. Let $\lambda \in \Sigma_{\varepsilon}$, with $0<\varepsilon<\pi / 2$, and let $\boldsymbol{f} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$. The Problem (4.1) has a solution $\boldsymbol{u} \in \boldsymbol{W}^{2, p}(\Omega)$. Moreover, this solution is unique in $\boldsymbol{u} \in \boldsymbol{W}^{1, p}(\Omega)$.

Theorem 4.10. Let $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$, let $1<p<\infty, \boldsymbol{f} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ and let $\boldsymbol{u} \in \boldsymbol{W}^{1, p}(\Omega)$ be the unique solution of Problem (4.1). Then $\boldsymbol{u}$ satisfies the estimates

$$
\begin{array}{r}
\|\boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)} \leq \frac{\kappa_{1}(\Omega, p)}{|\lambda|}\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)}, \\
\|\operatorname{curl} \boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)} \leq \frac{\kappa_{2}(\Omega, p)}{\sqrt{|\lambda|}}\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)} \\
\|\boldsymbol{u}\|_{W^{2, p}(\Omega)} \leq \kappa_{3}(\Omega, p) \frac{1+|\lambda|}{|\lambda|}\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)} . \tag{4.11}
\end{array}
$$

where $\kappa_{i}(\Omega, p), i=1,2,3$ are positive constants independent of $\lambda$ and $\boldsymbol{f}$.
As a result we have the following theorem (see [5, Theorem 4.12] for the proof)
Theorem 4.11. The operator $-A_{p}$ generates a bounded analytic semi-group on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ for all $1<p<\infty$.

Remark 4.12. Consider the two problems:

$$
\left\{\begin{array}{ccc}
\lambda \boldsymbol{u}-\Delta \boldsymbol{u}=\boldsymbol{f}, & \operatorname{div} \boldsymbol{u}=0 & \text { in }  \tag{4.12}\\
\boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} & \text { on } & \Gamma
\end{array}\right.
$$

and

$$
\left\{\begin{array}{cccc}
\lambda \boldsymbol{u}-\Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f}, & \operatorname{div} \boldsymbol{u}=0 & \text { in } & \Omega,  \tag{4.13}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, & {[\mathbb{D} \boldsymbol{u} \cdot \boldsymbol{n}]_{\boldsymbol{\tau}}=0} & \text { on } & \Gamma,
\end{array}\right.
$$

where $\lambda \in \mathbb{C}^{*}$ is such that $\operatorname{Re} \lambda \geq 0$ and $\boldsymbol{f} \in \boldsymbol{L}_{\sigma}^{p}(\Omega)$ (respectively $\boldsymbol{f} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ ).
In two forthcoming papers we study the two Problems (4.12) and (4.13). Proceeding in a similar way as in [5] we prove that these two Problems have a unique solution $\boldsymbol{u} \in \boldsymbol{W}^{1, p}(\Omega)$ (respectively $\left.(\boldsymbol{u}, \pi) \in \boldsymbol{W}^{1, p}(\Omega) \times W^{1, p}(\Omega) / \mathbb{R}\right)$ that satisfy the estimate

$$
\|\boldsymbol{u}\|_{L^{p}(\Omega)} \leq \frac{C(\Omega, p)}{|\lambda|}\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)} .
$$

Moreover when $\Omega$ is of class $C^{2,1}$, we have $\boldsymbol{u} \in \boldsymbol{W}^{2, p}(\Omega)$. This means that the Laplace operator with normal boundary conditions and the Stokes operator with Navier boundary condition generate a bounded analytic semi-group on $\boldsymbol{L}_{\sigma}^{p}(\Omega)$ and $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ respectively .

This analyticity allows us to solve the time dependent Stokes Problem with normal boundary condition and pressure boundary condition:

$$
\left\{\begin{array}{cccc}
\frac{\partial \boldsymbol{u}}{\partial t}-\Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f}, & \operatorname{div} \boldsymbol{u}=0 & \text { in } & \Omega \times(0, T),  \tag{4.14}\\
\boldsymbol{u} \times \boldsymbol{n}=\mathbf{0}, & \pi=0 & \text { on } & \Gamma \times(0, T), \\
& \boldsymbol{u}(0)=\boldsymbol{u}_{0} & \text { in } & \Omega,
\end{array}\right.
$$

as well as the time dependent Stokes Problem (1.1) with Navier-boundary condition (1.2) for a given $\boldsymbol{f} \in L^{q}\left(0, T ; \boldsymbol{L}^{p}(\Omega)\right)$ and $\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma}^{p}(\Omega)$ (respectively $\left.\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)$.

### 4.2 Analyticity on $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$

This subsection is devoted to the analyticity of the semi-group generated by the Stokes operator on $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$. This analyticity allows us to obtain the weak solution to the Problem (1.1) with the boundary condition (1.3).

To this end we consider the problem:

$$
\left\{\begin{array}{ccc}
\lambda \boldsymbol{u}-\Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f}, & \operatorname{div} \boldsymbol{u}=0 & \text { in } \quad \Omega,  \tag{4.15}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, & \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} & \text { on } \quad \Gamma,
\end{array}\right.
$$

where $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$ and $\boldsymbol{f} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}$. The following theorem gives the existence and uniqueness of solution to Problem (4.15):
Theorem 4.13. Let $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$ and let $\boldsymbol{f} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}$. The Problem (4.15) has a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}^{1, p}(\Omega) \times L^{p}(\Omega) / \mathbb{R}$ satisfying

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\mathrm{div}, \Omega)\right]^{\prime}} \leq \frac{C(\Omega, p)}{|\lambda|}\|\boldsymbol{f}\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\mathrm{div}, \Omega)\right]^{\prime}} \tag{4.16}
\end{equation*}
$$

for some constant $C(\Omega, p)>0$ independent of $\lambda$ and $\boldsymbol{f}$.

Proof. (i) For the existence of solutions for Problem (4.15) we proceed in the same way as in [12, Theorem 4.4], Theorem 4.2 and Theorem 4.9.
(ii) To prove estimate (4.16) we proceed as follows: Consider the problem:

$$
\left\{\begin{array}{cc}
\lambda \boldsymbol{v}-\Delta \boldsymbol{v}+\nabla \theta=\boldsymbol{F}, & \operatorname{div} \boldsymbol{v}=0  \tag{4.17}\\
\boldsymbol{v} \cdot \boldsymbol{n}=0, & \operatorname{curl} \boldsymbol{v} \times \boldsymbol{n}=\mathbf{0}
\end{array} \quad \text { on } \quad \Gamma,\right.
$$

where $\boldsymbol{F} \in \boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)$ and $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$. Thanks to Lemma 2.5 there exists a unique up to an additive function $\theta \in W^{1, p^{\prime}}(\bar{\Omega}) / \mathbb{R}$ solution of

$$
\operatorname{div}(\nabla \theta-\boldsymbol{F})=0 \quad \text { in } \Omega \quad(\nabla \theta-\boldsymbol{F}) \cdot \boldsymbol{n}=0 \quad \text { on } \Gamma
$$

Moreover the function $\theta$ satisfies the estimate

$$
\|\nabla \theta\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)} \leq C\left(\Omega, p^{\prime}\right)\|\boldsymbol{F}\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)}
$$

As a result, thanks to Theorem 4.9 and Theorem 4.10, Problem (4.17) has a unique solution $(\boldsymbol{v}, \theta) \in \boldsymbol{W}^{1, p^{\prime}}(\Omega) \times W^{1, p^{\prime}}(\Omega) / \mathbb{R}$ that satisfies the estimate

$$
\|\boldsymbol{v}\|_{L^{p^{\prime}}(\Omega)} \leq \frac{C\left(\Omega, p^{\prime}\right)}{|\lambda|}\|\boldsymbol{F}\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)} .
$$

Thus

$$
\|\boldsymbol{v}\|_{\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)} \leq \frac{C\left(\Omega, p^{\prime}\right)}{|\lambda|}\|\boldsymbol{F}\|_{\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)}
$$

Now let $(\boldsymbol{u}, \pi) \in \boldsymbol{W}^{1, p}(\Omega) \times \boldsymbol{L}^{p}(\Omega) / \mathbb{R}$ be the solution of Problem (4.15), then by using (3.11) we have:

$$
\begin{aligned}
\|\boldsymbol{u}\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} & =\sup _{\boldsymbol{F} \in \boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega), \boldsymbol{F} \neq 0} \frac{\left|\langle\boldsymbol{u}, \boldsymbol{F}\rangle_{\Omega}\right|}{\|\boldsymbol{F}\|_{\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)}} \\
& =\sup _{\boldsymbol{F} \in \boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega), \boldsymbol{F} \neq 0} \frac{\left|\langle\boldsymbol{u}, \lambda \boldsymbol{v}-\Delta \boldsymbol{v}-\nabla \theta\rangle_{\Omega}\right|}{\|\boldsymbol{F}\|_{\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)}} \\
& =\sup _{\boldsymbol{F} \in \boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega), \boldsymbol{F} \neq 0} \frac{\left|\langle\lambda \boldsymbol{u}-\Delta \boldsymbol{u}-\nabla \pi, \boldsymbol{v}\rangle_{\Omega}\right|}{\|\boldsymbol{F}\|_{\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)}} \\
& =\sup _{\boldsymbol{F} \in \boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega), \boldsymbol{F} \neq 0} \frac{\left|\langle\boldsymbol{f}, \boldsymbol{v}\rangle_{\Omega}\right|}{\|\boldsymbol{F}\|_{\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)}} \\
& \leq \frac{C\left(\Omega, p^{\prime}\right)}{|\lambda|}\|\boldsymbol{f}\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}},
\end{aligned}
$$

which is estimate (4.16).
As consequence of Theorem 4.13 we have the following corollary

Corollary 4.14. Let $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$ and let $\boldsymbol{f} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}$ such that $\operatorname{div} \boldsymbol{f}=0$ in $\Omega$ and $\boldsymbol{f} \cdot \boldsymbol{n}=0$ on $\Gamma$. The Problem (4.1) has a unique solution $\boldsymbol{u} \in \boldsymbol{W}^{1, p}(\Omega)$ satisfying the estimate (4.16).

Next, using Proposition 2.6, one gets the analyticity of the semi-group generated by the operator $B_{p}$ :

Theorem 4.15. The operator $-B_{p}$ generates a bounded analytic semi-group on the space $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$.

### 4.3 Analyticity on $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$

In this subsection we prove the analyticity of the semi-group generated by the Stokes operator on $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$. Using this property we will show the existence of very weak solutions to the Problem (1.1) with the Navier-type boundary condition (1.3). The method and arguments in this Section are very similar to those of the previous one.

The following theorem gives the very weak solution to Problem (4.15).
Theorem 4.16. Let $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$ and let $\boldsymbol{f} \in\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime}$ then the Problem (4.15) has a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{L}^{p}(\Omega) \times W^{-1, p}(\Omega) / \mathbb{R}$. Moreover we have the estimate

$$
\begin{equation*}
\|\boldsymbol{u}\|_{L^{p}(\Omega)} \leq \frac{C(\Omega, p)}{|\lambda|}\|\boldsymbol{f}\|_{\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime}}, \tag{4.18}
\end{equation*}
$$

for some constant $C(\Omega, p)>0$ independent of $\lambda$ and $\boldsymbol{f}$.
Proof. (i) Thanks to the Green formula (2.5) and to [12, Theorem 4.15] we can easily verify that Problem (4.15) is equivalent to the problem: Find $\boldsymbol{u} \in \boldsymbol{L}^{p}(\Omega)$ such that for all $\boldsymbol{\varphi} \in \mathbf{D}\left(A_{p^{\prime}}\right)$ (given by (3.7)) and for all $q \in W^{1, p^{\prime}}(\Omega)$

$$
\begin{align*}
\lambda \int_{\Omega} \boldsymbol{u} \cdot \overline{\boldsymbol{\varphi}} \mathrm{d} x-\int_{\Omega} \boldsymbol{u} \cdot \Delta \overline{\boldsymbol{\varphi}} \mathrm{d} x & =\langle\boldsymbol{f}, \boldsymbol{\varphi}\rangle_{\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime} \times \boldsymbol{T}^{\boldsymbol{p}^{\prime}}(\Omega)}  \tag{4.19}\\
\int_{\Omega} \boldsymbol{u} \cdot \nabla \bar{q} \mathrm{~d} x & =0 .
\end{align*}
$$

Notice that we recuperate the pressure using the De-Rham argument: if $\boldsymbol{F} \in \boldsymbol{W}^{-2, p}(\Omega)$, the dual of the space $\boldsymbol{W}_{0}^{2, p^{\prime}}(\Omega)$, verifying $\langle\boldsymbol{F}, \boldsymbol{v}\rangle_{\mathcal{D}^{\prime}(\Omega) \times \mathcal{D}(\boldsymbol{\Omega})}=0$, for all $\boldsymbol{v} \in \mathcal{D}_{\sigma}(\Omega)$ then there exists $\chi \in W^{-1, p}(\Omega)$ such that $\boldsymbol{F}=\nabla \chi$.
(ii) Let us now solve (4.19). As in the proof of Theorem 4.13, we know that for all $\boldsymbol{F} \in \boldsymbol{L}^{p^{\prime}}(\Omega)$ the problem:

$$
\left\{\begin{array}{ccc}
\lambda \varphi-\Delta \varphi-\nabla \theta=\boldsymbol{F}, & \operatorname{div} \varphi=0 & \text { in } \quad \Omega,  \tag{4.20}\\
\boldsymbol{\varphi} \cdot \boldsymbol{n}=0, & \operatorname{curl} \boldsymbol{\varphi} \times \boldsymbol{n}=\mathbf{0} & \text { on } \quad \Gamma,
\end{array}\right.
$$

has a unique solution $(\varphi, \theta) \in \mathbf{D}\left(A_{p^{\prime}}\right) \times W^{1, p^{\prime}}(\Omega) / \mathbb{R}$ that satisfies the estimate

$$
\|\varphi\|_{L^{p^{\prime}}(\Omega)} \leq \frac{C\left(\Omega, p^{\prime}\right)}{|\lambda|}\|\boldsymbol{F}\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)} .
$$

Now the following linear mapping:

$$
\begin{aligned}
L: & \boldsymbol{L}^{p^{\prime}}(\Omega) \longrightarrow \mathbb{C} \\
& \boldsymbol{F} \longmapsto\langle\boldsymbol{f}, \boldsymbol{\varphi}\rangle_{\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime} \times \boldsymbol{T}^{p^{\prime}}(\Omega)}
\end{aligned}
$$

where $\boldsymbol{\varphi}$ is the unique solution of Problem (4.20), satisfies

$$
|L(\boldsymbol{F})| \leq\|\boldsymbol{f}\|_{\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime}}\|\boldsymbol{\varphi}\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)} \leq \frac{C\left(\Omega, p^{\prime}\right)}{|\lambda|}\|\boldsymbol{f}\|_{\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime}}\|\boldsymbol{F}\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)}
$$

Then there exists a unique $\boldsymbol{u} \in \boldsymbol{L}^{p}(\Omega)$ such that

$$
L(\boldsymbol{F})=\int_{\Omega} \boldsymbol{u} \cdot \overline{\boldsymbol{F}} \mathrm{d} x=\langle\boldsymbol{f}, \boldsymbol{\varphi}\rangle_{\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime} \times \boldsymbol{T}^{p^{\prime}}(\Omega)}
$$

and satisfying the estimate (4.18). On other worlds $\boldsymbol{u}$ is the unique solution of Problem (4.19).

As a consequence of Theorem 4.16 we deduce the existence and uniqueness of very weak solutions to Problem (4.1).

Corollary 4.17. Let $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$ and let $\boldsymbol{f} \in\left(\boldsymbol{T}^{p^{\prime}}(\Omega)\right)^{\prime}$ such that $\operatorname{div} \boldsymbol{f}=0$ in $\Omega$ and $\boldsymbol{f} \cdot \boldsymbol{n}=0$ on $\Gamma$. The Problem (4.1) has a unique solution $\boldsymbol{u} \in \boldsymbol{L}^{p}(\Omega)$ that satisfies the estimate (4.18).

As described above, using Proposition 2.6 with $w=0$, we have the analyticity of the semi-group generated by the Stokes operator on $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$ :

Theorem 4.18. The operator $-C_{p}$ is a densely defined operator and it generates a bounded analytic semi-group on $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$.

## 5 Stokes operator with flux boundary conditions

As we have already mentioned, the Stokes operator with Navier-type boundary conditions in a non simply connected domain has a non trivial finite dimensional kernel $\boldsymbol{K}_{\tau}(\Omega)$. It is then natural to study the Stokes problem on the orthogonal of that kernel. To this end we first consider the Stokes operator on that space. It turns out that, under the assumption of Condition H for the domain $\Omega$, for a function $\boldsymbol{u} \in L_{\sigma, \tau}^{p}(\Omega)$, to be in the orthogonal of $\boldsymbol{K}_{\tau}(\Omega)$ is equivalent to the condition (1.5) (cf. [13], see also [4]). It is then equivalent for our purpose to consider the Stokes problem, with Navier-type boundary conditions, with the supplementary flux condition (1.5).

We then begin this section considering $A_{p}^{\prime}$, the Stokes operator, with Navier-type boundary conditions, and with flux condition (1.5). Its resolvent set is given by the solutions of problem (1.7) that we may recall here:

$$
\left\{\begin{align*}
\lambda \boldsymbol{u}-\Delta \boldsymbol{u}=\boldsymbol{f}, \operatorname{div} \boldsymbol{u}=0 & \text { in } \Omega,  \tag{5.1}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} & \text { on } \Gamma, \\
\langle\boldsymbol{u} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0,1 \leq j \leq J . &
\end{align*}\right.
$$

The addition of the extra boundary condition on the cuts $\Sigma_{j}, 1 \leq j \leq J$ makes the Stokes operator invertible on $L_{\sigma, \tau}^{p}(\Omega)$ with bounded and compact inverse.

Consider then the space

$$
\begin{equation*}
\boldsymbol{X}_{p}=\left\{\boldsymbol{f} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) ; \int_{\Omega} \boldsymbol{f} \cdot \overline{\boldsymbol{v}} \mathrm{d} x=0, \forall \boldsymbol{v} \in \boldsymbol{K}_{\tau}(\Omega)\right\} \tag{5.2}
\end{equation*}
$$

(not to confuse with the space $\boldsymbol{X}^{p}(\Omega)$ defined in the subsection 2.1). It worth noting that,

$$
\begin{equation*}
\forall 1<p<\infty, \quad \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)=\boldsymbol{K}_{\tau}(\Omega) \oplus \boldsymbol{X}_{p} \quad \text { and } \quad\left(\boldsymbol{X}_{p}\right)^{\prime}=\boldsymbol{X}_{p^{\prime}} \tag{5.3}
\end{equation*}
$$

Next, we define the operator $A_{p}^{\prime}: \mathbf{D}\left(A_{p}^{\prime}\right) \subset \boldsymbol{X}_{p} \longrightarrow \boldsymbol{X}_{p}$ by:

$$
\begin{equation*}
\mathbf{D}\left(A_{p}^{\prime}\right)=\left\{\boldsymbol{u} \in \mathbf{D}\left(A_{p}\right) ;\langle\boldsymbol{u} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0,1 \leq j \leq J\right\} \tag{5.4}
\end{equation*}
$$

and $A_{p}^{\prime} \boldsymbol{u}=A_{p} \boldsymbol{u}$, for all $\boldsymbol{u} \in \mathbf{D}\left(A_{p}^{\prime}\right)$. In other words, the operator $A_{p}^{\prime}$ is the restriction of the Stokes operator to the space $\boldsymbol{X}_{p}$. It is clear that when $\Omega$ is simply connected the Stokes operator $A_{p}$ coincides with the operator $A_{p}^{\prime}$.
Remark 5.1. Let $\boldsymbol{u} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, we note that the condition

$$
\begin{equation*}
\forall \boldsymbol{v} \in \boldsymbol{K}_{\tau}(\Omega), \quad \int_{\Omega} \boldsymbol{u} \cdot \overline{\boldsymbol{v}} \mathrm{d} x=0 \tag{5.5}
\end{equation*}
$$

is equivalent to the condition (see [13, Lemma 3.2, Corollary 3.4]):

$$
\begin{equation*}
\langle\boldsymbol{u} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0,1 \leq j \leq J \tag{5.6}
\end{equation*}
$$

We prove in the following proposition the density of the domain of the operator $A_{p}^{\prime}$.
Proposition 5.2. The operator $A_{p}^{\prime}$ is densely defined operator on $X_{p}$.
Proof. Thanks to Remark 5.1 it is clear that $\mathbf{D}_{p}\left(A^{\prime}\right) \subset \boldsymbol{X}_{p}$. Moreover, using Lemma 2.3 we can easily verify that for all $\boldsymbol{v} \in \boldsymbol{K}_{\tau}(\Omega), \int_{\Omega} \Delta \boldsymbol{u} \cdot \overline{\boldsymbol{v}} \mathrm{d} x=0$. As a result $A^{\prime} \boldsymbol{u} \in \boldsymbol{X}_{p}$ and $A^{\prime}$ is a well defined operator.

Now, for the density, let $\boldsymbol{w} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ such that $\langle\boldsymbol{w} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0$ for all $1 \leqslant j \leqslant J$. We know that there exists a sequence $\left(\boldsymbol{w}_{k}\right)_{k}$ in $\mathcal{D}_{\sigma}(\Omega)$ such that $\boldsymbol{w}_{k} \longrightarrow \boldsymbol{w}$ in $\boldsymbol{L}^{p}(\Omega)$. As a consequence for all $1 \leqslant j \leqslant J,\left\langle\boldsymbol{w}_{k} \cdot \boldsymbol{n}, 1\right\rangle_{\Sigma_{j}} \longrightarrow\langle\boldsymbol{w} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0$, as $k \rightarrow+\infty$.
Now for all $k \in \mathbb{N}$, setting $\widetilde{\boldsymbol{w}}_{k}=\boldsymbol{w}_{k}-\sum_{j=1}^{J}\left\langle\boldsymbol{w}_{k} \cdot \boldsymbol{n}, 1\right\rangle_{\Sigma_{j}} \widetilde{\operatorname{grad}} q_{j}^{\tau}$. We can easily verify that $\left(\widetilde{\boldsymbol{w}}_{k}\right)_{k}$ is in $\mathbf{D}_{p}\left(A^{\prime}\right)$ and converges to $\boldsymbol{w}$ in $\boldsymbol{L}^{p}(\Omega)$.

Next we study the resolvent of the operator $A_{p}^{\prime}$ and, to this end, consider the problem (5.1) for $\lambda \in \mathbb{C}$. The following results holds:

Theorem 5.3. Let $\lambda \in \mathbb{C}$ such that $\operatorname{Re} \lambda \geq 0$ and $\boldsymbol{f} \in \boldsymbol{X}_{p}$. The problem (5.1) has a unique solution $\boldsymbol{u} \in \boldsymbol{W}^{1, p}(\Omega)$ that satisfies the estimates (4.9)-(4.10).
In addition, the solution $\boldsymbol{u}$ belongs to $\boldsymbol{W}^{2, p}(\Omega)$ and satisfies the estimate

$$
\begin{equation*}
\|\boldsymbol{u}\|_{W^{2, p}(\Omega)} \leq C(\Omega, p)\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)}, \tag{5.7}
\end{equation*}
$$

where $C(\Omega, p)$ is independent of $\lambda$ and $\boldsymbol{f}$.

This result is proved for $\lambda=0$ in [12] (cf. Proposition 4.3). On the other hand, for $\lambda \in \mathbb{C}^{*}, \operatorname{Re} \lambda \geq 0$ a similar Theorem has been proved for the problem (4.1) in [5] (cf. Theorem 4.8 and Theorem 4.11). Since the proof of Theorem 5.3 is very similar it will be skipped.

The following theorem follows:
Theorem 5.4. The operator $-A_{p}^{\prime}$ generates a bounded analytic semi-group on $\boldsymbol{X}_{p}$ for all $1<p<\infty$.

Remark 5.5. Let $(S(t))_{t \geqslant 0}$ be the semi-group generated by $-A_{p}^{\prime}$ on $\boldsymbol{X}_{p}$. We notice that $S(t)=T(t)_{\mid \boldsymbol{X}_{p}}$ where $(T(t))_{t \geq 0}$ is the analytic semi-group generated by the operator $-A_{p}$ on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$.

Remark 5.6. Thanks to Proposition 4.7 we conclude that the space $\boldsymbol{X}_{2}$ has a Hilbertian basis formed from the eigenfunctions of the operator $A_{2}^{\prime}$. Moreover $\sigma\left(A_{2}\right)=\sigma\left(A_{2}^{\prime}\right) \cup\{0\}$ and $\boldsymbol{X}_{2}=\bigoplus_{k=1}^{+\infty} \operatorname{Ker}\left(\lambda_{k} I-A_{2}\right)$.

In a similar way, we now define and give some properties of the Stokes operators with flux boundary conditions defined on the subspaces of $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$. Since the proof of these properties are completely similar to those for the operator $A_{p}^{\prime}$ we do not write any detail.
(i) Consider the space

$$
\begin{equation*}
\boldsymbol{Y}_{p}=\left\{\boldsymbol{f} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime} ; \forall \boldsymbol{v} \in \boldsymbol{K}_{\tau}(\Omega),\langle\boldsymbol{f}, \boldsymbol{v}\rangle_{\Omega}=0\right\} \tag{5.8}
\end{equation*}
$$

where $\langle., .\rangle_{\Omega}=\langle., .\rangle_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime} \times \boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)}$.
We define the operator $B_{p}^{\prime}: \mathbf{D}\left(B_{p}^{\prime}\right) \subset \boldsymbol{Y}_{p} \longrightarrow \boldsymbol{Y}_{p}$ by:

$$
\begin{equation*}
\mathbf{D}\left(B_{p}^{\prime}\right)=\left\{\boldsymbol{u} \in \mathbf{D}\left(B_{p}\right) ;\langle\boldsymbol{u} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0,1 \leq j \leq J\right\} \tag{5.9}
\end{equation*}
$$

and $B_{p}^{\prime} \boldsymbol{u}=B_{p} \boldsymbol{u}$, for all $\boldsymbol{u} \in \mathbf{D}\left(B_{p}^{\prime}\right)$. We recall that $\mathbf{D}\left(B_{p}\right)$ is given by (3.14). Observe that, the operator $B_{p}^{\prime}$ is the restriction of the Stokes operator to the space $\boldsymbol{Y}_{p}$. It is clear that when $\Omega$ is simply connected the Stokes operator $B_{p}$ coincides with the operator $B_{p}^{\prime}$.

We easily verify that $\boldsymbol{f} \in \boldsymbol{Y}_{p}$ and for all $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$ the Problem (5.1) has a unique solution $\boldsymbol{u} \in \boldsymbol{W}^{1, p}(\Omega)$ satisfying the estimate (4.16). In other words, the operator $B_{p}^{\prime}$ is a well defined densely defined operator and $-B_{p}^{\prime}$ generates a bounded analytic semi-group on $\boldsymbol{Y}_{p}$.
(ii) Consider the space

$$
\begin{equation*}
\boldsymbol{Z}_{p}=\left\{\boldsymbol{f} \in\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime} ; \forall \boldsymbol{v} \in \boldsymbol{K}_{\tau}(\Omega),\langle\boldsymbol{f}, \boldsymbol{v}\rangle_{\Omega}=0\right\} \tag{5.10}
\end{equation*}
$$

where $\langle., .\rangle_{\Omega}=\langle., .\rangle_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime} \times \boldsymbol{T}^{p^{\prime}}(\Omega)}$.
We define the operator $C_{p}^{\prime}: \mathbf{D}\left(C_{p}^{\prime}\right) \subset \boldsymbol{Z}_{p} \longrightarrow \boldsymbol{Z}_{p}$ by:

$$
\begin{equation*}
\mathbf{D}\left(C_{p}^{\prime}\right)=\left\{\boldsymbol{u} \in \mathbf{D}\left(C_{p}\right) ;\langle\boldsymbol{u} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0,1 \leq j \leq J\right\} \tag{5.11}
\end{equation*}
$$

and $C_{p}^{\prime} \boldsymbol{u}=C_{p} \boldsymbol{u}$, for all $\boldsymbol{u} \in \mathbf{D}\left(C_{p}^{\prime}\right)$. We recall that $\mathbf{D}\left(C_{p}\right)$ is given by (3.18). Notice that, the operator $C_{p}^{\prime}$ is the restriction of the Stokes operator to the space $\boldsymbol{Z}_{p}$. Similarly, when $\Omega$ is simply connected the Stokes operator $C_{p}$ coincides with the operator $C_{p}^{\prime}$.

We verify that $\boldsymbol{f} \in \boldsymbol{Z}_{p}$ and for all $\lambda \in \mathbb{C}^{*}$ such that $\operatorname{Re} \lambda \geq 0$ the Problem (5.1) has a unique solution $\boldsymbol{u} \in \boldsymbol{L}^{p}(\Omega)$ satisfying the estimate (4.18). In other words, the operator $C_{p}^{\prime}$ is a well defined densely defined operator and $-C_{p}^{\prime}$ generates a bounded analytic semi-group on $\boldsymbol{Z}_{p}$.

## 6 Complex and fractional powers of the Stokes operator

In this section we are interested in the study of the complex and the fractional powers of the Stokes operators $A_{p}$ and $A_{p}^{\prime}$ on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ and $\boldsymbol{X}_{p}$ respectively. Since theses operators generates bounded analytic semi-groups in their corresponding Banach spaces (see Theorems 4.11 and 5.4), they are in particular non-negative operators. It then follows from the results in [50] and in [73] that their powers $A_{p}^{\alpha}$ and $\left(A_{p}^{\prime}\right)^{\alpha}, \alpha \in \mathbb{C}$, are well, densely defined and closed linear operators on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ and $\boldsymbol{X}_{p}$ with domain $\mathbf{D}\left(A_{p}^{\alpha}\right)$ and $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right)$ respectively.

The purpose of this section is to prove some properties and estimates for these operators $A_{p}^{\alpha}$ and $\left(A_{p}^{\prime}\right)^{\alpha}$. Since it will be needed, we also obtain in this section a result on the purely imaginary powers of $\left(I+A_{p}\right)$ that easily follows from previous results in [38].

The fractional powers of the Stokes operator with Dirichlet boundary conditions on a bounded domains are studied in detail in [40]. In that case the Stokes operator is bijective with bounded inverse. This is still true for the Stokes operator with Navier-type and flux boundary conditions $A_{p}^{\prime}$ but not true for the Stokes operator with Navier-type boundary conditions $A_{p}$.

### 6.1 Pure imaginary powers.

In this section we prove that the pure imaginary powers of the operators $(I+L)$ and $L^{\prime}$, for $L=A_{p}, B_{p}, C_{p}$, are bounded. The proofs are based on Lemma A2 in [43] and some results in [38] about the operator $\Delta_{M}$ defined as follows :

$$
\Delta_{M}: \mathbf{D}\left(\Delta_{M}\right) \subset \boldsymbol{L}^{p}(\Omega) \longrightarrow \boldsymbol{L}^{p}(\Omega)
$$

where

$$
\begin{equation*}
\mathbf{D}\left(\Delta_{M}\right)=\left\{\boldsymbol{u} \in \boldsymbol{W}^{2, p}(\Omega) ; \boldsymbol{u} \cdot \boldsymbol{n}=0, \boldsymbol{c u r l} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} \text { on } \Gamma\right\} \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall \boldsymbol{u} \in \mathbf{D}\left(\Delta_{M}\right), \quad \Delta_{M} \boldsymbol{u}=\Delta \boldsymbol{u} \text { in } \Omega \tag{6.2}
\end{equation*}
$$

As it was noticed in [38], (see also [5]):

$$
\begin{gather*}
\mathbf{D}\left(\Delta_{M}\right) \cap \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)=\mathbf{D}\left(A_{p}\right)  \tag{6.3}\\
\forall \boldsymbol{u} \in \mathbf{D}\left(A_{p}\right), \quad A_{p} \boldsymbol{u}=-\Delta_{M} \boldsymbol{u} \quad \text { in } \Omega \tag{6.4}
\end{gather*}
$$

and

$$
\begin{equation*}
R\left(\lambda, \Delta_{M}\right)\left(\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right) \subset \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) . \tag{6.5}
\end{equation*}
$$

Similarly we have:

$$
\begin{align*}
\mathbf{D}\left(\Delta_{M}\right) \cap \boldsymbol{X}_{p} & =\mathbf{D}\left(A_{p}^{\prime}\right),  \tag{6.6}\\
\forall \boldsymbol{u} \in \mathbf{D}\left(A_{p}^{\prime}\right), \quad A_{p} \boldsymbol{u} & =-\Delta_{M} \boldsymbol{u} \quad \text { in } \Omega \tag{6.7}
\end{align*}
$$

and

$$
\begin{equation*}
R\left(\lambda, \Delta_{M}\right)\left(\boldsymbol{X}_{p}\right) \subset \boldsymbol{X}_{p} . \tag{6.8}
\end{equation*}
$$

Our first result in this section is the following:
Theorem 6.1. There exists an angle $0<\theta_{0}<\pi / 2$ and a constant $M>0$ such that for all $s \in \mathbb{R}$ we have

$$
\begin{equation*}
\left\|\left(I+A_{p}\right)^{i s}\right\|_{\mathcal{L}\left(L_{\sigma, \tau}^{p}(\Omega)\right)} \leq M e^{|s| \theta_{0}} . \tag{6.9}
\end{equation*}
$$

Proof. Using Theorem 3.1 and Remark 3.2 in [38] with $\lambda=1$, we deduce that ( $I-\Delta_{M}$ ) has a bounded $\mathcal{H}^{\infty}$ - calculus on $\boldsymbol{L}^{p}(\Omega)$. Then, there exist an angle $0<\theta_{0}<\pi / 2$ and a constant $M>0$ such that for all $s \in \mathbb{R}$

$$
\left\|\left(I-\Delta_{M}\right)^{i s}\right\|_{\mathcal{L}\left(L^{p}(\Omega)\right)} \leq M e^{|s| \theta_{0}} .
$$

(For the definition of $\mathcal{H}^{\infty}$ - calculus of an operator in a Banach space and its relation with the pure imaginary powers of this operator see [28, Section 2] for instance). Using now (6.3)-(6.5), the estimate (6.9) follows.

Remark 6.2. The results in [38] are proved under the hypothesis that the domain $\Omega$ is bounded with a uniform $C^{3}$ - boundary. On the other hand, it is well known in elliptic theory (cf. Grsivard [44]) that the same regularity results hold if the $C^{k}$ regularity is replaced by the regularity $C^{k-1,1}$. Notice that this is precisely our hypothesis with $k=3$.

In the following Proposition we prove that the pure imaginary powers of the operators $\left(I+B_{p}\right)$ and $\left(I+C_{p}\right)$ are bounded on $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ (given by $\left.(3.12)\right)$ and on $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$ (given by (3.16)) respectively. We recall that the operators $B_{p}$ and $C_{p}$ given by (3.13) and (3.17) respectively are the extensions of the Stokes operator to the spaces $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and $\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$ respectively.

Proposition 6.3. There exists $0<\theta_{0}<\pi / 2$ and a constant $C>0$ such that for all $s \in \mathbb{R}$

$$
\begin{equation*}
\left\|\left(I+B_{p}\right)^{i s}\right\|_{\mathcal{L}\left(\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}\right)} \leq C e^{|s| \theta_{0}} \tag{6.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(I+C_{p}\right)^{i s}\right\|_{\mathcal{L}\left(\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}\right)} \leq C e^{|s| \theta_{0}} . \tag{6.11}
\end{equation*}
$$

Proof. We will prove estimate (6.10), estimate (6.11) follows in the same way. Consider the operator $B_{p}$ defined in (3.13) and let $\boldsymbol{f} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$. Notice that

$$
\begin{aligned}
\left\|\left(I+B_{p}\right)^{i s} \boldsymbol{f}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}}=\left\|\left(I+A_{p}\right)^{i s} \boldsymbol{f}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} & \leq\left\|\left(I+A_{p}\right)^{i s} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} \\
& \leq C e^{|s| \theta_{0}}\|\boldsymbol{f}\|_{L^{p}(\Omega)} .
\end{aligned}
$$

This means that for all $s \in \mathbb{R}$, the operator $\left(I+B_{p}\right)^{i s}$ is bounded from $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ into $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$. Next, observe that

$$
\mathcal{D}_{\sigma}(\Omega) \subset \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega) \subset\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime} .
$$

As a result, using the density of $\mathcal{D}_{\sigma}(\Omega)$ in $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ (see Proposition 3.9) and the Hahn-Banach theorem we can extend $\left(I+B_{p}\right)^{i s}$ to a bounded linear operator on $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ and we deduce deduce estimate (6.10).

We consider now the Stokes operators with flux condition $A_{p}^{\prime}, B_{p}^{\prime}, C_{p}^{\prime}$ on $\boldsymbol{X}_{\boldsymbol{p}}, \boldsymbol{Y}_{\boldsymbol{p}}$, $Z_{p}$ respectively. Using that these operators are densely defined and invertible with bounded inverse, we prove that their pure imaginary powers are bounded in $\boldsymbol{X}_{\boldsymbol{p}}, \boldsymbol{Y}_{\boldsymbol{p}}$, $Z_{p}$ respectively. To this end, we first show the following auxiliary Proposition for whose proof we use again the results of [38].

Proposition 6.4. Suppose that $\Omega$ is strictly star shaped with respect to one of its points and let $1<p<\infty$. There exist an angle $\theta_{0}$ and a constant $M>0$ such that, for all $s \in \mathbb{R}$ :

$$
\begin{align*}
& \left\|\left(A_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)}+\left\|\left(B_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{Y}_{p}\right)}+\left\|\left(C_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{Z}_{p}\right)} \leq M e^{|s| \theta_{0}} .  \tag{6.12}\\
& \left\|\left(\lambda I-\Delta_{M}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{L}^{p}(\Omega)\right)} \leq M e^{|s| \theta_{0}}, \quad \forall \lambda>0 . \tag{6.13}
\end{align*}
$$

Remark 6.5. It follows from the results in [38] that the imaginary powers of $\left(\lambda I-\Delta_{M}\right)$ are bounded in $\mathcal{L}\left(\boldsymbol{L}^{p}(\Omega)\right)$. We explicitly write the estimate (6.13) in the statement of Proposition 6.4 in order to emphasize that the constants $M$ and $\theta_{0}$ are independent of $\lambda>0$.

Proof. Estimate (6.12) is proved by showing that it holds separately for each of the three terms in its left hand side. Since the proof is the same for the three terms, we only write the details for $\left\|\left(A_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)}$.

The first step of the proof is to show the existence of constants $C>0$ and $\theta_{0} \in(0, \pi / 2)$ such that:

$$
\begin{equation*}
\left\|\left(\frac{1}{\mu^{2}} I-\Delta_{M}\right)^{i s}\right\|_{\mathcal{L}\left(L^{p}(\Omega)\right)} \leq C e^{|s| \theta_{0}} \tag{6.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(\frac{1}{\mu^{2}} I+A_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)} \leq C e^{|s| \theta_{0}} \tag{6.15}
\end{equation*}
$$

for all $\mu>0$.

Since $\Omega$ is strictly star shaped with respect to one of its points, then after translation in $\mathbb{R}^{3}$, we can suppose that this point is 0 . It follows that for all $\mu>1$ and $x \in \Omega$ we have $x / \mu \in \Omega$. The proof is based on the scaling transformation

$$
\begin{equation*}
\forall x \in \Omega, \quad\left(S_{\mu} \boldsymbol{f}\right)(x)=\boldsymbol{f}(x / \mu), \quad \boldsymbol{f} \in \boldsymbol{L}^{p}(\Omega) \tag{6.16}
\end{equation*}
$$

As in the proof of Theorem A1 in [43] we can easily verify that

$$
-\mu^{2} \Delta_{M}=S_{\mu}\left(-\Delta_{M}\right) S_{\mu}^{-1}, \quad I-\mu^{2} \Delta_{M}=S_{\mu}\left(I-\Delta_{M}\right) S_{\mu}^{-1}
$$

We recall that the operator $\Delta_{M}$ is defined by (6.1)-(6.2).
Similarly we can also verify that

$$
\mu^{2} A_{p}^{\prime}=S_{\mu} A_{p}^{\prime} S_{\mu}^{-1}, \quad I+\mu^{2} A_{p}^{\prime}=S_{\mu}\left(I+A_{p}^{\prime}\right) S_{\mu}^{-1}
$$

As a result for all $z \in \mathbb{C}$ using (2.9) we have,

$$
\left(I-\mu^{2} \Delta_{M}\right)^{z}=S_{\mu}\left(I-\Delta_{M}\right)^{z} S_{\mu}^{-1} \quad \text { and } \quad\left(I+\mu^{2} A_{p}^{\prime}\right)^{z}=S_{\mu}\left(I+A_{p}^{\prime}\right)^{z} S_{\mu}^{-1}
$$

Thus for all $z \in \mathbb{C}$ we have

$$
\left\|\left(I-\mu^{2} \Delta_{M}\right)^{z}\right\|_{\mathcal{L}\left(\boldsymbol{L}^{p}(\Omega)\right)}=\left\|S_{\mu}\left(I-\Delta_{M}\right)^{z} S_{\mu}^{-1}\right\|_{\mathcal{L}\left(\boldsymbol{L}^{p}(\Omega)\right)} \leq\left\|\left(I-\Delta_{M}\right)^{z}\right\|_{\mathcal{L}\left(\boldsymbol{L}^{p}(\Omega)\right)}
$$

and

$$
\left\|\left(I+\mu^{2} A_{p}^{\prime}\right)^{z}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)}=\left\|S_{\mu}\left(I+A_{p}^{\prime}\right)^{z} S_{\mu}^{-1}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)} \leq\left\|\left(I+A_{p}^{\prime}\right)^{z}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)}
$$

Using Theorem 3.1 and Remark 3.2 in [38], respectively to Theorem 6.1, we deduce that there exist $0<\theta_{1}, \theta_{2}<\pi / 2$ and constants $M_{1}, M_{2}>0$ such that:

$$
\begin{equation*}
\forall s \in \mathbb{R}, \quad\left\|\left(I-\mu^{2} \Delta_{M}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{L}^{p}(\Omega)\right)} \leq M_{1} e^{|s| \theta_{1}} \tag{6.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall s \in \mathbb{R}, \quad\left\|\left(I+\mu^{2} A_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)} \leq M_{2} e^{|s| \theta_{2}} \tag{6.18}
\end{equation*}
$$

where the constants $M_{1}$ in (6.17) and $M_{2}$ in (6.18) are independents of $\mu$. Since

$$
\left(\frac{1}{\mu^{2}} I-\Delta_{M}\right)^{i s}=\frac{1}{\mu^{2 i s}}\left(I-\mu^{2} \Delta_{M}\right)^{i s} \quad \text { and } \quad\left(\frac{1}{\mu^{2}} I+A_{p}^{\prime}\right)^{i s}=\frac{1}{\mu^{2 i s}}\left(I+\mu^{2} A_{p}^{\prime}\right)^{i s}
$$

(6.14) and (6.15) follow.

Of course, (6.13) follows from (6.14). On the other hand, since by Proposition 4.3 in [12] and Proposition 5.2 above, the range and the domains of $A_{p}^{\prime}, B_{p}^{\prime}$ and $C_{p}^{\prime}$ are dense in $\boldsymbol{X}_{p}$, $\boldsymbol{Y}_{p}, \boldsymbol{Z}_{p}$ respectively, we may apply Lemma A2 of [43] and obtain that, for all $\boldsymbol{f} \in \mathbf{D}\left(A_{p}^{\prime}\right)$

$$
\begin{equation*}
\left\|\left(A_{p}^{\prime}\right)^{i s} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)}=\lim _{\mu \rightarrow+\infty}\left\|\left(\frac{1}{\mu^{2}} I+A_{p}^{\prime}\right)^{i s} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} \tag{6.19}
\end{equation*}
$$

As a result we deduce from (6.15) and (6.19) that (6.12) holds for all $\boldsymbol{f} \in \mathbf{D}\left(A_{p}^{\prime}\right)$. By the density of $\mathbf{D}\left(A_{p}^{\prime}\right)$ in $\boldsymbol{X}_{p}$ (see Proposition 5.2) it then follows that (6.12) holds for all $\boldsymbol{f}$ in $\boldsymbol{X}_{p}$.

For a general domain $\Omega$ of Class $C^{2,1}$, not necessarily strictly star shaped with respect to one of its points, we use that (see [17] for instance), a bounded Lipschitz-Continuous open set is the union of a finite number of star-shaped, Lipschitz-continuous open sets. The idea is then to apply the argument above to each of these sets in order to derive the desired result on the entire domain. However, the divergence-free condition of a function $\boldsymbol{f} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ is not preserved under the cut-off procedure and this process is non-trivial. This is done in the following Theorem.
Theorem 6.6. There exist an angle $0<\theta_{0}<\pi / 2$ and a constant $M>0$ such that for all $s \in \mathbb{R}$ we have

$$
\begin{equation*}
\left\|\left(A_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)}+\left\|\left(B_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{Y}_{p}\right)}+\left\|\left(C_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{Z}_{p}\right)} \leq M e^{|s| \theta_{0}} \tag{6.20}
\end{equation*}
$$

Proof. As in the proof of Proposition 6.4, we prove Theorem 6.6 by showing that estimate (6.20) holds separately for each term in the left hand side. Since the proof is the same for the three terms, we only write the details for $\left\|\left(A_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)}$.

Let $\left(\Theta_{j}\right)_{j \in J}$ be an open covering of $\Omega$ by a finite number of star-shaped open sets and let us consider a partition of unity $\left(\varphi_{j}\right)_{j \in J}$ subordinated to the covering $\left(\Omega_{j}\right)_{j \in J}$ where for all $j \in J, \Omega_{j}=\Theta_{j} \cap \Omega$. This means that

$$
\forall j \in J, \quad \operatorname{Supp} \varphi_{j} \subset \Omega_{j}
$$

and

$$
\sum_{j \in J} \varphi_{j}=1, \quad \varphi_{j} \in \mathcal{D}\left(\Omega_{j}\right)
$$

Let $\boldsymbol{f} \in \boldsymbol{X}_{p}$, then $\boldsymbol{f}$ can be written as

$$
\boldsymbol{f}=\sum_{j \in J} \boldsymbol{f}_{j}, \quad \forall j \in J, \quad \boldsymbol{f}_{j}=\varphi_{j} \boldsymbol{f}
$$

Notice that for all $j \in J, \boldsymbol{f}_{j}$ is not necessarily a divergence free function.
Let $\mu>0$ and let $s \in \mathbb{R}$. From (6.6)-(6.8) we know that

$$
\left(\frac{1}{\mu^{2}} I+A_{p}^{\prime}\right)^{i s} \boldsymbol{f}=\left(\frac{1}{\mu^{2}} I-\Delta_{M}\right)^{i s} \boldsymbol{f}=\sum_{j \in J}\left(\frac{1}{\mu^{2}} I-\Delta_{M}\right)^{i s} \boldsymbol{f}_{j}
$$

As a result, one has

$$
\begin{aligned}
\left\|\left(\frac{1}{\mu^{2}} I+A_{p}^{\prime}\right)^{i s} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} & \leq \sum_{j \in J}\left\|\left(\frac{1}{\mu^{2}} I-\Delta_{M}\right)^{i s} \boldsymbol{f}_{j}\right\|_{\boldsymbol{L}^{p}(\Omega)} \\
& =\sum_{j \in J}\left\|\left(\frac{1}{\mu^{2}} I-\Delta_{M}\right)^{i s} \boldsymbol{f}_{j}\right\|_{\boldsymbol{L}^{p}\left(\Omega_{j}\right)}
\end{aligned}
$$

Since for all $j \in J$, the domain $\Omega_{j}$ is strictly star shaped with respect to one of its points, then using (6.13) we have

$$
\begin{aligned}
\left\|\left(\frac{1}{\mu^{2}} I+A_{p}^{\prime}\right)^{i s} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} & \leq e^{|s| \theta_{0}} \sum_{j \in J} C_{j}\left\|\boldsymbol{f}_{j}\right\|_{\boldsymbol{L}^{p}\left(\Omega_{j}\right)} \\
& \leq C(\Omega, p) e^{|s| \theta_{0}}\|\boldsymbol{f}\|_{\boldsymbol{L}^{p}(\Omega)}
\end{aligned}
$$

with a constant $C(\Omega, p)$ independent of $\mu$ and $\boldsymbol{f}$. As a result one has

$$
\left\|\left(\frac{1}{\mu^{2}} I+A_{p}^{\prime}\right)^{i s}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)} \leq C(\Omega, p) e^{|s| \theta_{0}} .
$$

Thus as in the proof of Theorem 6.1, using [43, Lemma A2] we deduce that for all $\boldsymbol{f} \in \mathbf{D}\left(A_{p}^{\prime}\right)$

$$
\begin{equation*}
\left\|\left(A_{p}^{\prime}\right)^{i s} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)}=\lim _{\mu \rightarrow+\infty}\left\|\left(\frac{1}{\mu^{2}} I+A_{p}^{\prime}\right)^{i s} \boldsymbol{f}\right\|_{\boldsymbol{L}^{p}(\Omega)} . \tag{6.21}
\end{equation*}
$$

This means that (6.20) hold for all $\boldsymbol{f} \in \mathbf{D}\left(A_{p}^{\prime}\right)$. Using the density of $\mathbf{D}\left(A_{p}^{\prime}\right)$ in $\boldsymbol{X}_{p}$ we deduce our result in $\boldsymbol{X}_{p}$.

Remark 6.7. Notice that estimate (6.15) is also true if we replace $A_{p}^{\prime}$ by $A_{p}$. However, since the range of $A_{p}$ is not dense in $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ it is not possible to apply Lemma A2 of [43] to pass to the limit as $\mu \rightarrow \infty$.

### 6.2 Domains of fractional powers.

For all $\alpha \in \mathbb{R}$, the map $\boldsymbol{v} \longmapsto\left\|\left(A_{p}^{\prime}\right)^{\alpha} \boldsymbol{v}\right\|_{L^{p}(\Omega)}$ is a norm on $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right)$. This is due to the fact that (cf. [73, Theorem 1.15.2, part (e)]), the operator $A_{p}^{\prime}$ has a bounded inverse and thus for all $\alpha \in \mathbb{C}^{*}$, the operator $\left(A_{p}^{\prime}\right)^{\alpha}$ is an isomorphism from $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right)$ to $\boldsymbol{X}_{p}$.

Consider the space

$$
\begin{equation*}
\boldsymbol{V}_{\sigma, \tau}^{p}(\Omega)=\left\{\boldsymbol{v} \in \boldsymbol{X}_{\sigma, \tau}^{p}(\Omega) ;\langle\boldsymbol{v} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0,1 \leq j \leq J\right\}, \tag{6.22}
\end{equation*}
$$

with $\boldsymbol{X}_{\sigma, \tau}^{p}(\Omega)$ is defined by (3.6). Thanks to the work of $[12,13]$ we know that, for all $\boldsymbol{v} \in \boldsymbol{V}_{\sigma, \tau}^{p}(\Omega)$ the norm of $\|\boldsymbol{v}\|_{\boldsymbol{W}^{1, p}(\Omega)}$ is equivalent to the norm $\|\operatorname{curl} \boldsymbol{u}\|_{L^{p}(\Omega)}$. The following theorem characterizes the domain of $\left(A_{p}^{\prime}\right)^{\frac{1}{2}}$.
Theorem 6.8. For all $1<p<\infty, \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)=\boldsymbol{V}_{\sigma, \tau}^{p}(\Omega)$ with equivalent norms. Furthermore, for every $\boldsymbol{u} \in \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)$, the norm $\left\|\left(A_{p}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{u}\right\|_{\boldsymbol{L}^{p}(\Omega)}$ is a norm on $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)$ which is equivalent to the norm $\|\operatorname{curl} \boldsymbol{u}\|_{L^{p}(\Omega)}$. In other words, there exists two constants $C_{1}$ and $C_{2}$ such that for all $\boldsymbol{u} \in \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)$

$$
\left\|\left(A_{p}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{u}\right\|_{L^{p}(\Omega)} \leq C_{1}\|\operatorname{curl} \boldsymbol{u}\|_{L^{p}(\Omega)} \leq C_{2}\left\|\left(A_{p}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{u}\right\|_{\boldsymbol{L}^{p}(\Omega)} .
$$

Proof. The goal is to prove the relation

$$
\left[\mathbf{D}\left(A_{p}^{\prime}\right) ; \boldsymbol{X}_{p}\right]_{1 / 2}=\boldsymbol{V}_{\sigma, \tau}^{p}(\Omega)
$$

Thanks to Theorem 6.6 we know that that the pure imaginary powers of $A_{p}^{\prime}$ are bounded on $\boldsymbol{X}_{p}$ and satisfy estimate (6.20). As a result thanks to Theorem 2.12 we have

$$
\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)=\left[\mathbf{D}\left(A_{p}^{\prime}\right) ; \boldsymbol{X}_{p}\right]_{1 / 2} .
$$

Consider now a function $\boldsymbol{u} \in \mathbf{D}\left(A_{p}^{\prime}\right)$, set $\boldsymbol{z}=\mathbf{c u r l} \boldsymbol{u}$ and $\boldsymbol{U}=(\boldsymbol{u}, \boldsymbol{z})$. It is clear that $\boldsymbol{z} \in \boldsymbol{H}_{0}^{p}(\operatorname{curl}, \Omega)$ and using Lemma 2.1 we deduce that $\boldsymbol{z} \in \boldsymbol{X}_{N}^{p}(\Omega) \hookrightarrow \boldsymbol{W}^{1, p}(\Omega)$ and $\boldsymbol{U} \in \boldsymbol{X}_{p} \times \boldsymbol{W}^{1, p}(\Omega)$. On the other hand if $\boldsymbol{u} \in \boldsymbol{X}_{p}$, thanks to [12, 13], we know that $\boldsymbol{U} \in \boldsymbol{X}_{p} \times\left[\boldsymbol{H}_{0}^{p}(\mathbf{c u r l}, \Omega)\right]^{\prime} \hookrightarrow \boldsymbol{X}_{p} \times \boldsymbol{W}^{-1, p}(\Omega)$. Next let $\boldsymbol{u} \in \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)$ then $\boldsymbol{U} \in$ $\boldsymbol{X}_{p} \times\left[\boldsymbol{W}^{1, p}(\Omega), \boldsymbol{W}^{-1, p}(\Omega)\right]_{1 / 2}=\boldsymbol{X}_{p} \times \boldsymbol{L}^{p}(\Omega)$. Thus using Lemma 2.1 we deduce that $\boldsymbol{u} \in \boldsymbol{V}_{\sigma, \tau}^{p}(\Omega)$. This amount to say that

$$
\begin{equation*}
\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right) \hookrightarrow \boldsymbol{V}_{\sigma, \tau}^{p}(\Omega) . \tag{6.23}
\end{equation*}
$$

It remains to prove the second inclusion. First we recall that $\left(\boldsymbol{X}_{p}\right)^{\prime}=\boldsymbol{X}_{p^{\prime}}$ and the adjoint operator $\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)^{*}$ is equal to $\left(A_{p^{\prime}}^{\prime}\right)^{\frac{1}{2}}$. Observe that thanks to [73, Theorem 1.15.2, part (e)], since $A_{p}^{\prime}$ has a bounded inverse, then for all $1<p<\infty,\left(A_{p}^{\prime}\right)^{\frac{1}{2}}$ is an isomorphism from $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)$ to $\boldsymbol{X}_{p}$. This means that for all $\boldsymbol{F} \in \boldsymbol{X}_{p^{\prime}}$ there exists a unique $\boldsymbol{v} \in \mathbf{D}\left(\left(A_{p^{\prime}}^{\prime}\right)^{\frac{1}{2}}\right)$ solution of

$$
\begin{equation*}
\left(A_{p^{\prime}}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{v}=\boldsymbol{F} \tag{6.24}
\end{equation*}
$$

As a result for all $\boldsymbol{u} \in \mathbf{D}\left(A_{p}^{\prime}\right)$ we have

$$
\begin{aligned}
&\left\|\left(A_{p}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{u}\right\|_{\boldsymbol{X}_{p}}=\sup _{\boldsymbol{F} \in \boldsymbol{X}_{p^{\prime}}, \boldsymbol{F} \neq \boldsymbol{0}} \frac{\left|\left\langle\left(A_{p}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{u}, \boldsymbol{F}\right\rangle_{\boldsymbol{X}_{p} \times \boldsymbol{X}_{p^{\prime}}}\right|}{\|\boldsymbol{F}\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)}} \\
&\left.=\sup _{\boldsymbol{F} \in \boldsymbol{X}_{p^{\prime}}, \boldsymbol{F} \neq \boldsymbol{0}} \frac{\left\lvert\,\left\langle\left(A_{p}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{u},\left(A_{p^{\prime}}^{\prime}\right.\right.\right.}{\| \boldsymbol{1}} \boldsymbol{v}\right\rangle_{\boldsymbol{X}_{p} \times \boldsymbol{X}_{p^{\prime}}} \mid \\
&\|\boldsymbol{F}\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)}
\end{aligned}
$$

where $\boldsymbol{v}$ is the unique solution of (6.24) and $\boldsymbol{X}_{p^{\prime}}$ is a closed subspace of $\boldsymbol{L}^{p^{\prime}}(\Omega)$ equipped with the norm of $\boldsymbol{L}^{p^{\prime}}(\Omega)$.

As a result,

$$
\begin{align*}
\left\|\left(A_{p}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{u}\right\|_{\boldsymbol{X}_{p}} & =\sup _{\boldsymbol{v} \in \mathbf{D}\left(A_{p^{\prime}}^{1 / 2}\right), \boldsymbol{v} \neq \mathbf{0}} \frac{\left|\left\langle A_{p}^{\prime} \boldsymbol{u}, \boldsymbol{v}\right\rangle_{\boldsymbol{X}_{p} \times \boldsymbol{X}_{p^{\prime}}}\right|}{\left\|\left(A_{p^{\prime}}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{v}\right\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)}} \\
& =\sup _{\boldsymbol{v} \in \mathbf{D}\left(A_{p^{\prime}}^{1 / 2}\right), \boldsymbol{v} \neq \mathbf{0}} \frac{\left|\int_{\Omega} \operatorname{curl} \boldsymbol{u} \cdot \operatorname{curl} \overline{\boldsymbol{v}} \mathrm{d} x\right|}{\left\|\left(A_{p^{\prime}}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{v}\right\|_{\boldsymbol{L}^{p^{\prime}}(\Omega)}} \\
& \leq C(\Omega, p)\|\boldsymbol{u}\|_{\boldsymbol{W}^{1, p}(\Omega)} . \tag{6.25}
\end{align*}
$$

Now since $\mathbf{D}\left(A_{p}^{\prime}\right)$ is dense in $\boldsymbol{V}_{\sigma, \tau}^{p}(\Omega)$ one gets inequality (6.25) for all $\boldsymbol{u} \in \boldsymbol{V}_{\sigma, \tau}^{p}(\Omega)$ and then

$$
\boldsymbol{V}_{\sigma, \tau}^{p}(\Omega) \hookrightarrow \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\frac{1}{2}}\right)
$$

and the result is proved.

The following proposition shows an embedding of Sobolev type for the domains of fractional powers of the Stokes operator with flux boundary conditions. This embedding give us the $\boldsymbol{L}^{p}-\boldsymbol{L}^{q}$ estimates for the corresponding homogeneous problem.

Proposition 6.9. For all $1<p<\infty$ and for all $0<\alpha \leq 1$ we define $\beta=\max (\alpha, 1-\alpha)$ then

$$
\begin{equation*}
\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right) \hookrightarrow \boldsymbol{L}^{q}(\Omega) \tag{6.26}
\end{equation*}
$$

for all $q$ such that:
(i) For $1<p<\frac{3}{2 \beta}, q \in\left[p, \frac{3 p}{3-2 \beta p}\right]$.
(ii) For $p=\frac{3}{2 \beta}, q \in[1,+\infty[$.
(iii) For $p>\frac{3}{2 \beta}, q=+\infty$.

Moreover for such $q$, the following estimate holds

$$
\begin{equation*}
\forall \boldsymbol{u} \in \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right), \quad\|\boldsymbol{u}\|_{\boldsymbol{L}^{q}(\Omega)} \leq C(\Omega, p)\left\|\left(A_{p}^{\prime}\right)^{\alpha} \boldsymbol{u}\right\|_{\boldsymbol{L}^{p}(\Omega)} \tag{6.27}
\end{equation*}
$$

Proof. As described in the proof of Theorem 6.8 we know that $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right)=\left[\mathbf{D}\left(A_{p}^{\prime}\right) ; \boldsymbol{X}_{p}\right]_{\alpha}$. Moreover, we know that, $\left[\mathbf{D}\left(A_{p}^{\prime}\right) ; \boldsymbol{X}_{p}\right]_{\alpha} \hookrightarrow\left[\boldsymbol{W}^{2, p}(\Omega) ; \boldsymbol{L}^{p}(\Omega)\right]_{\alpha}=\boldsymbol{W}^{2(1-\alpha), p}(\Omega)$. It is clear that for $0<\alpha<1 / 2$, we have $1-\alpha>\alpha$ and

$$
\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right) \hookrightarrow \boldsymbol{W}^{2 \alpha, p}(\Omega)
$$

Similarly, for $1 / 2 \leq \alpha \leq 1$, we have $\alpha \geq 1-\alpha$ and

$$
\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right) \hookrightarrow \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{1-\alpha}\right) \hookrightarrow \boldsymbol{W}^{2 \alpha, p}(\Omega)
$$

Thus one has, for all $0<\alpha \leq 1$

$$
\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right) \hookrightarrow \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{1-\alpha}\right) \hookrightarrow \boldsymbol{W}^{2 \beta, p}(\Omega)
$$

Now using the result of [2, Theorem 7.57] we deduce the Sobolev embedding (6.26) with $p$ and $q$ satisfying (i), (ii) and (iii). Finally, estimate (6.27) is a direct consequence of the Sobolev embedding (6.26), since $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right)$ is equipped with the graph norm of the operator $\left(A_{p}^{\prime}\right)^{\alpha}$.

The following Corollary extends Proposition 6.9 to any real $\alpha$ such that $0<\alpha<3 / 2 p$. This result is similar to the result of Borchers and Miyakawa [19] who proved the same result for the Stokes operator with Dirichlet boundary conditions in exterior domains for $1<p<3$.

Corollary 6.10. for all $1<p<\infty$ and for all $\alpha \in \mathbb{R}$ such that $0<\alpha<3 / 2 p$ the following Sobolev embedding holds

$$
\begin{equation*}
\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right) \hookrightarrow \boldsymbol{L}^{q}(\Omega), \quad \frac{1}{q}=\frac{1}{p}-\frac{2 \alpha}{3} \tag{6.28}
\end{equation*}
$$

Moreover for all $\boldsymbol{u} \in \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right)$ the following estimate holds

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{L}^{q}(\Omega)} \leq C(\Omega, p)\left\|\left(A_{p}^{\prime}\right)^{\alpha} \boldsymbol{u}\right\|_{\boldsymbol{L}^{p}(\Omega)} \tag{6.29}
\end{equation*}
$$

Proof. First observe that for $0<\alpha<\min (1,3 / 2 p)$ the Sobolev embedding (6.28) is a consequence of Proposition 6.9 part (i). Next, for any real $\alpha$ such that $0<\alpha<3 / 2 p$ we write $\alpha=k+\theta$, where $k$ is a non negative integer and $0<\theta<1$.

Next we set

$$
\begin{equation*}
\frac{1}{q_{0}}=\frac{1}{p}-\frac{2 \theta}{3} \quad \text { and } \quad \frac{1}{q_{j}}=\frac{1}{q_{0}}-\frac{2 j}{3}, \quad j=0,1, \ldots ., k \tag{6.30}
\end{equation*}
$$

It is clear that $\frac{1}{q_{j}}=\frac{1}{q_{j-1}}-\frac{2}{3}$ and that $q_{k}=q$. Moreover, by assumptions on $p$ and $\alpha$ we have for $j=0,1, \ldots, k, \theta+j<3 / 2 p$. As a consequence of Proposition 6.9 part (i) it follows that

$$
\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\theta}\right) \hookrightarrow \boldsymbol{L}^{q_{0}}(\Omega)
$$

and for all $1 \leq j \leq k$

$$
\mathbf{D}\left(A_{q_{j-1}}^{\prime}\right) \hookrightarrow \boldsymbol{L}^{q_{j}}(\Omega)
$$

It thus follows that for all $\boldsymbol{u} \in \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\infty}\right)=\cap_{m \in \mathbb{N}} \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{m}\right)$

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{L}^{q}(\Omega)} \leq\left\|A_{q_{k-1}}^{\prime} \boldsymbol{u}\right\|_{\boldsymbol{L}^{q_{k-1}}(\Omega)} \leq \ldots \leq\left\|\left(A_{q_{0}}^{\prime}\right)^{k} \boldsymbol{u}\right\|_{\boldsymbol{L}^{q_{0}}(\Omega)} \leq\left\|\left(A_{p}^{\prime}\right)^{\alpha} \boldsymbol{u}\right\|_{\boldsymbol{L}^{p}(\Omega)} \tag{6.31}
\end{equation*}
$$

By density of $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\infty}\right)$ in $\mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\alpha}\right)$ on gets the Sobolev embeddings (6.28) and estimate (6.31). Finally, estimate (6.29) is a direct consequence of (6.28).

## 7 The time dependent Stokes problem

In this section we solve the time dependent Stokes Problem (1.1) with the boundary condition (1.3) using the semi-group theory. As described above, due to the boundary conditions (1.3) the Stokes operator coincides with the Laplace operator.

### 7.1 The homogeneous problem

Consider the problem:

$$
\left\{\begin{array}{cccc}
\frac{\partial \boldsymbol{u}}{\partial t}-\Delta \boldsymbol{u}=\mathbf{0}, & \operatorname{div} \boldsymbol{u}=0 & \text { in } & \Omega \times(0, T)  \tag{7.1}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, & \boldsymbol{c u r l} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} & \text { on } & \Gamma \times(0, T) \\
& \boldsymbol{u}(0)=\boldsymbol{u}_{0} & \text { in } & \Omega
\end{array}\right.
$$

Usually in the Problem (7.1) where figures the constraint $\operatorname{div} \boldsymbol{u}=0$ in $\Omega$, a gradient of pressure appears. However, thanks to our boundary conditions, the pressure is constant in our case. For this reason, the Problem (7.1) is equivalent to the homogeneous Stokes problem

$$
\left\{\begin{array}{cccc}
\frac{\partial \boldsymbol{u}}{\partial t}-\Delta \boldsymbol{u}+\nabla \pi=\mathbf{0}, & \operatorname{div} \boldsymbol{u}=0 & \text { in } & \Omega \times(0, T)  \tag{7.2}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, & \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} & \text { on } & \Gamma \times(0, T), \\
\boldsymbol{u}(0)=\boldsymbol{u}_{0} & \text { in } & \Omega
\end{array}\right.
$$

We start with the following result for initial data in $L_{\sigma, \tau}^{p}(\Omega)$ that follows easily from the classiacl semi group theory for the operator $A_{p}$ on the space $L_{\sigma, \tau}^{p}(\Omega)$.

Theorem 7.1. Let $\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, then Problem (7.1) has a unique solution $\boldsymbol{u}(t)$ satisfying

$$
\begin{gather*}
\boldsymbol{u} \in C\left(\left[0,+\infty\left[, \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right) \cap C(] 0,+\infty\left[, \mathbf{D}\left(A_{p}\right)\right) \cap C^{1}(] 0,+\infty\left[, \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)\right.\right.  \tag{7.3}\\
\boldsymbol{u} \in C^{k}(] 0,+\infty\left[, \mathbf{D}\left(A_{p}^{\ell}\right)\right), \quad \forall k \in \mathbb{N}, \forall \ell \in \mathbb{N} \backslash\{0\} \tag{7.4}
\end{gather*}
$$

Moreover we have the estimates

$$
\begin{align*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{p}(\Omega)} & \leq C_{1}(\Omega, p)\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)}  \tag{7.5}\\
\left\|\frac{\partial \boldsymbol{u}(t)}{\partial t}\right\|_{\boldsymbol{L}^{p}(\Omega)} & \leq \frac{C_{2}(\Omega, p)}{t}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)}  \tag{7.6}\\
\|\operatorname{curl} \boldsymbol{u}(t)\|_{\boldsymbol{L}^{p}(\Omega)} & \leq \frac{C_{3}(\Omega, p)}{\sqrt{t}}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} \tag{7.7}
\end{align*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{W}^{2, p}(\Omega)} \leq C_{4}(\Omega, p)\left(1+\frac{1}{t}\right)\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} \tag{7.8}
\end{equation*}
$$

for all $t>0$.
Proof. Since the operator $-A_{p}$ generates a bounded analytic semi-group $(T(t))_{t \geq 0}$ on $\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, the Problem (7.1) has a unique solution $\boldsymbol{u}(t)=T(t) \boldsymbol{u}_{0}$. Thanks to [30, Chapter 2, Proposition 4.3] we know that $\|T(t)\|_{\mathcal{L}\left(\boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)\right)} \leq C_{1}(\Omega, p)$, where $C_{1}(\Omega, p)=$ $M_{1} \kappa_{1}(\Omega, p)$ for some constant $M_{1}>0$. We recall that $\kappa_{1}(\Omega, p)$ is the constant in (4.9). As a result one has estimate (7.5). We also know thanks to [30, Chapter 2, Theorem 4.6] that this solution belongs to $\mathbf{D}\left(A_{p}\right)$ thus one has (7.3). Now using the fact that $T(t) \boldsymbol{u}_{0} \in \mathbf{D}\left(A_{p}^{\infty}\right)$ and the same argument of $[24$, Chapitre 7, Theorem 7.5, Theorem 7.7] one gets the regularity (7.4). We recall that $\mathbf{D}\left(A_{p}^{\infty}\right)=\cap_{n \in \mathbb{N}} \mathbf{D}\left(A_{p}^{n}\right)$.

Moreover, thanks to [30, Chapter 2, Theorem 4.6, page 101] we know that

$$
\left\|A_{p} T(t)\right\|_{L^{p}(\Omega)} \leq \frac{C_{2}(\Omega, p)}{t}
$$

where $C_{2}(\Omega, p)=M_{2} \kappa_{1}(\Omega, p)$ for some constant $M_{2}>0$, which gives us estimate (7.6). Next, to prove estimate (7.7) we proceed in the same way as in the proof of the estimate (4.10) (see [5, Theorem 4.11] for the proof).

Since the norm of $\boldsymbol{W}^{2, p}(\Omega)$ is equivalent to the graph norm of the Stokes operator $A_{p}$ one has estimate (7.8).

Estimates (7.5) and (7.7) allow to deduce the following Corollary:
Corollary 7.2 (Weak Solutions for the Stokes Problem). Let $\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$ and $\boldsymbol{u}$ be the unique solution of Problem (7.1) given by Theorem 7.1. Then $\boldsymbol{u}$ satisfies

$$
\begin{equation*}
\forall 1 \leq q<2, \quad \boldsymbol{u} \in L^{q}\left(0, T ; \boldsymbol{W}^{1, p}(\Omega)\right) \quad \text { and } \quad \frac{\partial \boldsymbol{u}}{\partial t} \in L^{q}\left(0, T ;\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}\right) \tag{7.9}
\end{equation*}
$$

for all $T>0$.

Proof. Let $\boldsymbol{u}(t)$ be the unique solution of Problem (7.1). By hypothesis we know that $\boldsymbol{u}$ satisfies the estimates (7.5)-(7.8). Now thanks to Lemma 2.1 we know that

$$
\|\boldsymbol{u}(t)\|_{\boldsymbol{W}^{1, p}(\Omega)} \simeq\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{p}(\Omega)}+\|\operatorname{curl} \boldsymbol{u}(t)\|_{\boldsymbol{L}^{p}(\Omega)}
$$

Thus one deduces directly that $\boldsymbol{u} \in L^{q}\left(0, T ; \boldsymbol{W}^{1, p}(\Omega)\right)$ for all $1 \leq q<2$ and for all $0<T<\infty$.
Next, let us prove that $\frac{\partial \boldsymbol{u}}{\partial t} \in L^{q}\left(0, T ;\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}\right)$, set

$$
\widetilde{\boldsymbol{u}}(t)=\boldsymbol{u}(t)-\sum_{j=1}^{J}\langle\boldsymbol{u}(t) \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}} \widetilde{\operatorname{grad}} q_{j}^{\tau}
$$

It is clear that $\boldsymbol{u}(t)=\widetilde{\boldsymbol{u}}(t)+\sum_{j=1}^{J}\langle\boldsymbol{u}(t) \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}} \widetilde{\operatorname{grad}} q_{j}^{\tau}$. Moreover thanks to [12, Theorem 4.4] we know that

$$
\|\Delta \boldsymbol{u}\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}}=\|\Delta \widetilde{\boldsymbol{u}}\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \simeq\|\widetilde{\boldsymbol{u}}\|_{\boldsymbol{W}^{1, p}(\Omega)} \leq\|\boldsymbol{u}\|_{\boldsymbol{W}^{1, p}(\Omega)}
$$

The last inequality comes from the fact (see [13, Lemma 4.2])

$$
\left|\langle\boldsymbol{u} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}\right| \leq C(\Omega, p)\|\boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)}
$$

Thus $\frac{\partial \boldsymbol{u}}{\partial t}=\Delta \boldsymbol{u} \in L^{q}\left(0, T ;\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}\right)$ and the result is proved.
We observe the following remark:
Remark 7.3. (i) In the Hilbertian case $\left(\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)\right)$, the properties (7.5)-(7.8) are immediate. We will prove estimate (7.7). Observe that, thanks to Propositon 4.7 and Remark 4.8, on $\boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$ we can express $\boldsymbol{u}(t)$ explicitly in the form

$$
\begin{equation*}
\boldsymbol{u}(t)=\sum_{j=1}^{J} \alpha_{j} \widetilde{\operatorname{grad}} q_{j}^{\tau}+\sum_{k=1}^{+\infty} \beta_{k} e^{-\lambda_{k} t} \boldsymbol{z}_{k} \tag{7.10}
\end{equation*}
$$

where

$$
\alpha_{j}=\int_{\Omega} \boldsymbol{u}_{0} \cdot \widetilde{\boldsymbol{\operatorname { g r a d }}} \overline{q_{j}^{\tau}} \mathrm{d} x \quad \text { and } \quad \beta_{k}=\int_{\Omega} \boldsymbol{u}_{0} \cdot \overline{\boldsymbol{z}_{k}} \mathrm{~d} x .
$$

As a result, using the fact that $A_{2} \boldsymbol{z}_{k}=\lambda_{k} \boldsymbol{z}_{k}$ and the fact that

$$
\int_{\Omega}\left|\operatorname{curl} \boldsymbol{z}_{k}\right|^{2} \mathrm{~d} x=\lambda_{k}\left\|\boldsymbol{z}_{k}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}=\lambda_{k}
$$

one has

$$
\|\operatorname{curl} \boldsymbol{u}(t)\|_{\boldsymbol{L}^{2}(\Omega)}^{2}=\sum_{k=1}^{+\infty} \beta_{k}^{2} e^{-2 \lambda_{k} t} \lambda_{k}
$$

Finally, since

$$
\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{2}(\Omega)}^{2}=\sum_{j=1}^{J} \alpha_{j}^{2}+\sum_{k=1}^{+\infty} \beta_{k}^{2}
$$

estimate (7.7) follows directly. Similarly one gets directly estimates (7.5)-(7.8). We recall that $\left(\boldsymbol{z}_{k}\right)_{k}$ are eigenvectors for the Stokes operator associated to the eigenvalues $\left(\lambda_{k}\right)_{k}$ and they form with $\left(\widetilde{\operatorname{grad}} q_{j}^{\tau}\right)_{1 \leq j \leq J}$ an orthonormal basis for $\boldsymbol{L}_{\sigma, \tau}^{2}(\Omega)$.
(ii) For $p=2$, the solution $\boldsymbol{u}$ satisfies (see [11, Theorem 6.4])

$$
\begin{equation*}
\boldsymbol{u} \in L^{2}\left(0, T ; \boldsymbol{H}^{1}(\Omega)\right) \text { and } \quad \frac{\partial \boldsymbol{u}}{\partial t} \in L^{2}\left(0, T ;\left[\boldsymbol{H}_{0}^{2}(\operatorname{div}, \Omega)\right]^{\prime}\right) \tag{7.11}
\end{equation*}
$$

and

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{dt}}\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{2}(\Omega)}^{2}+\int_{\Omega}|\boldsymbol{\operatorname { c u r }} \boldsymbol{u}(t)|^{2} \mathrm{~d} x=0
$$

In other words for $p=2$, Corollary 7.2 still holds true for $q=2$ included.
We consider now the case where the initial data $\boldsymbol{u}_{0} \in \boldsymbol{X}_{p}$, (see (5.2) for the definition of $\boldsymbol{X}_{p}$ ).

Theorem 7.4. Suppose that $\boldsymbol{u}_{0} \in \boldsymbol{X}_{p}$ and let $\boldsymbol{u}$ be the unique solution to Problem (7.1). Then $\boldsymbol{u}$ satisfies the following:

$$
\begin{gather*}
\boldsymbol{u} \in C\left(\left[0,+\infty\left[, \boldsymbol{X}_{p}\right) \cap C(] 0,+\infty\left[, \mathbf{D}\left(A_{p}^{\prime}\right)\right) \cap C^{1}(] 0,+\infty\left[, \boldsymbol{X}_{p}\right)\right.\right.  \tag{7.12}\\
\boldsymbol{u} \in C^{k}(] 0,+\infty\left[, \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\ell}\right)\right), \quad \forall k, \ell \in \mathbb{N} . \tag{7.13}
\end{gather*}
$$

Moreover, for all $q \in[p, \infty)$, for all integers $m \geq 0, n \geq 0$ and for all $\mu \in\left(0, \lambda_{1}\right)$ there exists a constant $M>0$ such that the solution $\boldsymbol{u}$ satisfies, for all $t>0$ :

$$
\begin{align*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{q}(\Omega)} & \leq M e^{-\mu t} t^{-3 / 2(1 / p-1 / q)}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)}  \tag{7.14}\\
\|\operatorname{curl} \boldsymbol{u}(t)\|_{\boldsymbol{L}^{q}(\Omega)} & \leq M e^{-\mu t} t^{-3 / 2(1 / p-1 / q)-1 / 2}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} \tag{7.15}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\frac{\partial^{m}}{\partial t^{m}} \Delta^{n} \boldsymbol{u}(t)\right\|_{\boldsymbol{L}^{q}(\Omega)} \leq M e^{-\mu t} t^{-(m+n)-3 / 2(1 / p-1 / q)}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} \tag{7.16}
\end{equation*}
$$

where $\lambda_{1}$ is the first non zero eigenvalue of the Stokes operator defined above.
Proof. Applying the semi-group theory to the operator $A_{p}^{\prime}$, one gets the existence and uniqueness of a solution to the homogeneous Stokes Problem (7.1) given by $\boldsymbol{v}(t)=$ $T(t)_{\mid \boldsymbol{X}_{p}} \boldsymbol{u}_{0}$ and satisfying (7.12)-(7.13). We recall that $\left(T(t)_{\mid \boldsymbol{X}_{p}}\right)_{t \geq 0}$ is the semi-group generated by the Stokes operator with flux boundary conditions on $\boldsymbol{X}_{p}$. Moreover, since $\boldsymbol{X}_{p} \subset \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$, by the uniqueness of solution $\boldsymbol{u}$ in Theorem 7.1, we deduce that $\boldsymbol{v}(t)=\boldsymbol{u}(t)=T(t) \boldsymbol{u}_{0}$, the unique solution to Problem (7.1). Let us prove estimates (7.14)-(7.16). To this end observe first that, by Theorem 5.3 and to [12], we have:

$$
S\left(-A_{p}^{\prime}\right)=\sup \left\{\operatorname{Re} \lambda \in \sigma\left(-A_{p}^{\prime}\right)\right\}=-\lambda_{1}<0
$$

As a result, thanks to [57, Chapitre 4, Theorem 4.3, page 118], there is a constant $M>0$ such that for all $0<\mu<\lambda_{1},\left\|T(t)_{\mid \boldsymbol{X}_{p}}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)} \leq M \kappa_{1}(\Omega, p) e^{-\mu t}$.

The estimates (7.14)-(7.16) follow for the cases where $q=p$ and $m=1, n=0$ or $m=0, n=0,1,2$ using the classical semi-group theory.

Suppose that $p \neq q$, the proof is similar to the proof of [19, Corollary 4.6]. Let $s \in \mathbb{R}$ such that $\frac{3}{2}\left(\frac{1}{p}-\frac{1}{q}\right)<s<\frac{3}{2 p}$ and set $\frac{1}{p_{0}}=\frac{1}{p}-\frac{2 s}{3}$. It is clear that $p<q<p_{0}$. Let $\boldsymbol{u}(t)$ be the unique solution of Problem (7.1). Since for all $t>0, \boldsymbol{u}(t) \in \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{\infty}\right)$, then thanks to Corollary 6.10, $\boldsymbol{u}(t) \in \mathbf{D}\left(\left(A_{p}^{\prime}\right)^{s}\right) \hookrightarrow \boldsymbol{L}^{p_{0}}(\Omega)$. Now set $\left.\alpha=\frac{1 / p-1 / q}{1 / p-1 / p_{0}} \in\right] 0,1[$, we can easily verify that $\frac{1}{q}=\frac{\alpha}{p_{0}}+\frac{1-\alpha}{p}$. Thus $\boldsymbol{u}(t) \in \boldsymbol{L}^{q}(\Omega)$ and

$$
\begin{align*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{q}(\Omega)} & \leq C\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{p_{0}}(\Omega)}^{\alpha}\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{p}(\Omega)}^{1-\alpha} \\
& \leq C\left\|\left(A_{p}^{\prime}\right)^{s} T(t) \boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)}^{\alpha}\left\|T(t) \boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)}^{1-\alpha} \\
& \leq C e^{-\mu t} t^{-\alpha s}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} .  \tag{7.17}\\
& =C e^{-\mu t} t^{-3 / 2(1 / p-1 / q)}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} . \tag{7.18}
\end{align*}
$$

Estimate (7.17) follows from the fact that, (cf. [57, Chapter 2, Theorem 6.13, page 76]),

$$
\begin{equation*}
\left\|\left(A_{p}^{\prime}\right)^{\alpha} T(t)_{\mid \boldsymbol{X}_{p}}\right\|_{\mathcal{L}\left(\boldsymbol{X}_{p}\right)} \leq M \kappa_{1}(\Omega, p) \frac{e^{-\mu t}}{t^{\alpha}} . \tag{7.19}
\end{equation*}
$$

Next, let $\boldsymbol{u}_{0} \in \boldsymbol{X}_{p} \cap \boldsymbol{X}_{q}$ then $\operatorname{curl} \boldsymbol{u}(t) \in \boldsymbol{L}^{q}(\Omega)$ and

$$
\begin{aligned}
\|\operatorname{curl} \boldsymbol{u}(t)\|_{\boldsymbol{L}^{q}(\Omega)} \leq C\left\|\left(A_{q}^{\prime}\right)^{\frac{1}{2}} \boldsymbol{u}(t)\right\|_{\boldsymbol{L}^{q}(\Omega)} & =\left\|\left(A_{q}^{\prime}\right)^{\frac{1}{2}} T(t / 2) T(t / 2) \boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{q}(\Omega)} \\
& \leq C e^{-\mu t} t^{-1 / 2}\left\|T(t / 2) \boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{q}(\Omega)} \\
& \leq C e^{-\mu t} t^{-1 / 2} t^{-3 / 2(1 / p-1 / q)}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} .
\end{aligned}
$$

Now let $\boldsymbol{u}_{0} \in \boldsymbol{X}_{p}$, using the density of $\boldsymbol{X}_{p} \cap \boldsymbol{X}_{q}$ in $\boldsymbol{X}_{p}$ we know that there exists a sequence $\left(\boldsymbol{u}_{0_{m}}\right)_{m \geq 0}$ in $\boldsymbol{X}_{p} \cap \boldsymbol{X}_{q}$ that converges to $\boldsymbol{u}_{0}$ in $\boldsymbol{X}_{p}$. For all $m \in \mathbb{N}$ we set $\boldsymbol{u}_{m}(t)=T(t) \boldsymbol{u}_{0_{m}}$, as a result the sequences $\left(\boldsymbol{u}_{m}(t)\right)_{m \geq 0}$ and $\left(\operatorname{curl} \boldsymbol{u}_{m}(t)\right)_{m \geq 0}$ converges to $\boldsymbol{u}(t)$ and $\operatorname{curl} \boldsymbol{u}(t)$ respectively in $\boldsymbol{L}^{p}(\Omega)$, where $u(t)=T(t) \boldsymbol{u}_{0}$. On the other hand, for all $m, n \in \mathbb{N}$ one has

$$
\left\|\operatorname{curl}\left(\boldsymbol{u}_{n}(t)-\boldsymbol{u}_{m}(t)\right)\right\|_{\boldsymbol{L}^{q}(\Omega)} \leq C e^{-\mu t} t^{-1 / 2} t^{-3 / 2(1 / p-1 / q)}\left\|\boldsymbol{u}_{0_{n}}-\boldsymbol{u}_{0_{m}}\right\|_{\boldsymbol{L}^{p}(\Omega)} .
$$

Thus $\left(\operatorname{curl} \boldsymbol{u}_{m}(t)\right)_{m \geq 0}$ is a Cauchy sequence in $\boldsymbol{L}^{q}(\Omega)$ and converges to $\boldsymbol{c u r l} \boldsymbol{u}(t)$ in $\boldsymbol{L}^{q}(\Omega)$. This means that $\operatorname{curl} \boldsymbol{u}(t) \in \boldsymbol{L}^{q}(\Omega)$ and by passing to the limit as $m \rightarrow \infty$ one gets estimate (7.21).

Finally, using (7.12)-(7.13), we have for all $m, n \in \mathbb{N}, \frac{\partial^{m}}{\partial t^{m}} \Delta^{n} \boldsymbol{u} \in C^{\infty}\left((0, \infty), \mathbf{D}\left(A_{p}^{\prime}\right)\right)$. Thus $\frac{\partial^{m}}{\partial t^{m}} \Delta^{n} \boldsymbol{u}(t)$ belongs to $\boldsymbol{L}^{q}(\Omega)$ and

$$
\left\|\frac{\partial^{m}}{\partial t^{m}} \Delta^{n} \boldsymbol{u}(t)\right\|_{\boldsymbol{L}^{q}(\Omega)}=\left\|\left(A_{p}^{\prime}\right)^{(m+n)} T(t) \boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{q}(\Omega)} \leq C e^{-\mu t} t^{-(m+n)-3 / 2(1 / p-1 / q)}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} .
$$

Using now the results of Theorem 7.4 we will extend estimates (7.5)-(7.8) and obtain the following $L^{p}-L^{q}$ estimates

Theorem 7.5. Let $1<p \leq q<\infty$ and $\boldsymbol{u}_{0} \in \boldsymbol{L}_{\sigma, \tau}^{p}(\Omega)$. The unique solution $\boldsymbol{u}$ to Problem (7.1) given by Theorem 7.1 belongs to $\boldsymbol{L}^{q}(\Omega)$ and satisfies, for all $t>0$ :

$$
\begin{equation*}
\left\|\boldsymbol{u}(t)-\boldsymbol{w}_{0}\right\|_{\boldsymbol{L}^{q}(\Omega)} \leq C e^{-\mu t} t^{-3 / 2(1 / p-1 / q)}\left\|\widetilde{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} \tag{7.20}
\end{equation*}
$$

with $\boldsymbol{w}_{0}$ and $\widetilde{\boldsymbol{u}}_{0}$ are given by (1.13) and (1.12) respectively. Moreover, the following estimates hold

$$
\begin{gather*}
\|\operatorname{curl} \boldsymbol{u}(t)\|_{\boldsymbol{L}^{q}(\Omega)} \leq C e^{-\mu t} t^{-3 / 2(1 / p-1 / q)-1 / 2}\left\|\widetilde{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)},  \tag{7.21}\\
\forall m, n \in \mathbb{N}, m+n>0, \quad\left\|\frac{\partial^{m}}{\partial t^{m}} \Delta^{n} \boldsymbol{u}(t)\right\|_{\boldsymbol{L}^{q}(\Omega)} \leq C e^{-\mu t} t^{-(m+n)-3 / 2(1 / p-1 / q)}\left\|\widetilde{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{L}^{p}(\Omega)} \tag{7.22}
\end{gather*}
$$

Proof. By definition, $\boldsymbol{u}_{0}=\boldsymbol{w}_{0}+\widetilde{\boldsymbol{u}}_{0}$, with $\boldsymbol{w}_{0} \in \boldsymbol{K}_{\tau}(\Omega)$ and $\widetilde{\boldsymbol{u}}_{0} \in \boldsymbol{X}_{p}$. It follows that the unique solution to Problem (7.1) given by Theorem 7.1 can be written in the form

$$
\begin{equation*}
\boldsymbol{u}(t)=\boldsymbol{w}_{0}+T(t) \widetilde{\boldsymbol{u}}_{0} \tag{7.23}
\end{equation*}
$$

where $T(t) \widetilde{\boldsymbol{u}}_{0}$ satisfies (7.12)-(7.16).
The case $p=q$ follows directly from Theorem 7.1, so let us suppose that $p \neq q$. The estimate (7.20) follows from (7.23) and (7.14).

Estimate (7.21) follows from (7.15) using that $\operatorname{curl} \boldsymbol{u}(t)=\operatorname{curl} \boldsymbol{w}_{0}+\operatorname{curl}\left(T(t) \widetilde{\boldsymbol{u}}_{0}\right)=$ $\operatorname{curl}\left(T(t) \widetilde{\boldsymbol{u}}_{0}\right)$.

Finally, for all $m, n \in \mathbb{N}$, such that $m+n>0$ we have

$$
\frac{\partial^{m}}{\partial t^{m}} \Delta^{n} \boldsymbol{u}(t)=A_{p}^{m+n} \boldsymbol{u}(t)=A_{p}^{m+n} \boldsymbol{w}_{0}+A_{p}^{m+n}\left(T(t) \widetilde{\boldsymbol{u}}_{0}\right)=\left(A_{p}^{\prime}\right)^{m+n}\left(T(t) \widetilde{\boldsymbol{u}}_{0}\right)
$$

As a result, using Theorem 7.4 one has estimate (7.22).
Proof of Theorem 1.3. Theorem 1.3 immediately follows from Theorem 7.1 and Theorem 7.5.

We may also use the analyticity of the semigroups generated by the operators $B_{p}$ and $C_{p}$, proved in Section 4.2 and Section 4.3. We then deduce the following result, as we did in Theorem 7.1.

Theorem 7.6. (i) For all $\boldsymbol{u}_{0} \in\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}$ the Problem (7.1) has a unique solution $\boldsymbol{u}$ satisfying

$$
\begin{gather*}
\boldsymbol{u} \in C\left(\left[0,+\infty\left[,\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}\right) \cap C(] 0,+\infty\left[, \mathbf{D}\left(B_{p}\right)\right) \cap C^{1}(] 0,+\infty\left[,\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}\right)\right.\right.  \tag{7.25}\\
\boldsymbol{u} \in C^{k}(] 0,+\infty\left[, \mathbf{D}\left(B_{p}^{\ell}\right)\right), \quad \forall k \in \mathbb{N}, \forall \ell \in \mathbb{N}^{*} \tag{7.24}
\end{gather*}
$$

Moreover, for all $t>0$ :

$$
\begin{gather*}
\|\boldsymbol{u}(t)\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \leq C(\Omega, p)\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}},  \tag{7.26}\\
\left\|\frac{\partial \boldsymbol{u}(t)}{\partial t}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \leq \frac{C(\Omega, p)}{t}\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \tag{7.27}
\end{gather*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{W}^{1, p}(\Omega)} \leq C(\Omega, p)\left(1+\frac{1}{t}\right)\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\mathrm{div}, \Omega)\right]^{\prime}} . \tag{7.28}
\end{equation*}
$$

(ii) For every $\boldsymbol{u}_{0} \in\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}$ the Problem (7.1) has a unique solution $\boldsymbol{u}$ satisfying

$$
\begin{gather*}
\boldsymbol{u} \in C\left(\left[0,+\infty\left[,\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}\right) \cap C(] 0,+\infty\left[, \mathbf{D}\left(C_{p}\right)\right) \cap C^{1}(] 0,+\infty\left[,\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}\right),\right.\right.  \tag{7.29}\\
\boldsymbol{u} \in C^{k}(] 0,+\infty\left[, \mathbf{D}\left(C_{p}^{\ell}\right)\right), \quad \forall k \in \mathbb{N}, \forall \ell \in \mathbb{N}^{*} . \tag{7.30}
\end{gather*}
$$

Moreover, for all $t>0$ :

$$
\begin{gather*}
\|\boldsymbol{u}(t)\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}} \leq C(\Omega, p)\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}}  \tag{7.31}\\
\left\|\frac{\partial \boldsymbol{u}(t)}{\partial t}\right\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}} \leq \frac{C(\Omega, p)}{t}\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}} \tag{7.32}
\end{gather*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{p}(\Omega)} \leq C(\Omega, p)\left(1+\frac{1}{t}\right)\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}} \tag{7.33}
\end{equation*}
$$

In the same way as we deduced Corollary 7.2, we deduce the following Corollary from Theorem 7.6.

Corollary 7.7 (Very weak solutions for the homogeneous Stokes Problem). Let $\boldsymbol{u}_{0} \in$ $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]_{\sigma, \tau}^{\prime}, T<\infty$ and let $\boldsymbol{u}$ be the unique solution of Problem (7.1) given by Theorem 7.6, (i). Then u satisfies

$$
\begin{equation*}
\forall q \in[1,2), \quad \boldsymbol{u} \in L^{q}\left(0, T ; \boldsymbol{L}^{p}(\Omega)\right) \quad \text { and } \quad \frac{\partial \boldsymbol{u}}{\partial t} \in L^{q}\left(0, T ;\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}\right) \tag{7.34}
\end{equation*}
$$

Proof. Using the semi-group theory we know that the solution $\boldsymbol{u}(t) \in \boldsymbol{W}^{1, p}(\Omega)$ for all $t>0$. As a result, using the interpolation inequality we have

$$
\begin{equation*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{p}(\Omega)} \leq C(\Omega, p)\|\boldsymbol{u}(t)\|_{\boldsymbol{W}^{1, p}(\Omega)}^{1 / 2}\|\boldsymbol{u}(t)\|_{\boldsymbol{W}^{-1, p}(\Omega)}^{1 / 2} \tag{7.35}
\end{equation*}
$$

On the other hand, thanks to Corollary 4.14 we know that

$$
\begin{align*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{W}^{1, p}(\Omega)} & \simeq\|\boldsymbol{u}(t)\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}}+\|\Delta \boldsymbol{u}(t)\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \\
& \leq\left(1+\frac{1}{t}\right)\left\|\boldsymbol{u}_{0}\right\|_{\left.\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \tag{7.36}
\end{align*}
$$

Moreover, thanks to the continuous embeddings $\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime} \hookrightarrow \boldsymbol{W}^{-1, p}(\Omega)$ and to the semi-group theory we have

$$
\begin{equation*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{W}^{-1, p}(\Omega)} \leq C(\Omega, p)\|\boldsymbol{u}(t)\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \leq C(\Omega, p)\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \tag{7.37}
\end{equation*}
$$

As a result, putting together (7.35), (7.36) and (7.37) one gets

$$
\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{p}(\Omega)} \leq C(\Omega, p)\left(1+\frac{1}{t}\right)^{1 / 2}\left\|\boldsymbol{u}_{0}\right\|_{\left.\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}}
$$

Thus, for every $T<\infty$ and for every $1 \leq q<2$, $\boldsymbol{u} \in L^{q}\left(0, T ; \boldsymbol{L}^{p}(\Omega)\right)$.
It remains to prove that $\frac{\partial \boldsymbol{u}}{\partial t} \in L^{q}\left(0, T ;\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]_{\sigma, \tau}^{\prime}\right)$. We proceed in a similar way as in the proof of Corollary 7.2. We set

$$
\widetilde{\boldsymbol{u}}(t)=\boldsymbol{u}(t)-\sum_{j=1}^{J}\langle\boldsymbol{u}(t) \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}} \widetilde{\operatorname{grad}} q_{j}^{\tau} .
$$

It is clear that $\boldsymbol{u}(t)=\widetilde{\boldsymbol{u}}(t)+\sum_{j=1}^{J}\langle\boldsymbol{u}(t) \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}} \widetilde{\operatorname{grad}} q_{j}^{\tau}$. Moreover thanks to [12, Theorem 4.15] we know that

$$
\|\Delta \boldsymbol{u}\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}}=\|\Delta \widetilde{\boldsymbol{u}}\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}} \simeq\|\widetilde{\boldsymbol{u}}\|_{\boldsymbol{L}^{p}(\Omega)} \leq\|\boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)}
$$

The last inequality comes from the fact (see [13, Lemma 4.2])

$$
\left|\langle\boldsymbol{u} \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}\right| \leq C(\Omega, p)\|\boldsymbol{u}\|_{\boldsymbol{L}^{p}(\Omega)}
$$

Thus $\frac{\partial \boldsymbol{u}}{\partial t}=\Delta \boldsymbol{u} \in L^{q}\left(0, T ;\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}\right)$ and the result is proved.
We present now the remaining results for the homogeneous Stokes system with flux conditions. As it was said in the Introduction, they are very similar, although with some differences, to those for the problem without flux condition that are described just above. As for the proofs, they are also very similar and actually simpler to those without flux condition, reason for which we will not give all of them in detail.

Remark 7.8. By (7.12), the function $\boldsymbol{u}$ that is obtained in Theorem 7.4 solves Problem (7.1) and also satisfies condition (1.5). Then, for all $\pi \in \mathbb{R},(\boldsymbol{u}, \pi)$ is a solution of the Stokes problem with flux (1.1), (1.3), (1.5).

Remark 7.9. Notice that the decay rates in the estimates (7.14)-(7.16) for the solution $\boldsymbol{u}(t)$ are exponential, and not algebraic as in (7.5)-(7.8) of Theorem 7.1.

Remark 7.10. For $p=2$, the solution $\boldsymbol{u}$ can be written explicitly in the form

$$
\boldsymbol{u}(t)=\sum_{k=1}^{+\infty} \beta_{k} e^{-\lambda_{k} t} \boldsymbol{z}_{k}, \quad \beta_{k}=\int_{\Omega} \boldsymbol{u}_{0} \cdot \overline{\boldsymbol{z}_{k}} \mathrm{~d} x
$$

and the exponential decay with respect to time can be obtained directly. Moreover, contrary to the case $p \neq 2$ one has

$$
\begin{equation*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{L}^{2}(\Omega)} \leq e^{-\lambda_{1} t}\left\|\boldsymbol{u}_{0}\right\|_{L^{2}(\Omega)} . \tag{7.38}
\end{equation*}
$$

It is clear that estimate (7.38) yields a faster decay rate than (7.14). We recall that $\lambda_{1}$ is the first eigenvalue for the operator $A_{p}^{\prime}$ and it is equal to $\frac{1}{C_{2}(\Omega)}$ where $C_{2}(\Omega)$ is the constant of the Poincaré-type inequality (4.8).

In our next Theorem we consider initial data $\boldsymbol{u}_{0}$ belonging to $\boldsymbol{Y}_{p}$ and to $\boldsymbol{Z}_{p}$.
Theorem 7.11. (i) For all $\boldsymbol{u}_{0} \in \boldsymbol{Y}_{p}$ the Problem (7.1) has a unique solution $\boldsymbol{u}$ satisfying

$$
\begin{gather*}
\boldsymbol{u} \in C\left(\left[0,+\infty\left[, \boldsymbol{Y}_{p}\right) \cap C(] 0,+\infty\left[, \mathbf{D}\left(B_{p}^{\prime}\right)\right) \cap C^{1}(] 0,+\infty\left[, \boldsymbol{Y}_{p}\right),\right.\right.  \tag{7.39}\\
\boldsymbol{u} \in C^{k}(] 0,+\infty\left[, \mathbf{D}\left(B_{p}^{\prime \ell}\right)\right), \quad \forall k, \ell \in \mathbb{N} . \tag{7.40}
\end{gather*}
$$

Moreover there exists a constant $C(\Omega, p)$ and a constant $\mu>0$, such that, for all $t>0$ :

$$
\begin{gather*}
\|\boldsymbol{u}(t)\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \leq C(\Omega, p) e^{-\mu t}\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}}  \tag{7.41}\\
\left\|\frac{\partial \boldsymbol{u}(t)}{\partial t}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \leq C(\Omega, p) \frac{e^{-\mu t}}{t}\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} \tag{7.42}
\end{gather*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{u}(t)\|_{\boldsymbol{W}^{1, p}(\Omega)} \leq C(\Omega, p) \frac{e^{-\mu t}}{t}\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{H}_{0}^{p^{\prime}}(\operatorname{div}, \Omega)\right]^{\prime}} . \tag{7.43}
\end{equation*}
$$

(ii) For all $\boldsymbol{u}_{0} \in \boldsymbol{Z}_{p}$ the Problem (7.1) has a unique solution $\boldsymbol{u}$ satisfying

$$
\begin{gather*}
\boldsymbol{u} \in C\left(\left[0,+\infty\left[, \boldsymbol{Z}_{p}\right) \cap C(] 0,+\infty\left[, \mathbf{D}\left(C_{p}^{\prime}\right)\right) \cap C^{1}(] 0,+\infty\left[, \boldsymbol{Z}_{p}\right),\right.\right.  \tag{7.44}\\
\boldsymbol{u} \in C^{k}(] 0,+\infty\left[, \mathbf{D}\left(C_{p}^{\prime \ell}\right)\right), \quad \forall k, \ell \in \mathbb{N} . \tag{7.45}
\end{gather*}
$$

Moreover there exists a constant $C(\Omega, p)$ and a constant $\mu>0$, such that, for all $t>0$ :

$$
\begin{align*}
&\|\boldsymbol{u}(t)\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}} \leq C(\Omega, p) e^{-\mu t}\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}}  \tag{7.46}\\
&\left\|\frac{\partial \boldsymbol{u}(t)}{\partial t}\right\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}} \leq C(\Omega, p) \frac{e^{-\mu t}}{t}\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}} \tag{7.47}
\end{align*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{u}(t)\|_{L^{p}(\Omega)} \leq C(\Omega, p) \frac{e^{-\mu t}}{t}\left\|\boldsymbol{u}_{0}\right\|_{\left[\boldsymbol{T}^{p^{\prime}}(\Omega)\right]^{\prime}} . \tag{7.48}
\end{equation*}
$$

Proof. The theorem follows by the classical semigroup theory applied to the analytic semigroups generated by the operators $B_{p}^{\prime}$ and $C_{p}^{\prime}$.

Remark 7.12. By (7.39) and (7.45), the functions $\boldsymbol{u}$ obtained in Theorem 7.11 solve Problem (7.1) and satisfy condition (1.5). Then, for all $\pi \in \mathbb{R},(\boldsymbol{u}, \pi)$ is a solution of the Stokes problem with flux (1.1), (1.3), (1.5).

### 7.2 The inhomogeneous problem

Given the Cauchy-Problem:

$$
\left\{\begin{array}{c}
\frac{\partial u}{\partial t}+\mathcal{A} u(t)=f(t) \quad 0 \leq t \leq T  \tag{7.49}\\
u(0)=0
\end{array}\right.
$$

where $-\mathcal{A}$ is the infinitesimal generator of an analytic semi-group on a Banach space $X$ and $f \in L^{p}(0, T ; X)$, the analyticity of $-\mathcal{A}$ is not enough in general to ensure that solutions to Problem (7.49) satisfy

$$
\begin{equation*}
u \in W^{1, p}(0, T ; X) \cap L^{p}(0, T ; D(\mathcal{A})) \tag{7.50}
\end{equation*}
$$

Although it is enough when $X$ is a Hilbert space, (see [16, 66] for instance), in general it is necessary to impose some further regularity condition on $f$ such as Hölder continuity, (see [57] for instance). However, using the concept of $\zeta$-convexity and a perturbation argument, the existence of a solution to Problem (7.49) satisfying (7.50), when the pure imaginary powers of $\mathcal{A}$ satisfy estimate (2.10) is proved in [29, 43]. Moreover, [43, Theorem 2.1] extends [29, Theorem 3.2] in two directions: First, the operator $\mathcal{A}$ may not have bounded inverse and second, the maximal interval of time $T$ may be infinite. In the case of a Hilbert space it was proved in $[47,48]$ that the pure imaginary powers of a maximal accretive operator are bounded and satisfy estimates of type (2.10).

For the sake of completeness we state the following theorem that is proved in [43] (cf. Theorem 2.1).

Theorem 7.13. Let $X$ be a $\zeta$-convex Banach space. Assume that $0<T \leq \infty, 1<p<\infty$ and that $\mathcal{A} \in \mathcal{E}_{K}^{\theta}(X)$ for some $K \geq 1,0 \leq \theta<\pi / 2$ and $\mathcal{E}_{K}^{\theta}(X)$ as in Definition 2.9. Then for every $f \in L^{p}(0, T ; X)$ there exists a unique solution $\boldsymbol{u}$ of the Cauchy-Problem (7.49) satisfying the properties:

$$
\begin{gathered}
u \in L^{p}\left(0, T_{0} ; D(\mathcal{A})\right), \quad T_{0} \leq T \text { if } T<\infty \text { and } T_{0}<T \text { if } T=\infty, \\
\frac{\partial u}{\partial t} \in L^{p}(0, T ; X)
\end{gathered}
$$

and

$$
\int_{0}^{T}\left\|\frac{\partial u}{\partial t}\right\|_{X}^{p} \mathrm{~d} t+\int_{0}^{T}\|\mathcal{A} u(t)\|_{X}^{p} \mathrm{~d} t \leq C \int_{0}^{T}\|f(t)\|_{X}^{p} \mathrm{~d} t
$$

with $C=C(p, \theta, K, X)$ independent of $f$ and $T$.
Let us consider now the non homogeneous Problem:

$$
\left\{\begin{array}{cccc}
\frac{\partial \boldsymbol{u}}{\partial t}-\Delta \boldsymbol{u}=\boldsymbol{f}, & \operatorname{div} \boldsymbol{u}=0 & \text { in } & \Omega \times(0, T),  \tag{7.51}\\
\boldsymbol{u} \cdot \boldsymbol{n}=0, & \operatorname{curl} \boldsymbol{u} \times \boldsymbol{n}=\mathbf{0} & \text { on } & \Gamma \times(0, T), \\
& \langle\boldsymbol{u}(t) \cdot \boldsymbol{n}, 1\rangle_{\Sigma_{j}}=0, & 1 \leq j \leq J, & t \in(0, T), \\
& \boldsymbol{u}(0)=\mathbf{0} & \text { in } & \Omega,
\end{array}\right.
$$

where $\boldsymbol{f} \in L^{q}\left(0, T ; \boldsymbol{X}_{p}\right)$ and $1<p, q<\infty$.

We treat now the Stokes problem with flux condition (1.1), (1.3), (1.5). Since the system (7.51)-(1.5) is equivalent to the Stokes Problem with flux condition (1.1), (1.3), (1.5), we deduce in that way the existence and maximal regularity of strong, weak and very weak solution for the Stokes Problem with flux condition (1.1), (1.3), (1.5).

Theorem 7.14 (Strong Solutions for the inhomogeneous Stokes Problem with flux). Let $T \in(0, \infty], 1<p, q<\infty$. For all $\boldsymbol{f} \in L^{q}\left(0, T ; \boldsymbol{X}_{p}\right)$, there exists a unique solution $\boldsymbol{u}$ of (7.51) such that

$$
\begin{gather*}
\boldsymbol{u} \in L^{q}\left(0, T_{0} ; \mathbf{D}\left(A_{p}^{\prime}\right)\right), \quad T_{0} \leq T \text { if } T<\infty \text { and } T_{0}<T \text { if } T=\infty,  \tag{7.52}\\
\frac{\partial \boldsymbol{u}}{\partial t} \in L^{q}\left(0, T ; \boldsymbol{X}_{p}\right)  \tag{7.53}\\
\int_{0}^{T}\left\|\frac{\partial \boldsymbol{u}}{\partial t}\right\|_{L^{p}(\Omega)}^{q} \mathrm{~d} t+\int_{0}^{T}\|\Delta \boldsymbol{u}(t)\|_{L^{p}(\Omega)}^{q} \mathrm{~d} t \leq C(p, q, \Omega) \int_{0}^{T}\|\boldsymbol{f}(t)\|_{L^{p}(\Omega)}^{q} \mathrm{~d} t . \tag{7.54}
\end{gather*}
$$

and such that $(\boldsymbol{u}, \pi)$ is a solution of the inhomogeneous Stokes Problem (1.1), (1.3), (1.5) for all $\pi \in \mathbb{R}$.

Proof. The space $\boldsymbol{X}_{p}$ is $\zeta$-convex, and by Theorem 6.6 the pure imaginary powers of the operators $A_{p}^{\prime}$ are bounded in $\boldsymbol{X}_{p}$. It is then possible to apply Theorem 7.13 to the operator $A_{p}^{\prime}$ itself in $\boldsymbol{X}_{p}$ and Theorem 7.14 follows.
Remark 7.15. The spaces $\boldsymbol{Y}_{p}$ and $\boldsymbol{Z}_{p}$ are also $\zeta$-convex, and by Theorem 6.6 the pure imaginary powers of the operators $B_{p}^{\prime}$ and $C_{p}^{\prime}$ are bounded in $\boldsymbol{Y}_{p}$ and $\boldsymbol{Z}_{p}$ respectively. It is then possible to apply Theorem 7.13 to the operator $B_{p}^{\prime}$ and $C_{p}^{\prime}$ in $\boldsymbol{Y}_{p}$ and $\boldsymbol{Z}_{p}$. We obtain in this way the existence, uniqueness and maxial regularity of weak and very weak solutions for the Stokes problem with flux condition (1.1), (1.3), (1.5). The corresponding Theorems are very similar to Theorem 7.14 and we do not write their statements in detail.

Acknowledgements The work of M. E. has been supported by DGES Grant MTM2011-$29306-\mathrm{C} 02-00$ and Basque Government Grant IT641-13. The authors wish to thank the referees for their helpful remarks. They are particularly grateful for their comments and suggestions on Section 6.1 and Proposition 3.5.

## References

[1] K. Abe, Y. GigA: Analyticity of the Stokes semigroup in spaces of bounded functions. Acta. Math. 211, 1-46 (2013).
[2] R. Adams, Sobolev spaces. Academic Press New York San Francisco London 1975.
[3] S. Agmon: On the eigenfunctions and on the eigenvalues of general elliptic boundary value problems. Comm. Pure Appl. Math., 15, 119-147, (1962).
[4] H. Al Baba: Théorie des semi-groupes pour les équations de Stokes et de Navier Stokes avec des conditions aux limites de type Navier. PhD Thesis (2015) (electronic version at: http://www.theses.fr/2015PAUU3008)
[5] H. Al Baba, C. Amrouche, M. Escobedo: Analyticity of the semi-group generated by the Stokes operator with Navier-type boundary conditions in $L^{p}$-spaces. To appear-Contemporary Mathematics.
[6] Y. Amirat, D. Bresch, J. Lemoine, J. Simon: Effect of rugosity on a flow governed by stationary Navier-Stokes equations. Quart. Appl. Math. 59, no. 4, 769785 (2001).
[7] H. Amann: Linear and Quasilinear Parabolic Equations. Birkhauser Verlag Basel, (1995). J. Math. Fluid Mech., 2, 1-98, (2000).
[8] H. Amann : On the strong solvability of the Navier-Stokes equations. J. Math. Fluid Mech., 2, no. 1, 16-98 (2000).
[9] C. Amrouche, C. Bernardi, M. Dauge, V. Girault: Vector potential in three dimensional non-smooth domains, Math. Meth. Appl. Sci. 21, 823-864, (1998).
[10] C. Amrouche, M. Moussaoui, H. H. Nguyen: Very weak solutions for the Laplace equation. Work in progress.
[11] C. Amrouche, P. Penel, N. Seloula: Some remarks on the boundary conditions in the theory of Navier-Stokes equations. Annales Mathématiques Blaise Pascal, 20, 133-168 (2013).
[12] C. Amrouche, N. Seloula: On the Stokes equations with the Navier-type boundary conditions. Differ. Equ. Appl. 3, 581-607, (2011).
[13] C. Amrouche, N. Seloula: $L^{p}$-theory for vector potentials and Sobolev's inequalities for vector fields: application to the Stokes equations with pressure boundary conditions. Math. Models Methods Appl. Sci. 23, 37-92, (2013).
[14] V. Barbu: Nonlinear semi-groups and differential equations in Banach space. Noordhoff international publishing, (1976).
[15] G.S. Beavers, D.D. Joseph: Boundary conditions at a naturally permeable wall. J. Fluid. Mech. 30-01, 197-207, (1967).
[16] A. Benedek, A. P. Calderón, R. Panzone: Convolution operators on Banachspace valued functions. Proc. Nat. Acad. Sci. U.S.A. 48, 356-365, (1962).
[17] C. Bernardi, N. Chorfi: Spectral discretization of the vorticity, velocity and pressure formulation of the Stokes equations. SIAM J. Numer. Anal., Vol. 44 (2), 826-850, (2006).
[18] W. Borchers, T. Miyakawa: $L^{2}$-decay for the Navier-Stokes flows in half-spaces. Math. Ann. 282, 139-155, (1988).
[19] W. Borchers, T. Miyakawa: Algebraic $L^{2}$ decay for Navier-Stokes flows in exterior domains. Acta. Math. 165, 189-227, (1990).
[20] D. Bucur, E. Feireisl, Š. Nečasová: Boundary behavior of viscous fluids: Influence of wall roughness and friction-driven boundary conditions. Arch. Rational Mech. Anal., 197, no. 1, 117-138, (2010).
[21] D. Bucur, E. Feireisl, Š. Nečasová, J. Wolf: On the asymptotic limit of the Navier-Stokes system on domains with rough boundaries. J. Differential Equations 244, no. 11, 2890-2908 (2008).
[22] M. Bulicek, A. Malek, K. R. Rajagopal: Navier's slip and evolutionary Navier-Stokes-likes systems with pressure and share-rate dependent viscosity. Indiana Univ. Math. J. 56, no.1 51-85 (2007).
[23] D. L. Burkholder: Martingales and Fourier analysis in Banach spaces, in " Probability and analysis (Varenna 1985)", 61-108; Lect. Notes Math. 1206. Berlin, Heidelberg, New-york: Springer, (1986).
[24] H. Brezis: Functional Analysis, Sobolev Spaces and Partial Differential Equations. Universitext, Springer (2011).
[25] J. Casado-Díaz, E. Fernández-Cara, J. Simon: Why viscous fluids adhere to rugose walls: A mathematical explanation. J. Differential Equations, 189, 526-537 (2003).
[26] J. Casado-Díaz, M. Luna-Laynez, F. J. Suárez-Grau: A viscous fluid in a thin domain satisfying the slip condition on a slightly rough boundary. C. R. Acad. Sci. Paris, Ser. I 348, 967-971 (2010).
[27] T. Coulhon, D. Lamberton: Quelques remarques sur la régularité $L^{p}$ du semigroupe de Stokes. Commun. in Partial Differential equations, 17, 287-304 (1992).
[28] R. Denk, G. Dore, M. Hieber, J. Pruss, A. Venni : New thoughts on old results of R.T. Seeley. Math. Ann. 328, 545-583, (2004).
[29] G. Dore, A. Venni: On the closedness of the sum of two closed operators. Math. Z. 196, 189-201, (1987).
[30] K. Engel, R. Nagel: One parameter semi-groups for linear evolution equation. Springer-Verlag, New-York, Inc, (1983).
[31] R. Farwig, G. P. Galdi, H. Sohr: Very weak solutions for stationary and instationary Navier-Stokes equations with nonhomogeneous data. Progress in Nonlinear Differential Equations and Their Applications, Birkhauser Verlag Basel, 64, 113-136, (2005).
[32] R. Farwig, G. P. Galdi, H. Sohr: A new class Of week solutions of the NavierStokes equations with nonhomogeneous Data. J. math. fluid mech., 8, no. 3, 423-444 (2006).
[33] R. Farwig, G. P. Galdi, H. Sohr: Very weak solutions and large uniqueness classes of stationary Navier-Stokes equations in bounded domains of $\mathbb{R}^{2}$. J. Differential Equations, 227, no. 2, 564-580, (2006).
[34] R. Farwig, H. Kozono, H. Sohr: Very weak solutions of the Navier-Stokes equations in exterior domains with nonhomogeneous data. J. Math. Soc. Japan, 59, 127-150, (2007).
[35] R. Farwig, H. Sohr: Generalized resolvent estimates for the Stokes system in bounded and unbounded domains. J. Math. Soc. Japan. Vol. 46, No. 4, 607-643 (1994).
[36] R. Farwig, H. Sohr: Existence, uniqueness and regularity of stationary solutions to inhomogeneous Navier-Stokes equations in $\mathbb{R}^{n}$. Czechoslovak Math. J., 59(134), no. 1, 61-79 (2009).
[37] G. P. Galdi, Chr. Simader, H. Sohr: A class of solutions to stationary Stokes and Navier-Stokes equations with boundary data in $\hat{\boldsymbol{W}}^{-1 / q, q}$. Math. Ann., 331, no. 1, 41-74, (2005).
[38] M. Geissert, H. Heck, C. Trunck : $\mathcal{H}^{\infty}$-calculus for a system of Laplace operators with mixed order boundary conditions. $D C D S$-Series $S$, 6 (5):1259-1275, (2013).
[39] Y. Giga: Analyticity of the semi-group generated by the Stokes operator in $\boldsymbol{L}^{r}$ spaces, Math. Z. 178, no. 3, 297-329, (1981).
[40] Y. Giga: Domains of fractional powers of the Stokes in $\boldsymbol{L}^{r}$ spaces. Arch. Rational Mech. Anal. 89, no. 3, 251-265 (1985).
[41] Y. Giga: Solutions for semilinear parabolic equations in $L^{p}$ and regularity of weak solutions of the Navier-Stokes system. Jour. Diff. Equ., 62, no. 2, 186-212 (1986).
[42] Y. Giga, H. Sohr: On the Stokes operator in exterior domains. J. Fac. Sci. Univ. Tokyo Sect. IA Math. 36, no. 1, 103-130, (1989).
[43] Y. Giga, H. Sohr: Abstract $\boldsymbol{L}^{p}$-estimates for the Cauchy Problem with applications to the Navier-Stokes equations in Exterior Domains, J. Funct. Anal., 102, no. 1, 72-94 (1991).
[44] P. Grisvard: Elliptic problems in nonsmooth domains. Monogr. Stud. Math., vol. 24, Pitman, Boston (1985).
[45] W. Jager, A. Mikelic: On the interface boundary condition of Beavers, Joseph and Saffman. SIAM J. Appl. Math. 60, no. 4, 1111-1127 (2000).
[46] W. Jager, A. Mikelic: On the roughness included effective boundary conditions for an incompressible viscous flow. J. Differential Equations 170, no. 1, 96-122 (2001).
[47] T. Kato: Fractional powers of dissipative operators. J. Math. Soc. Japan, 13, no. 3, 246-274 (1961).
[48] T. Kato: Fractional powers of dissipative operators, II. J. Math. Soc. Japan, 14, no. 2, 242-248 (1962).
[49] T. Kato: Strong $L^{p}$-solutions of the Navier-Stokes equation in $\mathbb{R}^{m}$, with applications to weak solutions. Math. Z., 187, no. 4, 471-480 (1984).
[50] H. Komatsu: Fractional powers of operators. Pacific J. Math. 19, 285-346, (1966).
[51] E. Lauga, M. P. Brenner, H. A. Stone: Microfluidics: The No-Slip Boundary Condition, Ch. 19 in Springer Handbook of Experimental Fluid Mechanics SpringerVerlag Berlin Heidelberg (2007) by Cameron Tropea, Alexander Yarin, John Foss.
[52] J-L. Lions, E. Magenes: Problèmes aux limites non homogènes et leurs applications. Paris Dunod, vol. 1, 1968.
[53] M. Mitrea, S. Monniaux: On the analyticity of the semi-group generated by the Stokes operator with Neumann-type boundary conditions on Lipschitz Subdomains of Riemannian Manifolds. Trans. Amer. Math. Soc., 361, no. 6, 3125-3157, (2009).
[54] M. Mitrea, S. Monniaux: The non-linear Hodge-Navier Stokes equations in Lipschitz domains. Differential Integral Equations, 22, no. 3-4, 339-356, (2009).
[55] T. Miyakawa: The $L^{p}$-approach to the Navier-Stokes equations with the Neumann boundary condition. Hiroshima Math. J., 10, no. 3, 517-537, (1980).
[56] C.L.M.H. Navier: Mémoire sur les lois du mouvement des fluides. Mem. Acad. R. Sci. Inst. 6, 389-416 (1823).
[57] A. Pazy: Semi-groups of linear operators and applications to partial differential equations. Springer-Verlag, New-York, Inc, (1983).
[58] J.L. Rubio de Francia: Martingale and integral transforms on Banach space valued functions, in " Probability and Banach spaces (Proceedings, Zaragoza 1985), 195-222," Lect. Notes Math. 1221. Berlin, Heidelberg, New-York: Springer, (1986).
[59] J. SaAL: Stokes and Navier Stokes equations with Robin boundary conditions in a half space. J. Math. Fluid Mech., 8, no. 2, 211-241 (2006).
[60] K. Schumacher: The Navier-Stokes equations with low-regularity data in weighted functions spaces. PhD thesis, FB Mathematik, TU Darmstad, 2007.
[61] R. Seeley: Norms and domains of the complex powers $A_{B} z$. Amer. J. Math., 93, 299-309 (1971).
[62] J. Serrin: Mathematical principles of classical fluid mechanics. Handbuch der Physik, Springer-Verlag, p. 125-263, (1959).
[63] Y. Shibata, R. Shimada: On a generalized resolvent estimate for the Stokes system with Robin Boundary condition. J. Math. Soc. Japan, 59, no. 2, 469-519 (2007).
[64] R. Shimada: On the $L^{p}-L^{q}$ maximal regularity for the Stokes equations Robin boundary condition in a bounded domain. Math. Methods Appl. Sci., 30, no. 3, 257-289 (2007).
[65] C. G. Simader, H. Sohr: A new approach to the Helmholtz decomposition and the Neumann Problem in $L^{q}$-spaces for bounded and exterior domains. Adv. Math. Appl. Sci. 11, 1-35, World Scientific, (1992).
[66] P. E. Sobolevskii: Coerciveness inequalities for abstract parabolic equations. Dokl. Akad. Nauk SSSR, 157, 52-55 (1964).
[67] P. E. Sobolevskir: The investigation of the Navier Stokes equations by the methods of the theory of parabolic equations in Banach spaces. Dokl. Akad. Nauk SSSR, 156, no. 4, 745-748 (1964).
[68] V. A. Solonnikov: Estimates for solutions of nonsatationary Navier-Stokes equation. J. Sov. Math., 8, 467-529 (1977).
[69] V. A. Solonnikov: $L^{p}$-estimates for solutions to the initial boundary value problem for the generalized Stokes system in a bounded domain. J. Math. Sci. 105 (2001), 2448-2484.
[70] V. A. Solonnikov: Estimates of the solutions of model evolution generalized Stokes problem in weighted Holder spaces. J. Math. Sci. (N. Y.) 143, no. 2, 29692986 (2007).
[71] G. Stokes: On the Theories of Internal Friction of Fluids in Motion and of the Equilibrium and Motion of Elastic Solids. Trans. Camb. Phil. Soc. 8, p. 287-319 (1845).
[72] M.E. TAylor: Partial differential equations. Springer-Verlag, New-York, (1996).
[73] H. Triebel: Interpolation theory, functional spaces, differential operators. Amsterdam, New-York, Oxford: North Holland, (1978).
[74] S. Ukai: A solution formula for the Stokes equation in $\mathbb{R}_{+}^{n}$. Comm. Pure Appl. Math., 40, no. 5, 611-621 (1987).
[75] K. Yosida: Functional Analysis. Springer, Verlag, Berlin-Heidelberg-New-York, (1969).
[76] V. I. Yudovich: A two dimensional non-stationary problem on the flow of an ideal compressible fluid through a given region. Mat. Sb. 4, no. 64, 562-588, (1964).

Hind Al Baba
Laboratoire de Mathématiques
et de leurs applications Pau, UMR, CNRS 5142, Batiment IPRA,
Université de Pau et des pays de L'Adour,
Avenue de L'université,
Bureau 012, BP 1155,
64013 Pau cedex, France
hind.albaba@univ-pau.fr
Miguel Escobedo
Departamento de Matemáticas
Facultad de Ciencias y Tecnología
Universidad del País Vasco
Barrio Sarriena s/n,
48940 Lejona (Vizcaya), Spain
miguel.escobedo@ehu.es

Chérif Amrouche
Laboratoire de Mathématiques
et de leurs applications Pau, UMR, CNRS 5142, Batiment IPRA, Université de Pau et des pays de L'Adour, Avenue de L'université, Bureau 225, BP 1155, 64013 Pau cedex, France cherif.amrouche@univ-pau.fr


[^0]:    Key words and phrases: Stokes operator, Navier boundary conditions, Analytical semi-group, fractional powers

