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Abstract

One of the most important aspects of machine fault prognosis is the selection of sensors and features to represent the degradation process of a faulty component. Several approaches in the literature have used features extracted from vibration signals to estimate the future condition based on time series forecasting. Another technology that has been used increasingly for this task are the acoustic emission (AE) sensors, which have frequency measurement ranges much higher than vibration sensors. On gearboxes some studies have shown that the AE technology can be used effectively for fault diagnosis, but its use for fault prognosis is still a relative new field of research that offers encouraging opportunities. One downside of the application of the AE technology in gearboxes is the strong dependence of the AE on the oil temperature, which may lead to difficulties during the forecasting of an AE-based feature. Thus, in this study a novel feature based on a relative counting of the AE bursts is proposed and tested with data from a planetary gearbox with a ring gear fault. The proposed feature reduces the influence of the temperature on the generation of AE when it is compared to the counting based on a fixed amplitude threshold. Therefore, it can then be more suitable for fault prognosis than traditional AE counting. In this case study the forecasting of the proposed feature is carried out using an artificial neural network (ANN), whose hyperparameters were selected using a genetic algorithm. The results are promising and constitute a basis for further research.

1 Introduction

Machine diagnosis is defined as the examination of symptoms to detect and determine the nature of faults or failures, while machine prognosis is defined as the evaluation of the actual condition of a machine, forecast of the future condition and estimate the remaining useful lifetime (RUL) before a catastrophic failure based on the symptoms of faults [1, 2]. As it is well established for machine diagnosis, the type of fault that is going to be examined must be correctly represented by the monitoring data. A feature is a specific representation of the data in a lower dimension, which can be easier to relate to a specific fault. For instance, a misalignment can be examined using the vibration data and a feature related to the amplitude of the rotational speed harmonics can represent it in a better way than the RMS value. For prognosis purposes the same principle applies, but rather than only represent a fault the features should also be capable to represent the degradation process of the faulty component [3].

Prognosis models can be categorized into experience-based models, physical-based models or data-driven models. Experienced-based models use component failure history to predict the future condition. Physical-based models are based on physical principles of the failure process, which are modelled by mathematical equations. Data-driven models use historical monitoring data to generate a model capable of predicting the future condition of the machine. Within data-driven models artificial neural networks (ANN), hidden Markov and support vector machine models have been used for feature forecasting [2, 4, 5].

Condition monitoring data from vibration sensors have been extensively used for diagnosis purposes and to a lesser extent for prognosis purposes. Another type of sensor that has been used increasingly for these tasks
are the acoustic emission (AE) sensors, which have frequency measurement ranges much higher than vibration sensors. AE is defined as elastic stress waves generated by rapid release of strain energy due to changes in the internal structure of a material [6]. Many sources of AE are damage-related such as: crack initiation and growth, crack opening and closure, dislocation movement and others [7]. One important feature to represent the AE data consists of the rate of generated AE bursts. This is addressed by many studies that have for example correlated the rate of AE bursts with crack propagation [8, 9].

In the case of gearboxes the AE technology has been effectively used for fault diagnosis [10, 11]. For the case of prognosis it is a relatively new field of research that offers encouraging opportunities [12]. It has been reported that during cyclic loading of a single tooth, the amplitude and energy of the AE bursts increase intermittently because of the accumulated damage and crack propagation [13]. Thus, it makes sense to evaluate the rate of AE bursts as a possible feature suitable for fault prognosis in gearboxes. However, one downside of the application of the AE technology in gearboxes is the strong dependence of the AE on the oil temperature [14], which may lead to difficulties during the forecasting of an AE-based feature. Therefore, in this study a novel feature based on a relative counting of the AE bursts that minimizes the effect of temperature is proposed and tested with data from a planetary gearbox with a ring gear fault. Then, a data-driven model is generated with an ANN and the progression of the feature is predicted.

2 Experiment

The test bench consisted of a planetary gearbox connected to an electric motor on its input side (high speed) and to a generator on its output side (low speed). The gearbox had the following number of teeth: \( Z_s = 18 \) for the sun gear, \( Z_r = 72 \) for the ring gear and \( Z_p = 26 \) for each of the planet gears. The number of planet gears was \( N_p = 3 \). The outside diameter of the ring gear was 144 mm. The speed reduction ratio was 1:5. A localized fault was produced in one tooth of the ring gear using a grinding tool. An AE sensor VS375-M was fixed under the gearbox case using a magnetic holder. The surface under the sensor was previously polished and copper paste was applied between the sensor and the surface to improve the acoustic coupling. The test bench and the fault can be seen in Figure 1.

AE signals were measured using an input rotational speed of 1300 r/min and a load of 112 Nm in the output shaft. Thus, the sun gear rotating frequency was \( f_s = 21.67 \) Hz and the carrier rotating frequency was \( f_c = 4.33 \) Hz. For all measurements a sampling frequency of 1 MHz and acquisition time of 5 s for the AE signals were used. The AE signals were measured continuously in eight measurement campaigns (MCs), of which seven consisted of approximately 75 min of continuous operation and one of approximately 120 min. During this eight MCs neither planetary gearbox nor sensor were disassembled. Additionally in each MC the same instrumentation for the measurement of the AE signals was employed. Summing the MCs, the planetary gearbox cumulated approximately 10.5 h of intermittent operation. After the 8th MC the planetary gearbox was disassembled for inspection, which revealed no visual growth of the fault. Despite this observation, damage progression at a microscopic or subsurface level could not be discarded.
The external temperature of the planetary gearbox case was used to represent the temperature of the oil. It was measured every two minutes for each MC. The result is shown in Figure 2, where the end of each MC is indicated with a dashed line. As expected the temperature increases during each MC. The rate of temperature increase is higher at the beginning of each MC and is then progressively reduced.

As discussed in the previous section, the temperature affects the generation of AE in gearboxes. Therefore, the detection of AE bursts is expected to be affected by this phenomena. In the next section this topic is adressed.

3 Counting of AE Bursts

3.1 Fixed counting of AE bursts

The traditional approach to detect AE bursts consists of the definition of a fixed amplitude threshold $T_a$. When the amplitude of the signal exceeds this value an AE burst is detected (see Figure 3). The end of the AE burst is determined when after a hit definition time (HDT) there are no more threshold crossings. The beginning of the next AE burst can only be detected when a hit lockout time (HLT) has elapsed. The value for the threshold $T_a$ is established empirically after inspection of the AE signals.

For this case study a threshold $T_a = 0.8 \text{ mV}$ was selected together with a HDT and a HLT of 300 $\mu$s each. The number of detected AE bursts is counted every 5 seconds in each signal, so the obtained result expresses the rate of detected AE bursts every 5 seconds. In order to minimize small fluctuations and concentrate the analysis on the global trend, a moving average filter of width 60 s was applied to the rate of AE bursts. Figure 4 shows the result of this analysis with fixed counting approach. It is observed that the rate of AE bursts rises at the beginning of each MC and then decreases as the MC continues. Although the same behavior occurs in each MC, the maximal rates of AE bursts have different values for different MCs. Moreover, the maximal values
reached do not take place necessarily as the accumulated operating hours increase. However, when only the last parts of each MC are analyzed, it is observed that the rate of AE bursts increases as the hours of operation cumulate.

![Figure 4: Rate of AE bursts during tests calculated with a fixed counting](image)

The aforementioned observations make the fixed counting approach inappropriate for prognosis purposes in this study case, since the obtained rate of AE bursts has very low monotonicity. Therefore, it is required to explore other approaches as follows in the next subsection.

### 3.2 Relative counting of AE bursts

In this subsection an approach to make a relative counting of the AE bursts is proposed. The relative counting consists of taking into account only the AE bursts that should take place when the fault of the ring gear interacts with each of the planet gears. Knowing the theoretical temporal positions of the bursts originated by the interaction between fault and planet gears within a signal requires the use of an encoder that provides angular position. However, this requirement can be avoided by considering only the spacing between the detected bursts instead of their absolute position. Thus, the relative counting will be maximum if in the signal there are detected bursts equally spaced at the inverse of the ring gear fault frequency $f_{fr}$. This corresponds to the frequency at which the planet gears interact with the fault and corresponds to the rotational frequency of the planet carrier $f_c$ times the number of planets $N_p$ as expressed in equation 1:

$$f_{fr} = f_c \cdot N_p \quad (1)$$

Mathematically the relative counting can be achieved by taking the maximal cross-correlation between a binary signal $\hat{x}(t)$ that represents where the bursts are actually detected, and another binary signal $\hat{z}(t)$ that represents where the AE bursts should take place, if they are always originated by the interaction between the damaged ring gear tooth and the planet gears.

Figure 5 shows schematically the path of each planet gear across the fault and the originated AE bursts. Some of them overpass the threshold $T_a$ and thus are detected. Accordingly, the binary signal $\hat{x}(t)$ is constructed with its high value at the position of the detected bursts and its low value everywhere else. On the other hand, the binary signal $\hat{z}(t)$ is constructed with its high values equally spaced at the inverse of the ring gear fault frequency $f_{fr}$. Thanks to the cross-correlation it is not necessary that the high values of the binary signal $\hat{z}(t)$ are in phase with the path of the planet gears across the fault. By taking the maximal cross-correlation the phase difference can be corrected. Therefore, only the spacing between the high values of the binary signal $\hat{z}(t)$ are considered in its construction.

The proposed relative counting gives values between zero and one. A value one means that all expected bursts have a maximal amplitude higher than the threshold. Analogously, a value zero means that none of the expected bursts have an amplitude higher than the threshold. This is schematically illustrated in Figure 6. Here, the binary signal $\hat{x}_1(t)$ has a maximal cross-correlation of 1 with the binary signal $\hat{z}(t)$, since they can match
in all their high values. The binary signal $\hat{x}_2(t)$ has a maximal cross-correlation of 0.5 with $\hat{z}(t)$, since they can match in two out of four high values. The binary signal $\hat{x}_3(t)$ has a maximal cross-correlation of 0.25 with $\hat{z}(t)$, since they only can match in one out of four high values. Finally, the binary signal $\hat{x}_4(t)$ has a maximal cross-correlation of 0 with $\hat{z}(t)$ since it does not have any high values. Notice that this figure points out the aforementioned observation that $\hat{z}(t)$ does not have to be in phase with the signals $\hat{x}(t)$.

For the analysis of the case study the same values for $T_a$, HDT and HLT used for the fixed counting are now used for the relative counting. In the same way, a moving average filter of width 60 s is also employed to eliminate too small fluctuations in the rate of AE bursts. Figure 7 shows the result of this analysis with the relative counting approach. It is observed that the rate of AE bursts (now represented by the maximal cross-correlation) is much more monotonous than for the fixed counting approach. The large fluctuations due to the beginning of each MC are also considerably reduced.
In account of this observations the rate of AE bursts calculated with the relative counting approach is much more suitable to be uses as feature for failure prognosis. The forecasting of this feature is addressed in the following section.

4 Prognosis

4.1 Time series forecasting with an ANN

There are multiple possible architectures to build an ANN suited for forecasting a time series. One of the most straightforward architectures consists of using the observations $x_0$ to $x_n$ from a time series $\{x\}$ as input features to predict the observation $x_{n+1}$. In the following prediction step (PS) the ANN uses the observations $x_1$ to $x_{n+1}$ to predict the observation $x_{n+2}$ and so on. Another possible architecture consists of using the observations $x_0$ to $x_n$ to predict the observations $x_{n+1}$ to $x_{n+m}$. In the following PS the ANN uses the observations $x_1$ to $x_{n+1}$ to predict the observation $x_{n+2}$ to $x_{n+m+1}$ and so on. Thus, although $m$ observations are predicted in each PS, only the first of them is used as input feature to make the prediction in the next PS. One variation of such an architecture consists of using only the last predicted observation rather than the first one to make new predictions. By using these types of architectures a higher stability in the forecasting is expected. The training and test of such ANN are illustrated schematically in Figure 8. It shows how the training examples (TE) are constructed from a time series considering values $n = 4$ and $m = 3$. Each of the TE is used to iteratively adjust the weights of the ANN using the backpropagation algorithm. After the ANN has already been trained with all the TE, it is now capable to forecast the time series in successive PS and its performance can be evaluated with the test data.

During the building of the ANN the dataset is divided into two groups: training and test. Within the training group a datasubset is left aside to validate the results of the training process. One key objective of the training process is to find the most suited hyperparameters for the ANN. They include: number of nodes in input and output layers ($n$ and $m$, respectively), number of nodes per hidden layer, regularization term $\alpha$, number of mini-batches and number of epochs. More information regarding the hyperparameters can be found in [15]. Initially the most suited values for the hyperparameters are selected using grid search. This consists of selecting possible values for each hyperparameter and calculating which combination of hyperparameters achieves the best performance overall. For each combination of hyperparameters an ANN is trained without including the validation data. Then, the forecasting performance of the ANN is calculated in the data used for its training and then in the validation data. This division is carried out with the aim of minimizing the bias and variance errors of the ANN model as much as possible. A performance calculated only in the data used for training can cause higher variance since the model could over fit the training data. On the other hand, a performance calculated only in the validation data can cause higher bias since the model could under fit the training data. In this study a global performance is calculated as the average between the training and validation performances.

The performance of the model is measured with the use of the mean squared error (MSE) between prediction.
The MSE is calculated as follows in equation 2:

$$MSE = \frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{x}_i)^2$$  \hspace{1cm} (2)

where $x_i$ represents the $i$-th observation of the time series $\{x\}$ and $\hat{x}_i$ represents the $i$-th observation of the predicted time series $\{\hat{x}\}$.

Due to computational restrictions the grid search can only consider a limited number of values for the hyperparameters. One way to increase the efficiency of the search is to set an initial group of values for the hyperparameters and determine the best combinations. After that, the search continues but considering only variations of the already determined best combinations. This can be achieved by using a genetic algorithm, which is explained in the following section.

### 4.2 Genetic algorithm

The genetic algorithms are computational procedures to find a sufficiently good solution to an optimization problem. They are inspired by the mechanism of natural selection and emulate biological processes such as mutation, crossover and selection. In this study a genetic algorithm is employed to guide consecutive grid searches and find the best possible combination of hyperparameters for the ANN model. First, an initial population of hyperparameters is evaluated using a fitness function. The best combination of hyperparameters are called *parents* and are used to generate *children* through crossover and mutation techniques. The crossover combines information from parents to generate the children, while the mutation consists of random alteration of the information transferred to the children. In this study, the information corresponds to the hyperparameters for the ANN model. The parents together with the children constitute a new *generation*. This new generation is once again evaluated with the fitness function to create new parents and new children in an iterative process. The procedure is repeated until a stoppage criterion is met. When this is accomplished, the best solution in the last generation is selected as the best solution of the whole iterative process. Two possible stoppage criteria are: a fixed number of generations to iterate or a fixed number of consecutive generations for which the best fitness score does not improve more than a pre-defined percentage.

Figure 9 shows schematically how the genetic algorithm works. Let us consider four hyperparameters to optimize: $\alpha$, $\beta$, $\gamma$ and $\delta$. The initial population contains five possible combinations of hyperparameters, which are evaluated with the fitness function. The best two combinations are selected as parents and are used to generate three children. The employed crossover corresponds to a single-point crossover, which randomly selects at which single point (star marker) the information from the parents is divided. Then, in the mutation some information of the children is randomly altered. One important aspect is that the percentage of mutation must not be so high as to completely vanish the result of the crossover.

In this study single-point crossover, maximum 10% of mutation and a total of 5 generations are considered.
Figure 9: Schema of the genetic algorithm for hyperparameters optimization

The employed fitness function corresponds to the calculation of a fitness score (FS) that is the inverse of the MSE as it is shown in equation 3. Thus, higher values of the FS correspond to best performance of the model.

\[
FS = \frac{1}{MSE}
\]  

(3)

4.3 Results

Table 1 shows the hyperparameters considered for the initial population. The values for the number of nodes in the input layer \(n\) and in the output layer \(m\) expressed as percentages refer to a fraction of the data used to train the ANN models. Two configurations for the hidden layers are initially tested: one hidden layer with a number of nodes equal to the mean value between \(n\) and \(m\), and two hidden layers with number of nodes equal to \(0.75(n+m)\) for the first layer and \(0.25(n+m)\) for the second layer.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)</td>
<td>50%; 32%; 16%</td>
</tr>
<tr>
<td>(m)</td>
<td>13%; 6%; One</td>
</tr>
<tr>
<td>Nodes per layer</td>
<td>(0.5(n+m); 0.75(n+m) - 0.25(n+m))</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>1.e-1; 1.e-3</td>
</tr>
<tr>
<td>Mini-batches</td>
<td>32; 128</td>
</tr>
<tr>
<td>Epochs</td>
<td>Until 100</td>
</tr>
</tbody>
</table>

Table 1: Initial hyperparameters considered to generate ANN models

The total of 7512 observations of the relative counting of AE bursts was divided into 80% for training and 20% for test. For the process of hyperparameters estimation 25% of the training data was left aside for validation. Table 2 shows the fitness scores for the initial population and 5\(^{th}\) generation during the search for the most suited hyperparameters. The FS\(_{\text{training}}\) is highly improved from the initial population until the 5\(^{th}\) generation, while the FS\(_{\text{validation}}\) only decreases marginally. As a consequence, the overall FS\(_{\text{average}}\) is highly increased. Table 3 shows the corresponding best values for the hyperparameters for the initial population and 5\(^{th}\) generation that achieve the aforementioned fitness scores. It is observed that the number of nodes in each layer tends to increase. So does the regularization term \(\alpha\), while the number of epochs decreases. The number of mini-batches remains approximately constant.

<table>
<thead>
<tr>
<th>Best score</th>
<th>For initial population</th>
<th>For 5(^{th}) generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS(_{\text{training}})</td>
<td>6.12e4</td>
<td>1.83e5</td>
</tr>
<tr>
<td>FS(_{\text{validation}})</td>
<td>2.25e3</td>
<td>2.00e3</td>
</tr>
<tr>
<td>FS(_{\text{average}})</td>
<td>3.17e4</td>
<td>9.25e4</td>
</tr>
</tbody>
</table>

Table 2: Fitness scores of the best models from the initial population and 5\(^{th}\) generation in validation phase

Figure 10 shows the result of the forecasting for the maximal cross-correlation with the best hyperparameters of the initial population in (a) and for the 5\(^{th}\) generation in (b). It is observed that for the initial population
<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Best values for initial population</th>
<th>Best values for 5th generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>50%</td>
<td>63.481%</td>
</tr>
<tr>
<td>( m )</td>
<td>13%</td>
<td>15.053%</td>
</tr>
<tr>
<td>Nodes per layer</td>
<td>1836 - 1002</td>
<td>1858 - 1014</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>1.0e-1</td>
<td>1.3085e-1</td>
</tr>
<tr>
<td>Mini-batches</td>
<td>32</td>
<td>33</td>
</tr>
<tr>
<td>Epochs</td>
<td>64</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 3: Best combination of hyperparameters for the initial population and 5th generation

the prediction (test) deviates considerably from the real data. However, for the 5th generation the prediction is very close to the real data, which confirms the improvement produced by the genetic algorithm. This is also confirmed by the calculation of the fitness scores in Table 4. The FS calculated on the training data indicates how good the model fits the training data. Thus, it can be only considered as an estimation of the performance of the ANN model. The FS calculated on the test data indicates how good the model can predict unseen data. Both scores should be as high as possible and have a as low as possible difference between them. It is also expected that FS\(_{\text{training}}\) is higher than FS\(_{\text{test}}\), since the model should perform better on data that it has already seen. For the initial population both fitness scores FS\(_{\text{training}}\) and FS\(_{\text{test}}\) have low values. Moreover, FS\(_{\text{test}}\) is higher than FS\(_{\text{training}}\). For the 5th generation this deviation is corrected and both fitness scores reach much higher values.

![Figure 10: Forecasting of the maximal cross-correlation for the initial population (a) and 5th generation (b)](image)

Table 4: Model fitness scores from the initial population and 5th generation in the testing phase

<table>
<thead>
<tr>
<th>Best score</th>
<th>For initial population</th>
<th>For 5th generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS(_{\text{training}})</td>
<td>9.39e1</td>
<td>3.64e4</td>
</tr>
<tr>
<td>FS(_{\text{test}})</td>
<td>3.06e2</td>
<td>6.37e3</td>
</tr>
</tbody>
</table>

5 Conclusions

A novel approach for counting of AE bursts in gearboxes was presented and compared with the traditional approach with measurements from a planetary gearbox. In conditions where the gearbox accumulated several hours of intermittent operation with a localized fault in the ring gear, the proposed approach was able to provide a rate of AE bursts represented by a cross-correlation value suitable for prognosis purposes. The forecasting was carried out with an ANN, whose performance was enhanced through a genetic algorithm for the selection of its hyperparameters. With basis on the obtained results the authors conclude that:

- In presence of a localized fault in the ring gear of a planetary gearbox, the rate of detected AE bursts increases as the hours of operation cumulate.
• For intermittent operation the approach to detect AE bursts using a fixed amplitude threshold provides a rate of AE bursts highly affected by the temperature, which is not suitable for prognosis purposes.

• In comparison the proposed approach for a relative counting of the AE bursts provides a rate of AE bursts with higher monotonicity, and thus it is more suitable for prognosis.

• The rate of AE bursts, in this case represented by a cross-correlation value, can be effectively predicted with the use of an ANN for time series forecasting if its hyperparameters are correctly selected.

• The proposed way for selection of hyperparameters was an initial grid search followed by a genetic algorithm for hyperparameters optimization, which was capable to provide good results.
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