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ABSTRACT 

The elastic effects on particle growth were studied from a developed 3D original model that couples explicitly 

phase transformations and mechanical fields. This model is shown to be able to describe the time-evolution of 

both chemical and mechanical fields and their interactions in diffusive mass transport. In order to isolate and to 

analyse some generic effects of elastic fields, the model developed was applied to the growth of an initially single 

spherical precipitate into a supersaturated matrix in a finite media. We account for both internal and external 

applied stresses effects on the growth process including both thermo-kinetics and morphological aspects. In all 

cases studied, the elastic effects are shown to affect the transformation kinetics and equilibrium state. It is also 

demonstrated that the applied uniaxial compression loading induces an anisotropy of growth that affects both the 

morphological evolution and hence the equilibrium shape of the particle. This is shown to result to complex 

interactions between local pressure gradients and local composition gradients. 

KEYWORDS : precipitation, diffusion, thermodynamics, phase transformation, elastic fields, modelling 

 

1. INTRODUCTION 

 

Many of the important properties of metallic alloys such as mechanical properties, conduction and magnetic 

properties depend on their microstructure feature, i.e. on the volume fraction, the shape and the spatial arrangement 

of the different phases in the materials [1-4]. The nano/microstructure formation results from phase 

transformations that are most of the time themself dependent on complex interactions between different 

phenomena such as chemical diffusion, interfacial energies and mechanics. In the latter, it is for instance well 

known that the stresses arising from coherency strain induced by change in crystalline structure, typically due to 

lattice mismatches, can have a strong influence on the phase diagram [5-8]. Also very important, the internal 

stresses generated by transformation Eigenstrains are also known to affect the kinetics of phase transformations 

and both the morphology and the spatial arrangement of phases in the resulting microstructure [9-12]. A typical 

example is the successive changes of a coherent precipitate while increasing in size during either coarsening or 

growth in /’ Nickel-based superalloys [10, 13]. Indeed, sphere to cube and cube to plate shape transitions were 

reported together with the so-called “reverse coarsening” corresponding to the splitting of a single cuboidal 

precipitate into a pair of plates. All of these phenomena were unambiguously related to the existence of internal 

stresses due to the lattice discrepancy between  matrix and ’ precipitates. The application of an external stress is 

also known to affect significantly the microstructure evolution. Indeed, it may influence both the morphology of 

isolated precipitates and the precipitate coarsening kinetics and destabilize arrays of precipitates resulting in rafted 

structure [14-17]. 
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The elastic effects on microstructure evolution are however extremely difficult to identify and to quantify from an 

experimental point of view [7, 8].  That is why, modelling can allow to better understand the interactions between 

stresses in the general sense of the term and the microstructure evolution in metallic alloys. However, it remains 

very challenging for many reasons. First, the calculation of both elastic stresses and strains becomes extremely 

difficult for 3D complex geometries such as in real microstructures [12, 18-20]. Second, the dynamic coupling 

between diffusive phase transformation and mechanical fields remains a difficult task from a physical point of 

view [21-23]. Lastly, it requires to track a moving interface with complicated geometry and dynamics and that can 

develop large singularities and/or topological changes [24]. From numerical point of view, two main different 

approaches were proposed. The Lagrangian tracking method, in which the interface is explicitly represented by 

markers. For example, both boundary integral and front tracking methods belong to this type. The Lagrangian 

method has a long tradition in materials science and dates back more than a century to the work of Stefan [25]. It 

gives an accurate representation of the interface but is difficult to implement because it requires specific 

reparametrization and remeshing constantly during the microstructural evolution. This is complicated even further 

by the topological changes and more especially in three dimensions. The Eulerian capturing method used, for 

example, in both level set methods and phase field models, offers a good alternative. The interface dynamics is 

captured by the evolution of a scalar function in an Eulerian framework. It is a suitable method for modelling free 

boundary problem without having to explicitly track the transformation interface. This presents great advantages 

for modelling the evolution of complex 3D microstructures [26]. The methodology proposed in this paper is based 

on the mathematical formulation unifying fluid flow and elastic solid deformation [27, 28]. It rests on a two-step 

formulation: a lagrangian step and an additional step to determine the eulerian variables from the advection of the 

lagrangian variables allowing the development of fixed grid methods. An implicit volume method on a staggered 

grid was chosen for the discretization of the unified equations and the Eulerian Volume of Phase method (VOF) 

was used to locate the interface [29-31].  

In a very recent paper, an accurate description of both stress and strain fields in 3D complex microstructures was 

obtained from this model [12]. On this basis, we propose to extend it to the diffusive phase transformations which 

are by nature dynamic. In this case, the interface transformation is mobile and the microstructure evolution is 

expected to depend on the coupling between mass transport and elastic fields. In this paper, this model is shown 

to be able to describe the time-evolution of both chemical and mechanical fields and their interactions. In order to 

isolate and to analyse some generic effects of elastic fields, we consider the problem of the growth of an initially 

spherical precipitate into a supersaturated matrix in finite media. We account for both internal and external applied 

stresses effects on the growth process including thermodynamics, kinetics and morphological aspects. In simple 

cases, our approach is validated from available analytical calculations, using simplifying assumptions.  

 

2. GENERAL CONSIDERATIONS 

 

For this purpose, a hypothetic binary A-B was considered. Upon annealing the supersaturated A-B solid solution 

at a given temperature, precipitation of pure B takes place into the corresponding solid solution. At the initial state, 

the precipitate has a spherical shape and a given size. For sake of simplicity, both the nucleation step and the 

effects of interfacial curvature were ignored. Concentrations were measured in terms of mole fraction of 

component. Superscriptsand  were used when referring respectively to the interfacial and the far-field matrix ¥
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concentrations. A schematic representation of the composition field associated to the hypothetic binary A-B 

diagram is given in Figure 2.1. 

Figure 2.1 : Schematic representation of the composition field associated to the hypothetic binary A-B diagram 

 

Both the system and the configurations chosen are thus in line with the investigations of the precipitation of pure 

particle into a binary system.  

An extended chemical potential, derived from the theory of solids under stress and that depend on both stress and 

concentration, is introduced. Its variation follows a Maxwell-type relation, derivable from the expression of 

Helmoltz free energy [32, 33], and its form is somehow similar to the “diffusion potential” introduced by [34, 35]. 

The driving force of mass transport is thus associated to the gradient of this extended chemical potential. Contrary 

to the diffusion flux, the diffusion coefficients are supposed to depend only on temperature and not on both the 

local composition and stress. It is also worth noting that the solid solution was considered as infinitely dilute and 

the mechanisms of stress relaxation such as crystal shape optimization and plastic deformation do not occur.  

In this paper, the growth of an initially spherical  precipitate into  parent phase was investigated in three different 

situations. First, in the absence of elastic effects. Second, in the presence of self-induced elastic field owing to the 

difference of partial molar volume between precipitate and matrix; the elastic constants for the particle and matrix 

being identical. This case will be referred as internal stresses. Third, a uniaxial compressive loading is applied on 

the two opposite faces of the cube used for simulation. In that case, the elastic constants were set different for the 

particle and the matrix in order to induce pressure gradient within the two-phase system. 

 

3. 3D MODELLING 

 

In this paper, we present the bases of a new modelling methodology allowing to model diffusional phase changes 

involving non-isobaric condition that we described in the framework of binary (atoms A and B) and two-phase 
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(phases  and ) compounds.  The interface between the two phases is noted I. The evolving state is described 

locally at any geometric point  of the -phase and time t with three extensive variables, the temperature

, the pressure  and the molar fraction . Molar concentrations  and , 

density , every thermodynamic coefficient such as the isothermal compressibility coefficient 

and partial molar volumes  and  can be defined with these three variables. The condition of local 

equilibrium at any point  located on the interface I corresponds to divariant condition leading to molar fractions 

 and depending on local pressure  and temperature . For the final 

equilibrium state the overall system is divariant and the molar fraction at any point of the system depends on 

pressure  and temperature  only. 

For sake of simplicity the indications for the variables of the geometric point  and time t are omitted, as well as 

the indication of the  or  phases which is implicit through the location of the -point. 

We have first to point out that the diffusion equations are not formulated on the basis of inter-diffusion scheme of 

the A/B-couple as it is usually done, but on the basis of the specific diffusion properties of the atoms quantified 

through the intrinsic diffusion coefficients of A and B. For the present modelling, we consider that precipitation 

process is limited by diffusion of B. Moreover, no restriction is done about the partial molar volume of A and B 

which can be highly different from one another, and from a phase to the other. When the partial molar volumes 

differ from one component to the other, elastic strains develop within the lattice which can relax totally or partially 

through lattice displacements. The methodology that we propose is based on this concept of the lattice velocity in 

which diffusion occurs. Hence, the total fluxes of A and B, respectively  and , are defined as follows with 

k = A, B. 

VJJ kDkk C /
                                                                                (1) 

The subscript k/D refers to fluxes of the k-atoms relative to the lattice.  

For sake of simplicity, 0/ DAJ  will be considered.  is the lattice velocity, also called barycentric velocity 

since molar fraction  remains constant for this transport;  and  are the concentrations of A and B.  

The mass conservation equation for each k-atom can then be written as follows using total flux equation (1):  

                                            VJJ 



kDkk

k C
t

C
/                                               (2) 

Note that, when the partial molar volumes of the components are equal and that for each phase, the total fluxes of 

the A and B are opposite .  A unique flux equation (first Fick’s law) is necessary in that case to describe 

such peculiar case without any lattice velocity. It is defined as, 

       (3) 

where the inter-diffusion coefficient  is defined using the intrinsic diffusion 

coefficients and the molar fractions of A and B.  

In the general case, where the partial molar partial volumes differ from one another, we have  and 

non-negligible stresses can remain after the relaxation of the elastic strain energy through the lattice velocity. 
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These residual stresses can reach values high enough to significantly impact the diffusion process relative to the 

lattice. Such complex chemical and mechanical coupling cannot be solved in one step from Eq. (2) since: i) the 

lattice motion driven by diffusion fluxes  relative to the lattice involves elastic strain energy relaxation 

depending on the elastic constants of the ,-phases, which constitutes a non-trivial mechanical problem and ii) 

the residual pressure impacts the chemical potential of the diffusive component giving rise to the non-

proportionality of the diffusion fluxes to the concentration gradients. 

 The solving methodology that we propose for such chemical/mechanical coupling during the diffusion 

process, is based on two sequential solving steps. The first step is dedicated to the solution of diffusion equations 

at fixed lattice and non-isobaric state. The concentrations, solutions of the diffusion equation at lattice velocity 

, give rise to a non-equilibrium mechanical state of the system. The aim of the second step is thus to solve 

the mechanical governing equation in order to obtain the mechanical equilibrium state and to determine the lattice 

velocity  from which all the variables, pressure p, concentration C, density , and molar fraction  of the 

chemical/mechanical problem can be finally determined.  

 

3.1. Diffusion equations at fixed lattice and non-isobaric condition 

 The diffusion equation relative to the lattice is defined using Eq. (2) and assuming the condition of lattice 

velocity .  

        (4) 

The diffusive flux relative to the lattice are defined through the chemical potential gradient using the following 

equation. 

         (5) 

 The chemical/mechanical coupling of the diffusion process is here considered through an extended chemical 

potential  which depends on temperature T, local pressure p and molar fraction  of the B-

atom. This extended chemical potential is written as follows,  

  (6) 

where  is the reference pressure,  the partial molar volume of the B-atom under local pressure p’, 

and  the chemical potential for the equilibrium state at the reference pressure . For binary and two-

phase system, and for uniform temperature T and pressure  within the two-phase system, only two variables are 

independent for the equilibrium state. So, considering the reference pressure , the equilibrium state is 

characterized by well-defined molar fractions  and  giving rise to the equality of the 

extended potential defined as follows. 

 .       (7) 
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Moreover, during phase transformation, the condition of local equilibrium at the /-interface has to be verified 

at any point located on the interface and any pressure p through the equality of the chemical potentials relative to 

the  and  phases written as follows: 

 ,     (8) 

where  and  are the molar fractions relative to the ,-phases intersecting at any point 

of the interface and characterizing the local equilibrium. Note that the continuity of the chemical potential of B-

atom through the interface corresponds to a discontinuity of their molar fraction. 

Finally, assuming that the partial molar volume  do not vary noticeably with pressure for condensed 

matter, the extended governing equation for diffusion relative to the lattice can be written as follows, 

 , (9) 

where ,  and  are the known variables at time , respectively pressure, 

concentration and molar fraction of the B-atom.  

For an evolving two-phase system under isothermal condition, the intermediate concentration  of 

the k-atom at time  under the local intermediate pressure  (when lattice is fixed, any concentration 

variation induces local pressure variation) can be determined from the concentration  at time  and 

the concentration derivative defined through Eq. (9). We have: 

 .     (10) 

The molar fraction  of the B-atom at time  can be defined from the concentrations of A and B 

 and  using the following equation. 

     (11) 

As mentioned above, diffusion mass transport at lattice velocity , induces local pressure variation  

during time interval . This intermediate pressure variation in the solving scheme can be calculated from the 

variation of molar fraction , partial molar volume  and 

isothermal compressibility coefficient . It gives, 

.    (12) 

The intermediate pressure at time  can then be calculated as, 
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This first step in the solving procedure induces non-equilibrium mechanical state. The solving methodology for 

obtaining the mechanical equilibrium state and allowing the determination of the lattice velocity  is described 

just below. 

3.2. Second step for lattice velocity solving 

 The concentration derivative of B and A induced by lattice velocity at constant molar fraction  

is defined as: 

  with k = B, A     (14) 

The subscript R refers to the term relaxation.  

The unknown lattice velocity can be calculated from the mechanical governing equation defined below (Eq. (15)) 

and recently developed for multi-phase systems to achieve a unified equation for compressible viscous flow and 

elastic deformation [27, 28]. This formulation is defined for isothermal condition and within lagrangian 

representation (variables defined at material points). 

 (15) 

Here,  is the intermediate local density obtained after the first solving step,  the shear stress tensor 

at time , and  the isothermal compressibility coefficient. The intermediate density can be expressed from 

the intermediate concentrations of A and B and their respective molar mass  and  as follows. 

    

 (16) 

The viscous behavior corresponds to  where  is the shear viscosity coefficient and . The 

isotropic elastic behavior corresponds to  where  is the first Lamé’s coefficient. Here, to achieve 

the lattice velocity driven by diffusion through strain energy relaxation, it is the elastic behavior which has to be 

considered for both  et  phases.  

The determination of the lagrangian velocities  from Eq. (15) allows the update of the problem variables after 

the elastic energy relaxation through the following equation system. 

     (17) 

For an eulerian representation of the model where the variables are defined at geometric point , an additional 

step is required which consists in the advection of the scalar lagrangian variables from their material derivative. 
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, , , , ,  and  at time  after the two-step solving 

procedure can be simply defined as , , , , , , . The thermodynamic properties considered 

for the two phases (see 1. General consideration) make that the partial molar volumes are defined as 

. 

3.3. Numerical methodology and discretization 

The unified equation (15) was discretized in time and space by an implicit volume method on a staggered grid [27, 

28, 36]. Compare to collocated grid, staggered grid is powerful to deal with high-pressure gradients and multi-

phase flows [37] and to calculate velocity divergence using adjacent points as well. For 3D solving, an iterative 

bi-conjugate gradient stabilized BICG-StabII [38], preconditioned under a modified and Incomplete LU method, 

is implemented. Spatial discretization employs centered schemes. In this paper, Eq. (9) was discretized using the 

same finite volume scheme. 

The location of the phases and interfaces is done using the Eulerian Volume of Phase method (VOF) [29-31], 

where the phase system is numerically built using a phase function C. In the case of two-phase system, the C-

function varies within the interval [0, 1]. For precipitation process which is the object of this work, the value of 

the phase C-function is 0 in the matrix and 1 in the precipitate (See Figure 3.1). The matrix/precipitate-interface 

is defined as C=0.5. Every physical constant A of the system, (1st Lamé coefficient) , (2nd Lamé 

coefficient), , , , , are defined in relation with the C-function through the continuous 

relation (the exponents (0) and (1) are assigned to the matrix and precipitate, 

respectively). 

During the iteration process, the phase function  at time step n+1 is determined from the advection of the 

phase function at time step n and the eulerian velocity field  using the following equation.  

 .        (18) 

A Lax–Wendroff TVD scheme with a Superbee limiter for spatial discretization is used to accurately deal with 

sharp variations of scalar variables at the interface. Note that the scalar lagrangian variables, , 

, , , ,  obtained after the resolution of the velocity field 

(Eq. (15) and subsequent variable update  (system equation (17)) are advected for an eulerian description relative 

to the fixed grid using the same time and space discretization schemes as previously defined for the phase function 

advection.  

Finally, at time step n+1, the isothermal compressibility coefficient , the elastic constants  and , 

the diffusion coefficient  are updated from the   function. 
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Figure 3.1 : Visualization of the phase function C described on a uniform mesh grid. This function allows to 

discriminate the matrix C=0 (blue color) from the particle C=1 (red color). At the interface, the C-function 

varies continuously but sharply within about one element volume. The location of the interface is precisely 

defined for C=0.5 (full line in black color). 

 

 
4. ANALYTICAL ANALYSIS 

 

4.1. Growth rate of a single spherical precipitate into an infinite matrix 

Many model on particles growth of various complexities have already been developed. One of the simplest is the 

well known “Zener model” [39]. It is assumed that particles grow in an infinite media. The growth is then 

controlled by the long-distance diffusion of atoms and local thermodynamic is assumed at the interface. In binary 

system, the interface concentration can be easily determined from the thermodynamic phase diagram for the reason 

that tie-line for transformation depends only on temperature.  

Let us suppose that  phase is growing into the supersaturated  phase. The velocity of such an interface can be 

calculated using an approximate method due to Zener. The growth rate was determined by approximating the 

concentration fields around a single precipitate with an analytical solution of the stationary diffusion equation. In 

that case, the growth rate is given by the following equation: 
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where 1

BD  is the diffusivity of B in the matrix, and are the atomic fractions of B at the / 

interface in matrix and precipitate. In binary system, this value can be determined from the thermodynamic tie-

line passing through the nominal composition at a given temperature. It is worth noting that 1/ I

BX 
 in the 

present case. The integration of Equation (19) gives the time-evolution of the particle radius as: 
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4.2. Stress and strain fields associated with a misfitting spherical precipitate 

We consider a misfitting -precipitate of radius R in a -matrix of outer radius . The geometry requires to work 

in a spherical coordinates system defined by the circumferential coordinates r,  and We assume a purely elastic 

and isotropic behaviour for both phases and the / interface is supposed to be perfect. Their Young modulus E

and E  and their Poisson coefficients  and  can however be different. For sake of simplicity, the 
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crystallographic modification associated the transformation of a small volume element is expressed by the 

following Eigenstrain tensor that corresponds to hydrostatic compression or tension: 

 

where 
V

V
ε




3

1
, V is the difference between the partial molar volume of matrix and precipitate and V the 

partial volume of precipitate. 

It can be shown, under these simplifying assumptions and by applying both the symmetric boundary condition at 

r=0 and the free surface condition at r=R, that [40]: 

                             (21)

 

Where vf  is the volume fraction of particle, defined as . Ks is defined as follow: 

 

It is worth noting that both hydrostatic stresses are uniform in the -precipitate volume. The level of hydrostatic 

stress into  is higher since its volume fraction is lower. Furthermore, is under hydrostatic compression if its 

molar volume is higher than the one of the -matrix.  

Into the -matrix, the hydrostatic stress is uniform as well. However, the shear stresses are non-uniform since they 

depend on the distance from the / interface. The closer the distance from the / interface is, the higher the 

level of both stresses and strains is.  

 

5. SIMULATION RESULTS AND DISCUSSION 

5. 1. Growth of a single spherical precipitate into a matrix in the absence of elastic fields 

In this section, the growth of a single spherical precipitate in a matrix in the absence of elastic fields is investigated. 

The parameters used for calculations are given in Table 1. 
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Table 1: Parameters used for calculations 

 

 Symbol -phase -phase 

Initial density (g/cm3) 
 7.874 7.874 

Equilibrium molar fraction of B at   0.08 1.0 

Initial molar fraction of B at   0.1 1.0 

Molar mass (g) MA = MB 55.8 55.8 

Initial total molar concentration (mol.cm-3) 
 0.141 0.141 

Partial molar volume at  (cm3/mol)  7.087 7.087 

Initial partial molar volume at  (cm3/mol)  7.087 7.087 

Molar temperature energy (J/mol) 
RT 6842 6842 

Temperature (K) T 823 823 

Diffusion coefficient of B  (m2.s-1) DB 2.5x10-10 - 

 

The initial configuration for the calculations corresponds to a volume fraction of -precipitate of 0.052% 

(fv=0.052%) and a size defined from the dimensionless number 05.0
L

R
; where L is the simulation box length. 

The 3D morphology as well as the size change of the -precipitate at 823K calculated from the “3D model” at 

both the initial and final time are given in Figure 5.1.  

 

 
(a) 

 
(b) 

Figure 5.1 : 3D-morphology and size change of the particle between (a) starting time (t x D/L2 = 0)  and (b) final 

time (t x D/L2 = 1.8) of the growth process. 
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It is shown that the -precipitate remains almost spherical throughout the growth process. A slight deformation 

of the -precipitate was highlighted for the highest volume fractions. This mainly results from the interactions 

between the diffusion fields and the free boundaries. As expected, the evolution of the molar fraction of B at 

different characteristic times of the growth process within the three equivalent planes x=0.5, y=0.5 and z=0.5 

shows a progressive depletion of B into the matrix (Figure 5.2).  

 
(a) 

 
(b) 

 
(c) 

 
Figure 5.2 : Molar fractions of B at different characteristic times of the growth process within the three 

equivalent middle plane x=0.5, y=0.5 and z=0.5. (a) t x D/L2 = 0.15; (b) t x D/L2 = 0.4; (c) t x D/L2 = 1.8. 

 

The kinetics of growth is shown to be parabolic at the beginning of transformation and the growth rate 

corresponds perfectly to that approximated by the Zener model (Figure 5.3).  

 
(a) 

 
(b) 

Figure 5.3 : Growth kinetics of the particle. (a), evolution of the adimensional particle radius r/L. The dashed 

line correspond to the equilibrium adimensional radius. (b), evolution of the square of the adimensional particle 

radius.  A linear evolution is highlighted at short time and the corresponding linear coefficient (2k = 0.048) is 

very close to that approximated by Zener (2kth=0.044). 

 

 

For longer time, the growth rate decreases drastically due to the overlapping of the diffusion fields which is not 

taken into account in the classical Zener approach. The profiles of B calculated close to the / interface at 

different times are given in Figure 5.4. As expected in the binary systems, the molar fraction of B at the interface 

remains almost constant during the growth process.  However, a small deviation to the equilibrium condition at 
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the /interface is observed. It is more visible in the profiles evolution of chemical potential of B in Figure 5.5, 

where B  is not strictly equal to zero at the interface. This deviation was mainly attributed to the continuous 

description of the phase function C at the interface between mesh nodes. The interface being defined by C=0.5, it 

is obvious the higher the mesh refinement, the more precise the value of the potential defined at the interface.  

 

 
(a) 

 
(b) 

Figure 5.4 : Profiles along the three equivalent middle lines (x/L, y/L=0.5, z/L=0.5)-line, (x/L=0.5, y/L, z/L=0.5)-

line and the (x/L=0.5, y/L=0.5, z/L)-line  of molar fraction of B at different times of the particle growth. (a),  the 

molar fraction jump at the interface. (b), magnification of the profiles close to the transformation interface. 

           t x D/L2 = 0;                    t x D/L2 = 0.056  

           t x D/L2 = 0.26;               t x D/L2 =1.8 

 
 
 

 

Figure 5.5 : Chemical potential profiles of B along the three equivalent middle lines (x/L, y/L=0.5, z/L=0.5)-line, 

(x/L=0.5, y/L, z/L=0.5)-line and the (x/L=0.5, y/L=0.5, z/L)-line  at different times during particle growth. The 

value of the chemical potential at the interface, which is located through the dashed lines for every evolving 

times, remains nearly constant and close to zero during growth particle. 
            t x D/L2 = 0.0125;             t x D/L2 = 0.056  

            t x D/L2 = 0.26;                 t x D/L2 =1.8 
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5. 2. Growth of a single spherical misfitting precipitate into a matrix 

In order to examine the effects of elastic field on precipitate growth, we consider the problem of the diffusional 

growth of a spherical precipitate into a supersaturated matrix having different partial molar volume. The precipitate 

has thus an associated misfit which is defined with respect to the partial molar volume of both matrix and 

precipitate. In that case, we account explicitly for elastic fields resulting from transformation on the precipitation 

process itself through the extended chemical potential (Equation 6). The parameters are given in Table 1 except 

for the parameters specifically used for this present problem, which are indicated in Table2. 

 

Table 2 : Parameters used for calculations 

 
 Symbol -phase -phase 

Young’s modulus (GPa) EY 210 210 

Poisson coefficient (GPa) 
 0 0 

1st Lamé’s coefficient (GPa) 
E 105 105 

2nd Lamé’s coefficient (GPa) 
E 0 0 

Isothermal compressibility coefficient (Pa-1) 
 1.43 x10-11 1.43 x10-11 

Initial pressure (MPa)  0 83.9  

Partial molar volume at  (cm3/mol)  7.087 7.0955 

 

 

The 3D calculations show, in Figure 5.6, that both the elastic stress and composition fields are isotropic during the 

growth process of precipitate. In that case, both the interfacial concentration and the diffusion flux are shown to 

be uniform at all points along the precipitate-matrix interface and, consequently, the precipitate morphology 

remains almost spherical.  

 
(a) 

 
(b) 

 
(c) 

 
Figure 5.6 : Maps within the three equivalent middle plane x=0.5, y=0.5 and z=0.5 of (a) molar fraction of B, (b) 

pressure and (c) normalized shear stress at time  t x D/L2 = 0.15. 

 

 

The evolution of hydrostatic stresses in both precipitate and matrix as a function of the particle radius agrees very 

well with the analytical results (Equation 21 and Figure 5.7). Overall, the results show that the matrix is in tension 

while the particle is in compression (Figure 5.7) and the elastic fields are uniform in both matrix and precipitate 

T

ip

*p **  BA VV 
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(Figure 5.8). These results are in agreement with both the Scherrer’s model [40] and the simpler Eshelby model 

[41].  

 

 

a)                       b) 

Figure 5.7 : Evolution of the pressures as a function of the adimensional particle radius r/L at: (a) the (x=0.5, 

y=0.5,z=0.5)-point located in the -phase and (b) the (x=0.15, y=0.5, z=0.5)-point located in the -phase. This 

evolution is compared for some volume fractions (red dots) to that obtained analytically from the Scherrer ‘s model 

[40]. 

 

 
 

Figure 5.8: Pressure profiles along the three equivalent middle lines (x/L, y/L=0.5, z/L=0.5)-line, (x/L=0.5, 

y/L, z/L=0.5)-line and the (x/L=0.5, y/L=0.5, z/L)-line at different times of the particle growth when 

transformation induces stress is involved and complete chemical potential with chemical/mechanical coupling 

is considered. 

           t x D/L2 = 0;                    t x D/L2 = 0.15  

           t x D/L2 = 0.4;                 t x D/L2 =1.8 
 

 

The calculations given in Figure 5.9 show that the growth kinetics is strongly influenced although the elastic effects 

do not change the classical t1/2 temporal power law for precipitate growth at the beginning of transformation as 

already highlighted in [21, 42]. The elastic effects affect both the magnitude of the growth coefficient and the 

equilibrium radius of the precipitate. As shown by the profiles of composition given in Figure 5.10, the effect of 

elastic field is to shift the interface composition to the far-field concentration. This tends to decrease the overall 

growth rate of the precipitate with respect to the unstressed case (see Figure 5.4b).  
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a)              b) 

Figure 5.9 : Comparison of the particle growth kinetics. The blue curve and the red curve correspond respectively 

to the unstressed and stressed case. (a), evolution of the adimensional particle radius r/L.The dashed line 

correspond the the equilibrium values. (b), evolution of the square of the adimensional particle radius. In both 

cases, a linear evolution is highlighted at short time and the linear coefficent is smaller in the stressed case (0.035 

vs 0.048). 

 

 
 
Figure 5.10 : Comparison of the concentration profiles of B within the -phase along the three equivalent 

middle lines (x/L, y/L=0.5, z/L=0.5)-line, (x/L=0.5, y/L, z/L=0.5)-line and the (x/L=0.5, y/L=0.5, z/L)-line 

(x/L, y/L=0.5, z/L=0.5)-line during the particle growth. The dashed line and the solid line correspond 

respectively to the unstressed and stressed case. 

            t x D/L2 = 0;                  t x D/L2 = 0.056  

           t x D/L2 = 0.26;              t x D/L2 =1.8 
 

 

Furthermore and surprisingly, the interfacial concentration and thus the tie-line for transformation is almost time-

independent as shown in Figure 5.10. This can be explained by the fact that the pressure jump on both sides of the 

interface is almost time independent (see Figures 5.8). An alternative interpretation is to address issues related to 

the evolution of elastic strain energy in the system. It is clear from the work of Cahn and Larché [34] that elastic 

strain energy influences the compositions at the interface between the precipitate and the matrix. If it is assumed 
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that the atomic fraction of precipitates  is small, the molar Gibbs energy of precipitate is shifted by a quantity 

proportional to where 
elG  is the volumetric elastic energy stored in the system due to the formation of -

precipitate in the -matrix [12]. This results from the idea that the Gibbs energy of a stressed system is obtained 

by adding an extra term to the Gibbs energy of the unstressed system [43]. In that case, in the same way as for the 

Gibbs-Thomson effect [44, 45], the elastic strain energy affect the interfacial concentration as follow : 
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,                                                           (22) 
where is 

the molar volume of the precipitate. However, there is no simple analytical expression of 
elG  in the case of 

complex particle morphologies and anisotropic elastic properties. If one assumes that the elastic properties of both 

the matrix and the precipitate are similar and the atomic fraction of precipitates is small, then Equation (22) 

can be reduced to [12]: 
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                                                            (23) 

From our 3D calculations, it is possible to determine the elastic strain energy density. It is defined by the classical 

relation : 

 

where  is the strain tensor, is the stress tensor and Vt is the total volume of the system.  

Our calculations show Figure 5.11 that the majority of elastic strain energy is concentrated in the minority phase 

which is here the precipitate. The elastic strain energy was thus calculated as a function of atomic fraction of 

precipitate in Table 3.  

Table 3: Values of both elastic strain energy  and ratio  as a function of atomic fraction of precipitates 

. The adimensional time (t x D/L2) and radius (r/L) are intended for information purposes. 

 

tD/L2 r/L 
 (%)  

(J/m3)  

(J/m3) 

0 0.05 5.3 10-2 13.54 2.55E+04 

0.056 0.07 1.5 10-1 38.75 2.58E+04 

0.15 0.092 3.3 10-1 88.6 2.71E+04 

0.26 0.11 5.6 10-1 152.8 2.73E+04 

0.4 0.127 8.6 10-1 236.1 2.75E+04 

1.8 0.16 1.7 470.9 2.77E+04 

 
 

 

Gel

Gel
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Another lesson that we can learn from our calculations is that the ratio  does not depend on  and can be 

approximately considered as constant and equal to 26000 J/m3. This result, already observed in the case of both 

/’ nickel-based super alloys and Si3N4 precipitation in ferrite [12, 13],  explain why the interfacial concentrations 

do not evolve significantly with time according to Equation (23). 

 

 
Figure 5.11 : Elastic strain energy within the three equivalent middle plane x=0.5, y=0.5 and z=0.5 at time t x 

D/L2 = 0.4 of the growth process. 

 

 

5. 3. Growth of a single spherical precipitate into a matrix under applied uniaxial compression 

loading 

The effects of external pressure on the growth of spherical precipitate were also studied. The same cubic system 

containing the spherical particle of adimensional radius r/L=0.05 is deformed through uniaxial compressive 

loading applied on the two opposite yz-cube faces (see Figure 5.12a). For Eulerian discretization, compression is 

simulated by injecting matrix at molar fraction  and at constant velocity through the two yz-cube faces. 

The displacement field is constrained to periodic conditions at the four other system surfaces. The physical and 

dynamic constants are those given in table 1. The elastic constants are set different for the particle and the matrix 

in order to induce pressure gradient within the two-phase system (see Table 4). The Young’s modulus of the 

particle is thus taken twice higher than that of the matrix ( = 4.2 x 1011 Pa). The compression loading 

is applied until an average pressure gap of 100 MPa between particle and matrix was reached. 

 

Table 4 : Elastic constants used for calculations 

 Symbol -phase -phase 

Young’s modulus (GPa) EY 210 420 

1st Lamé’s coefficient (GPa) E 105 210 

Isothermal compressibility coefficient (Pa-1)  1.43 x10-11 7.14 x10-12 
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In that case, calculations given in Figure 5.12 show that non-isotropic pressure gradient are induced within both 

equivalent the y=0.5 and z=0.5 planes while isotropic gradient are involved within the x=0.5 plane. Also, a high-

pressure gradient is involved along the (x; y=0.5, z=0.5)-line within the matrix in a relatively confined area around 

the particle; the level of pressure being larger that the distance to particle is smaller. Conversely, within the x=0.5-

plane, pressure gradient is much lower with decreasing pressure feature when going towards the particle. As a 

consequence, a 3D elastic field anisotropy was induced by the applied stress. The calculation of the particle growth 

driven by the chemical/mechanical coupling of the diffusion process is subsequently performed in the framework 

of this non-isotropic stress field. The system is constrained to a constant volume during calculation and periodic 

boundary conditions are set at the six system surfaces. 

 

 

 
(a) 

 
(b)  

(c) 
Figure 5.12 : (a) The initial cube is deformed through uniaxial compressive loading applied on the two 

opposite yz-cube faces until an average pressure gap of 108 Pa between particle and matrix is reached. 

Pressure maps after compressive loading within (b) the y=0.5-plane (equivalent to the z=0.5-plane) and (c) 

the x=0.5-plane. The iso-pressure lines in the matrix evolves from 2.75x108 Pa (dark blue) to 3.5x108 Pa 

(red) with pressure step of 0.01x108 Pa. Pressure in the particle reach 4.2x108 Pa. 
 

 

Surprisingly, a change in morphology is shown to occur during the particle growth as shown in Figure 5.13. Indeed, 

nearly from the beginning, the particle morphology deviates from the spherical shape (Figure 5.13b). The growth 
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is limited along the (x/L, y/L=0.5, z/L=0.5) line, while it is enhanced along the (x/L=0.5, y/L, z/L=0.5) and the 

(x/L=0.5, y/L=0.5, z/L) lines. This change in morphology is clearly not induced by the interactions between the 

diffusion fields and the free boundaries since it begins for low volume fraction of particles.  

 

 
a) 

 
b) 

 
c) 

 

 
 

d) 

 

Figure 5.13 :Non-isotropic evolution of the growth morphology of the initial spherical particle of 

adimensional radius r/L =0.05 within the stress field induced by uniaxial compressive loading. 

(a) t x D/L2 = 0.15 ; (b)  t x D/L2 = 0.4 ; (c) and (d) t x D/L2 = 1.85 
 

The time-evolution of the pressure and molar fraction within the y=0.5 plane (or the equivalent z=0.5 plane) during 

particle growth is given in Figure 5.14. As expected and contrary to the case of self-induced elastic fields, the 

stress field is no longer isotropic and uniform in the matrix. Furthermore, the interface concentration becomes 

function of local position in the presence of the applied stress as the system is elastically inhomogenous. In the x-

axis, the closer to the interface in the matrix side, the higher the pressure is, the lower the pressure jump at the 

interface is and thus the lower the composition is. The interface motion in that direction is shown to be slowed 

down for the reason that pressure and composition gradients are of opposite signs (see arrows in Figures 5.14 b) 

and e)). In the y-axis (or z-axis), the picture is somehow different since both gradients have the same sign. In that 

case, even if the concentration gradient is kinetically less favorable to particle growth compared to that along the 

x-axis, the pressure gradient is not opposed to the particle growth and kinetics is shown to be faster.  
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a) 

 

d) 

 

b) 

 

e) 

 

c) 

 

f) 

 

Figure 5.14: Pressure maps [(a), (b), (c)] and molar fraction maps of B [(d), (d), (f)] within the equivalent z=0.5-

plane (or equivalent z=0.5-plane) at different times of the particle growth process:(a) and (d), t x D/L2 = 0.15 ; 

(b) and (e), t x D/L2 = 0.4 ; (c) and (f), t x D/L2 = 1.85. 

The iso-pressure lines evolve from 2.75x108 Pa (dark blue) to 3.5x108 Pa (red) with pressure step of 0.01x108 Pa. 

 

Y 
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This is confirmed, Figure 5.15, by the calculations of kinetics of interface motion within the z=0.5 plane and along 

both the x-axis and y-axis. Indeed, the kinetics of interface motion is clearly shown to be much more faster in y-

axis. Also noteworthy is that the equilibrium position of the interface depends on the given direction. 

Within x=0.5 plane, both pressure and composition fields remain isotropic during most of the particle growth 

(Figure 5.16). In that case, as expected, the particle morphology remains circular in this plane. However, for longer 

time the elastic field is no longer isotropic in the vicinity of the particle (Figure 5.16 c)), and consequently the 

morphology deviates from a circle to a pseudo-square. In that case, it mainly results from the non-uniform interface 

composition shift induced by the non-uniform pressure jump at the interface, which contributes to slow the kinetic 

growth in the x=0.5 plane diagonals. Finally, the applied field is shown to break the symmetry of the problem as 

already suggested in [46, 47]. It is worth noting that the morphology evolution and the kinetics are expected to 

depend on the elastic properties of both the precipitate and the matrix, the magnitude and the nature of the field 

applied [46, 47]. 

 

 
 

Figure 5.15 : Kinetics of the particle growth within the stress field induced by the uniaxial compression 

perpendicular to the x=0 plane. Geometry parameters are plotted within the plane (z=0.5) in order to exhibit 

the growth anisotropy. 

         half value of the particle width rx/L along the (x/L, y/L=0.5, z/L=0.5)-line 

         half value of the particle width ry/L or rz/L along the (x/L=0.5, y/L, z/L=0.5)-line or the (x/L=0.5, 

y/L=0.5, z/L)-line, respectively. 
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a) 

 
d) 

 
b) 

 
e) 

 
c) 

 
f) 

 

 

Figure 5.16 : Pressure maps [(a), (b), (c)] and molar fraction maps of the B-atoms [(d), (d), (f)] within the x=0.5-

plane at different times of the particle growth process: 

(a) and (d), t x D/L2 = 0.15 ; (b) and (e), t x D/L2 = 0.4 ; (c) and (f) t x D/L2 = 1.85. 

The iso-pressure lines evolve from 2.75x108 Pa (dark blue) to 3.5x108 Pa (red) with pressure step of 0.01x108 Pa. 
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6. CONCLUSION 

 

A 3D model originally developed for fluid flow and elastic solid deformation was extended to 

the coupling between diffusive phase transformations and mechanic fields. This model is shown 

to be able to describe the time-evolution of both chemical and mechanic fields and their 

interactions in 3D complex geometries. It was applied successfully in order to analyse the 

effects of both internal and external stresses on the growth of an initially spherical precipitate 

embedded into a supersaturated matrix. The elastic effects are shown to affect the 

transformation kinetics, the equilibrium state and the morphological evolution. This 3D model 

that can be applied to multicomponent systems and to complex geometries offers new 

perspectives for a better understanding of the microstructure evolution in metallic alloys. 
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