The Theory of Traces for Systems with Nondeterminism and Probability
Filippo Bonchi, Ana Sokolova, Valeria Vignudelli

To cite this version:
Filippo Bonchi, Ana Sokolova, Valeria Vignudelli. The Theory of Traces for Systems with Nondeterminism and Probability. Logic in Computer Science (LICS) 2019, Jun 2019, Vancouver, Canada. hal-02187093

HAL Id: hal-02187093
https://hal.science/hal-02187093
Submitted on 17 Jul 2019

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Abstract—This paper studies trace-based equivalences for systems combining nondeterministic and probabilistic choices. We show how trace semantics for such processes can be recovered by instantiating a co-algebraic construction known as the generalised powerset construction. We characterise and compare the resulting semantics to known definitions of trace equivalences appearing in the literature. Most of our results are based on the exciting interplay between monads and their presentations via algebraic theories.

1. Introduction

Systems exhibiting both nondeterministic and probabilistic behaviour are abundantly used in verification [1], [2], [3], [4], [5], [6], [7], AI [8], [9], [10], and studied from semantics perspective [11], [12], [13]. Probability is needed to quantitatively model uncertainty and belief, whereas nondeterminism enables modelling of incomplete information, unknown environment, implementation freedom, or concurrency. At the same time, the interplay of nondeterminism and probability has been posing some remarkable challenges [14], [15], [16], [17], [18], [19], [20], [21].

Figure 1 shows a nondeterministic probabilistic system (NPLTS) that we use as a running example.

Traces and trace semantics [22] for nondeterministic probabilistic systems have been studied for several decades within concurrency theory and AI using resolutions or schedulers—entities that resolve the nondeterminism. Most proposals of trace semantics in the literature [23], [24], [25], [26] are based on such auxiliary notions of resolutions and differ on how these resolutions are defined and combined. We call such approaches local-view approaches.

On the other hand, the theory of coalgebra [27], [28] provides uniform generic approaches to trace semantics of various kinds of systems and automata, via Kleisli traces [29] or generalised determinisation [30], providing e.g. an abstract tool, since it provides a finite syntax for describing finite branching. For nondeterministic choice this is the algebraic theory of semilattices (with bottom), for probabilistic choice it is the algebraic theory of convex algebras. Once we have such an algebraic presentation, we have a determinised automaton (as depicted below) and we inductively compute the output value after executing a trace by following the algebraic structure.

In this paper, we propose a theory of trace semantics for nondeterministic probabilistic systems that unifies the local and the global view. We start by taking the global-view approach founded on algebras and coalgebras and inspired by automata theory, and study determinisation of NPLTS in this framework. Then we find a way to mimic the local-view approach and show that we can recover known trace semantics from the literature. We introduce now the main pieces of our puzzle, and show how everything combines together in the theory of traces for NPLTS.

In order to illustrate our approach, it is convenient to recall nondeterministic automata (NDA) and Rabin probabilistic automata (PA) [31]. Both NDA and PA can be described as maps \( \langle o, t \rangle : X \to O \times (MX)^4 \) where \( X \) is a set of states, \( A \) is the set of labels, \( o : X \to O \) is the output function assigning to each state in \( X \) an observation, and \( t : X \to (MX)^4 \) is the transition function that assigns to each state \( x \) in \( X \) and to each letter \( a \) of the alphabet \( A \) an element of \( MX \) that describes the choice of a next state. For NDA, this is a nondeterministic choice; for PA, the choice is governed by a probability distribution. An NDA state observes one of two possible values which qualify the state as accepting or not. A state in a PA observes a real number in \([0, 1]\). Below we depict an example NDA (on the left) and an example PA (on the right) with labels \( A = \{a, b\} \) and with outputs denoted by \( \downarrow \).

The type of choice, modelled abstractly by a monad \( M \), is often linked to a concrete algebraic theory, the presentation of \( M \). Having such a presentation is a valuable tool, since it provides a finite syntax for describing finite branching. For nondeterministic choice this is the algebraic theory of semilattices (with bottom), for probabilistic choice it is the algebraic theory of convex algebras. Once we have such an algebraic presentation, we have a determinised automaton (as depicted below) and we inductively compute the output value after executing a trace by following the algebraic structure.

Here \( x \oplus y \) denotes the nondeterministic choice of \( x \) or \( y \), and \( x +_p y \) the probabilistic choice where \( x \) is chosen with probability \( p \) and \( y \) with probability \( 1 - p \).
For example, in the determinised PA we have, since \( x \xrightarrow{a} x + \frac{1}{2} y \) and \( y \xrightarrow{a} y \):

\[
x + \frac{1}{2} y \xrightarrow{a} (x + \frac{1}{2} y) + \frac{1}{2} y = x + \frac{1}{2} y
\]

and hence the output of \( x + \frac{1}{2} y \) is \( o(x) + \frac{1}{2} o(y) = \frac{3}{4} \) giving us the probability of \( x \) executing the trace \( aa \). Our computation is enabled by having the right algebraic structure on the set of observations: a semilattice on \([0, 1]\) and a convex algebra on \([0, 1]\]. The induced semantics is language equivalence and probabilistic language equivalence, respectively.

This is the approach of trace semantics via a determinisation [30], founded in the abstract understanding of automata as coalgebras and computational effects as monads.

We develop a theory of traces for NPLTS using such an approach. For this purpose we take the monad for nondeterminism and probability [17] with origins in [14], [18], [19], [20], [21], [32], namely, the monad \( C \) of nonempty convex subsets of distributions, and provide all necessary and convenient infrastructure for generalised determinisation. The necessary part is having an algebra of observations, the convenient part is giving an algebraic presentation in terms of convex semilattices. These are algebras that are at the same time a semilattice and a convex algebra, with a distributivity axiom distributing probability over nondeterminism. Having the presentation we can write, for example

\[
x \xrightarrow{a} x_1 \oplus (x_3 + \frac{1}{2} x_2)
\]

for the NPLTS from Figure 1.

The presentation for \( C \) is somewhat known, although not explicitly proven, in the community — proving it and putting it to good use is part of our contribution, which, in our opinion, drastically clarifies and simplifies the trace theory of systems with nondeterminism and probability.

Remarkably, necessity and convenience go hand in hand on this journey. Having the presentation enables us to clearly identify what are the interesting algebras necessary for describing trace and testing semantics (with tests being finite traces). We identify three different algebraic theories: the theory of pointed convex semilattices, the theory of convex semilattices with bottom, and the theory of convex semilattices with top. These theories give rise to three interesting semantics by taking as algebras of observations those freely generated by a singleton set. We prove their concrete characterisations: the free convex semilattice with bottom is carried by \([0, 1]\) with \( \text{max} \) as semilattice operation and standard convex algebra operations; the free convex semilattice with top is carried by \([0, 1]\) with \( \text{min} \) as semilattice operation; and the pointed convex semilattice freely generated by \( 1 \) is carried by the set of closed intervals in \([0, 1]\) where the semilattice operation combines two intervals by taking their minimum and their maximum, and the convex operations are given by Minkowski sum.

We call the resulting three semantics may trace, must trace and may-must trace semantics since there is a close correspondence with probabilistic testing semantics [33], [34], [35], [36] when tests are taken to be just the finite traces in \( \mathcal{A}^* \). Indeed, the may trace semantics gives the greatest probability with which a state passes a given test; the must trace semantics gives the smallest probability with which a state passes a given test, and the may-must trace semantics gives the closed interval ranging from the smallest to the greatest.

From the abstract theory, we additionally get that:

1) The induced equivalence can be proved coinductively by means of proof-techniques known as bisimulations up-to [37]. More precisely, it holds that up-to \( \oplus \) and up-to \( +_p \) are compatible [38] techniques.

2) The equivalence is implied by the standard branching-time equivalences for NPLTS, namely bisimilarity and convex bisimilarity [7], [39].

3) The equivalence is backward compatible w.r.t. trace equivalence for LTS and for reactive probabilistic systems (RPLTS): When regarding an LTS and RPLTS as a nondeterministic probabilistic system, standard trace equivalence coincides with our may trace equivalence and with our three semantics, respectively.

Last but certainly not least, we show that the global view coincides with the local one, namely that our three semantics can be elegantly characterised in terms of resolutions. The may-trace semantics assigns to each trace the greatest probability with which the trace can be performed, with respect to any resolution of the system; the must-trace semantics assigns the smallest one. It is important to remark here that our resolutions differ from those previously proposed in the literature in the fact that they are reactive rather than fully probabilistic. We observe that however this difference does not affect the greatest probability, and we can therefore show that the may-trace coincides with the randomized \( \sqcup \)-trace equivalence in [25], [26], [40].

**Synopsis.** We recall monads and algebraic theories in Section 2. We provide a presentation for the monad \( C \) in Section 3 (Theorem 4) and combine it with termination in Section 4. We then recall, in Section 5, the generalised determinisation and show an additional useful result (Theorem 16). All these pieces are put together in Section 6, where we introduce our three semantics and discuss their properties. The correspondence of the global view with the local one is illustrated in Section 7 (Theorem 23). The effectiveness of the bisimulation up-to techniques is shown in Appendix A (Example 30). All proofs are in the appendix.
2. Monads and Algebraic Theories

In this paper, on the algebraic side, we deal with Eilenberg-Moore algebras of a monad on the category \textbf{Sets} of sets and functions, for which we also give presentations in terms of operations and equations, i.e., algebraic theories.

2.1. Monads

A monad on \textbf{Sets} is a functor \( M: \textbf{Sets} \to \textbf{Sets} \) together with two natural transformations: a unit \( \eta: \text{Id} \Rightarrow M \) and multiplication \( \mu: M^2 \Rightarrow M \) that satisfy the laws \( \mu \circ \eta M = \mu \circ M \eta = \text{id} \) and \( \mu \circ M \mu = \mu \circ M \).

We next introduce several monads on \textbf{Sets}, relevant to this paper. Each monad can be seen as giving side-effects.

Non-determinism. The finite powerset monad \( P \) maps a set \( X \) to its finite powerset \( PX = \{ U \mid U \subseteq X, \text{ U is finite}\} \) and a function \( f: X \to Y \) to \( Pf: PX \to PY, \) \( Pf(U) = \{ f(u) \mid u \in U \} \). The unit \( \eta \) of \( P \) is given by singleton, i.e., \( \eta(x) = \{ x \} \) and the multiplication \( \mu \) is given by union, i.e., \( \mu(S) = \bigcup_{U \in S} U \) for \( S \in PPX \). Of particular interest to us in this paper is the submonad \( P_{ne} \) of non-empty finite subsets, that acts on functions just like the (finite) powerset monad, and has the same unit and multiplication. We rarely mention the unrestricted (not necessarily finite) powerset monad, which we denote by \( P_u \). We sometimes write \( P \) for \( P_u \).

Probability. The finitely supported probability distribution monad \( D \) is defined, for a set \( X \) and a function \( f: X \to Y \), as\( DX = \{ \varphi: X \to [0,1] \mid \sum_{x \in X} \varphi(x) = 1, \text{ supp}(\varphi) \text{ is finite} \} \)
\[ Df(\varphi)(y) = \sum_{x \in f^{-1}(y)} \varphi(x). \]

The support set of a distribution \( \varphi \in DX \) is \( \text{supp}(\varphi) = \{ x \in X \mid \varphi(x) \neq 0 \} \). The unit of \( D \) is given by a Dirac distribution \( \eta(x) = \delta_x = (x \mapsto 1) \) for \( x \in X \) and the multiplication by \( \mu(\Phi)(x) = \sum_{\varphi \in \text{supp}(\Phi)} \varphi(x) \cdot \varphi(x) \) for \( \Phi \in DDX \). We sometimes write \( \sum_{i \in I} p_i x_i \) for a distribution \( \varphi \) with \( \text{supp}(\varphi) = \{ x_i \mid i \in I \} \) and \( \varphi(x_i) = p_i \).

Termination. The termination monad, also called lift and denoted by \( \cdot + 1 \) maps a set \( X \) to the set \( X + 1 \), where \( + \) denotes the coproduct in \textbf{Sets}, which amounts to disjoint union, and \( 1 = \{ \ast \} \). For a coproduct \( A + B \) we write \( in_l: A \to A + B \) and \( in_r: B \to A + B \) for the left and right coproduct injections, respectively. This monad maps a function \( f: X \to Y \) to the function \( f + 1: X + 1 \to Y + 1 \) defined, as expected, by \( (f + 1)(in_l(x)) = in_l(f(x)) \) for \( x \in X \) and \( (f + 1)(in_r(\ast)) = in_r(\ast) \). The unit of the monad is given by the left injection, \( \eta: X \to X + 1 \) with \( \eta(x) = in_l(x) \) and the multiplication by \( \mu(in_l \circ in_l(x)) = in_l(x) \) for \( x \in X \), \( \mu(in_l \circ in_r(\ast)) = in_r(\ast) \), and \( \mu(in_r(\ast)) = in_r(\ast) \). If clear from the context, we may omit explicit mentioning of the injections, and write for example \( (f + 1)(x) = x \) for \( x \in X \) and \( (f + 1)(\ast) = \ast \).

2.2. Monad Maps, Quotients and Submonads

A monad map from a monad \( M \) to a monad \( \tilde{M} \) is a natural transformation \( \sigma: M \Rightarrow \tilde{M} \) that makes the following diagrams commute, with \( \eta, \mu \) and \( \tilde{\eta}, \tilde{\mu} \) denoting the unit and multiplication of \( M \) and \( \tilde{M} \), respectively, and \( \sigma \circ M \sigma = M \sigma = M \sigma \circ M \).

\[
\begin{array}{ccc}
X & \xrightarrow{\eta} & MX \\
\downarrow & & \downarrow \\
\tilde{M}X & \xrightarrow{\tilde{\mu}} & \tilde{M}\tilde{M}X
\end{array}
\]

If \( \sigma: MX \to \tilde{M}X \) is an epi monad map, then \( \tilde{M} \) is a quotient of \( M \). If it is a mono, then \( M \) is a submonad of \( \tilde{M} \). If it is an iso, the two monads are isomorphic.

2.3. Distributive Laws

Let \((M, \eta, \mu)\) and \((\tilde{M}, \tilde{\eta}, \tilde{\mu})\) be two monads. A monad distributive law of \( M \) over \( \tilde{M} \) is a natural transformation \( \lambda: MM \Rightarrow M \tilde{M} \) that commutes appropriately with the units and the multiplications of the monads, see Appendix C.

Given a monad distributive law \( \lambda: MM \Rightarrow M \tilde{M} \), we get a composite monad \( M = MM \) with unit \( \tilde{\eta} = \tilde{\eta} \eta \) and multiplication \( \mu \tilde{\mu} = \mu \mu \circ M \tilde{M} \).

For any monad \( M \) on \textbf{Sets}, there exists a distributive law \( \iota: M \Rightarrow M(-1) \) defined as
\[
\iota_X = \{ MX + 1 \xrightarrow{[\tilde{M}h, \tilde{\eta}X + \tilde{\eta}i]} M(X + 1) \}.
\]
As a consequence, \( M(-1) \) is a monad. Moreover, we get the following useful property.

Lemma 1. Whenever \( \sigma: M \Rightarrow \tilde{M} \) is a monad map, also \( \sigma(-1): M(-1) \Rightarrow \tilde{M}(-1) \) is a monad map. Injectivity of \( \sigma \) implies injectivity of \( \sigma(-1) \).

2.4. Algebraic Theories

With a monad \( M \) one associates the Eilenberg-Moore category \( EM(M) \) of \( M \)-algebras. Objects of \( EM(M) \) are pairs \( A = (A, a) \) of a set \( A \in \textbf{Sets} \) and a map \( a: MA \to A \), making the first two diagrams below commute.

\[
\begin{array}{ccc}
A & \xrightarrow{\eta} & MA \\
\downarrow & & \downarrow \\
M^2A & \xrightarrow{M \mu} & MA
\end{array}
\quad
\begin{array}{ccc}
A & \xrightarrow{\eta} & MA \\
\downarrow & & \downarrow \\
MA & \xrightarrow{Mh} & MB
\end{array}
\]

A homomorphism from an algebra \( A = (A, a) \) to an algebra \( B = (B, b) \) is a map \( h: A \to B \) between the underlying sets making the third diagram above commute.

In this paper we care for both categorical algebra, algebras of a monad, and their presentations in terms of algebraic theories and their models. An algebraic theory is a pair \((\Sigma, E)\) of signature \( \Sigma \) (a set of operation symbols) and a set of equations \( E \) (a set of pairs of terms). A \((\Sigma, E)\)-algebra, or a model of the algebraic theory \((\Sigma, E)\) is an algebra \( A = (A, \Sigma A) \) with carrier set \( A \) and a set of operations \( \Sigma_A \), one for each operation symbol in \( \Sigma \), that satisfies the
equations in $E$. A homomorphism from a $(\Sigma, E)$-algebra $A = (A, \Sigma_A)$ to a $(\Sigma, E)$-algebra $B = (B, \Sigma_B)$ is a function $h: A \rightarrow B$ that commutes with the operations, i.e., $h \circ f_A = f_B \circ h^n$ for all $n$-ary $f \in \Sigma$, and $f_A, f_B$ its interpretations in $A, B$, respectively. $(\Sigma, E)$-algebras together with their homomorphisms form a category and a variety.

**Definition 2.** A presentation of a monad $M$ is an algebraic theory, $(\Sigma, E)$ such that the category (variety) of $(\Sigma, E)$-algebras is isomorphic to $EM(M)$.

Given a presentation $(\Sigma, E)$ of a monad $M$, $M$ is isomorphic to the monad $M_{\Sigma, E}$ of $\Sigma$-terms modulo $E$-equations, i.e., there is an isomorphism monad map between them. Given a signature $\Sigma$, the free monad $T_\Sigma = T_{\Sigma, 0}$ of terms over $\Sigma$ maps a set $X$ to the set of all $\Sigma$-terms with variables in $X$, and $f: X \rightarrow Y$ to the function that maps a term over $X$ to a term over $Y$ obtained by substitution according to $f$. The unit maps a variable $X$ to itself, and the multiplication is term composition. We have that $T_{\Sigma, E}$ is a quotient of $T_\Sigma$. Moreover, for two sets of equations $E_1 \subseteq E_2$ we have that the monad $T_{\Sigma, E_1}$ is a quotient of $T_{\Sigma, E_2}$. In the sequel we present several algebraic theories that give presentations to the monads of interest.

**Presenting the monad $P_n$.** Let $\Sigma_n$ be the signature consisting of a binary operation $\oplus$. Let $E_n$ be the following set of axioms.

\[
\begin{align*}
(x \oplus y) \oplus z & \overset{(A)}{=} x \oplus (y \oplus z) \\
x \oplus y & \overset{(C)}{=} y \oplus x \\
x \oplus x & \overset{(I)}{=} x
\end{align*}
\]

The algebraic theory $(\Sigma_n, E_n)$ of semilattices provides a presentation for the monad $P_n$. We refer to this theory as the theory of nondeterminism. To avoid confusion later, it is convenient to fix here the interpretation of $\oplus$ as a join (rather than a meet) and, thus, to think of the induced order as $x \leq y$ iff $x + y = y$.

**Presenting the monad $D$.** Let $\Sigma_p$ be the signature consisting of binary operations $+_p$ for all $p \in (0, 1)$. Let $E_p$ be the following set of axioms.

\[
\begin{align*}
(x +_q y) +_p z & \overset{(A_p)}{=} x +_p (y +_{p(1-q)} z) \\
x +_p y & \overset{(C_p)}{=} y +_{1-p} x \\
x +_p x & \overset{(I_p)}{=} x
\end{align*}
\]

Here, $(A_p)$, $(C_p)$, and $(I_p)$ are the axioms of parametric associativity, commutativity, and idempotence. The algebraic theory $(\Sigma_p, E_p)$ of convex algebras, see [41], [42], [43], [44], [45], provides a presentation for the monad $D$.

Another presentation of convex algebras is given by the algebraic theory with infinitely many operations denoting arbitrary (and not only binary) convex combinations — see Appendix C for more details. This allows us to interchangeably use binary convex combinations or arbitrary convex combinations whenever more convenient. Moreover, we can write binary convex combinations $+_p$ for $p \in [0, 1]$ and not just $p \in (0, 1)$. We refer to the theory of convex algebras as the algebraic theory for probability.

**Presenting $\cdot + 1$.** The algebraic theory $(\Sigma_T, E_T)$ for the termination monad consists of a single constant (nullary operation symbol) $\Sigma_T = \{\ast\}$ and no equations $E_T = \emptyset$. This is called the theory of pointed sets.

**Combining Algebraic Theories.** Algebraic theories can be combined in a number of general ways: by taking their coproduct, their tensor, or by means of distributive laws (see e.g. [46]). Unfortunately, these abstract constructions do not lead to a presentation for the monad we are interested in. We will thus devote the next section to show a “hand-made” presentation for this monad.

We conclude this section with a well known fact that can be easily proved, for instance by taking the distributive law in (1): given a presentation $(\Sigma, E)$ for a monad $M$, the monad $M(\cdot + 1)$ is presented by the theory $(\Sigma', E')$ where $\Sigma'$ is $\Sigma$ together with an extra constant $\ast$. For instance, the submonad $\Sigma_p \subseteq \Sigma_T$ of pointed convex algebras, also known as positive convex algebras. The theory $(\Sigma_N \cup \Sigma_T, E_N)$ of pointed semilattices provides instead a presentation for the monad $P_{ne}(\cdot + 1)$. It is interesting to observe that the powerset monad $\mathcal{P}$ is presented by adding to $(\Sigma_N \cup \Sigma_T, E_N)$ the equation

\[x \oplus \ast \overset{(B)}{=} x\]

leading to the theory of semilattices with bottom. The theory of semilattices with top can be obtained by adding instead the following equation:

\[x \oplus \ast \overset{(T)}{=} \ast.\]

Similar axioms can be added to the theory of pointed convex algebras $(\Sigma_p \cup \Sigma_T, E_p)$. The axiom

\[x +_p \ast \overset{(B_p)}{=} x\]

makes the probabilistic structure collapse, see Figure 6 in Appendix C for the details. On the other hand, the axiom

\[x +_p \ast \overset{(T_p)}{=} \ast\]

quotients the monad $\mathcal{D}(\cdot + 1)$ into $\mathcal{D} + 1$: intuitively, each term of this theory is either a sum of only variables (a distribution) or an extra element ($\ast$). This axiom describes the unique functorial way of adding termination to a convex algebra, the so-called black-hole behaviour of $\ast$, cf. [47].

### 3. Algebraic Theory for Nondeterminism and Probability

In this section we recall the definition of the monad $C$ for probability and nondeterminism, give its presentation via convex semilattices, and present examples of $C$-algebras.
3.1. The monad \( C \) of convex subsets of distributions

The monad \( C \) originates in the field of domain theory \([19],[20],[21]\), and in the work of Varacca and Winskel \([14],[18],[32]\). Jacobs \([17]\) gives a detailed study of (a generalization of) this monad.

For a set \( X \), \( CX \) is the set of non-empty, finitely-generated convex subsets of \( X \), i.e.,
\[
CX = \{ S \subseteq DX \mid S \neq \emptyset, \text{conv}(S) = S, \text{ } S \text{ is finitely generated} \}.
\]

Recall that, for a subset \( S \) of a convex algebra, \( \text{conv}(S) \) is the convex closure of \( S \), i.e., the smallest convex set that contains \( S \), i.e.,
\[
\text{conv}(S) = \left\{ \sum p_i x_i \mid p_i \in [0,1], \sum p_i = 1, x_i \in S \right\}.
\]

We say that a convex set \( S \) is generated by its subset \( B \) if \( S = \text{conv}(B) \). In such a case we also say that \( B \) is a basis for \( S \). A convex set \( S \) is finitely generated if it has a finite basis.

For a function \( f : X \to Y \), \( Cf : CX \to CY \) is given by
\[
Cf(S) = \{ \text{conv}(d) \mid d \in S \} = \overline{Df}(S).
\]

The unit of \( C \) is \( \eta : X \to CX \) given by \( \eta(x) = \{ \delta_x \} \).

The multiplication of \( C \), \( \mu : CX \times CY \to CX \) can be expressed in concrete terms as follows \([17]\). Given \( S \in CX \),
\[
\mu(S) = \bigcup \left\{ \sum \Phi(U) \cdot d \mid d \in U \right\}.
\]

3.2. The presentation of \( C \)

We now introduce the algebraic theory \((\Sigma_{NP}, E_{NP})\) of convex semilattices, that gives us the presentation of \( C \) and thus provides an algebraic theory for nondeterminism and probability.

A convex semilattice \( A \) is an algebra \( A = (A, \oplus, +_p) \) with a binary operation \( \oplus \) and for each \( p \in (0,1) \) a binary operation \( +_p \) satisfying the axioms \((A),(C),(I)\) of a semilattice, the axioms \((A_p),(C_p),(I_p)\) for a convex algebra, and the following distributivity axiom:
\[
(x \oplus y) +_p z \overset{(D)}{=} (x +_p z) \oplus (y +_p z).
\]

Hence, \((\Sigma_{NP}, E_{NP})\) for \( \Sigma_{NP} = \Sigma_N \cup \Sigma_P \) and \( E_{NP} = \Sigma_N \cup E_P \cup \{(D)\} \).

In every convex semilattice there also holds a convexity law, of which we directly present the generalized version in the following lemma.

**Lemma 3.** Let \( A = (A, \oplus, +_p) \) be a convex semilattice. Then for all \( n \in \mathbb{N} \), all \( a_1, \ldots, a_n \in A \) and all \( p_1, \ldots, p_n \in [0,1] \) with \( \sum_{i=1}^n p_i = 1 \) we have
\[
a_1 \oplus \cdots \oplus a_n +_p \left( \sum_{i=1}^n p_i a_i \right) \overset{(C)}{=} a_1 \oplus \cdots \oplus a_n. \tag*{\Box}
\]

For \( p \in [0,1] \) we set \( \overline{p} = 1 - p \). Let \( X \) be an arbitrary set. We define \( \Sigma_{NP} \)-operations on \( CX \) by
\[
S_1 +_p S_2 = \text{conv}(S_1 \cup S_2)
\]
and for \( p \in (0,1) \)
\[
S_1 +_p S_2 = \{ \varphi \mid \varphi = p\varphi_1 + \overline{p}\varphi_2 \text{ for some } \varphi_1 \in S_1, \varphi_2 \in S_2 \}
\]
where \( p\varphi_1 + \overline{p}\varphi_2 = \varphi_1 + \overline{p}\varphi_2 \) is the binary convex combination of \( \varphi_1 \) and \( \varphi_2 \) in \( DX \), defined point-wise. Note that \( S_1 +_p S_2 \) is the Minkowski sum of two convex sets. If convenient, we may sometimes also write, as usual, \( pS_1 + \overline{p}S_2 \) for the Minkowski sum \( S_1 +_p S_2 \).

To prove the presentation theorem, we identify a generic proof method that we only present in the appendix for lack of space. We encourage the reader to read the appendix, also for many other useful properties that deepen the understanding of convex semilattices.

**Theorem 4.** The theory for nondeterminism and probability \((\Sigma_{NP}, E_{NP})\), i.e., the theory of convex semilattices, is a presentation for the monad \( C \).

**Remark 5.** Theorem 4 is to some extent known\(^1\) but we could not find a proof of it in the literature. In \([14],[18]\) a monad for probability and nondeterminism is given starting from a similar algebraic theory (with somewhat different basic algebraic structure). There is also another possible way of combining probability with nondeterminism, by distributing \( \oplus \) over \( +_p \) (see e.g. \([15],[48]\)).

**Remark 6.** Having the presentation enables us to identify and interchangeably use convex subsets of distributions and terms in \( \Sigma_{NP} \) modulo equations in \( E_{NP} \). This is particularly useful in examples and our further developments. Note that in the syntactic view \( \eta(x) \) is identified with the term \( x \).

The presentation is a valuable tool in many situations where reasoning with algebraic theories is more convenient than reasoning with monads. For instance, it is much easier to check whether a certain algebra is a \((\Sigma_{NP}, E_{NP})\)-model, than to check that it is an algebra for the monad \( C \). We illustrate this with three \((\Sigma_{NP}, E_{NP})\) models that play a key role in our further results and exposition.

**The max convex semilattice.** \( \text{Max} = ([0,1], \max, +_p) \) is a \((\Sigma_{NP}, E_{NP})\)-algebra when taking \( \oplus \) to be \( \max : [0,1] \times [0,1] \to [0,1] \) and \( +_p \) the standard convex combination \( +_p : [0,1] \times [0,1] \to [0,1] \) with \( x +_p y = p \cdot x + (1-p) \cdot y \) for \( x, y \in [0,1] \). To check that this is a \((\Sigma_{NP}, E_{NP})\) model, it is enough to prove that \( x +_p y \) satisfies the axioms in \( E_N \), that \( +_p \) satisfies the axioms in \( E_P \), and that they satisfy the axiom \((D)\), namely that \( \max(x,y) +_p z = \max(x+_p z, y+_p z) \).

**The min convex semilattice.** \( \text{Min} = ([0,1], \min, +_p) \) is obtained similarly by taking \( \oplus \) to be \( \min : [0,1] \times [0,1] \to [0,1] \) rather than \( \max \), and gives another example of a \((\Sigma_{NP}, E_{NP})\)-algebra. It is indeed very simple to check that \((\Sigma_{NP}, E_{NP})\) forms a semilattice and that the distributivity law holds.

---

1. Personal communication with Gordon Plotkin.
The min-max interval convex semilattice. We consider the algebraic structure $M_2 = ([0, 1], \min, \max, +^1_p)$ for $J$ the set of intervals on $[0, 1]$, i.e.,

$$J = \{[x, y] \mid x, y \in [0, 1] \text{ and } x \leq y\}.$$ 

For $[x_1, y_1], [x_2, y_2] \in J$, we define $\min: J \times J \to J$ as $\min(\min(x_1, x_2), \max(y_1, y_2))$ and $\max: J \times J \to J$ by

$$\max(\max(x_1, x_2), \min(y_1, y_2)) = [x_1 + p, x_2, y_1 + p, y_2].$$

The fact that this is a model for $(\Sigma_{NP}, E_{NP})$ follows easily from the fact that Max and Min are models for $(\Sigma_{NP}, E_{NP})$.

Remark 7. The fact that Max and Min are $C$-algebras on $[0, 1]$ was already proven in [49], without an algebraic presentation. Having the algebraic presentation significantly simplifies the proofs.

4. Adding termination

So far, we have provided a presentation for the monad $C$ which combines probability and nondeterminism. In order to properly model NPLTS, we need a last ingredient: termination. As discussed in Section 2, termination is given by

$$\min: J \times J \to J$$

and $\max_J: J \to J$ by

$$\max_J(x) = \max(\max(x, 0), 0).$$

The fact that this is a model for $(\Sigma_{NP}, E_{NP})$ follows easily from the fact that Max and Min are models for $(\Sigma_{NP}, E_{NP})$.

Proposition 8. $M_2([0, 0]) = ([0, 1], \min, \max, +^1_p, [0, 0])$ is the free pointed convex semilattice generated by a singleton set.

Like for the monad $\mathcal{P}_{ne}$, there exist more than one interesting way of combining $C$ with $+^1_p$. Rather than pointed convex semilattices, one can consider convex semilattices with bottom, namely algebras for the theory $\mathcal{CSB} = (\Sigma_{NP} \cup \Sigma_T, E_{NP} \cup \{(B)\})$ obtained by adding $B$ to $\mathcal{P}_{ne}$. Otherwise, one can add the axiom $(T)$ and obtain the theory $\mathcal{CS} = (\Sigma_{NP} \cup \Sigma_T, E_{NP} \cup \{(T)\})$ of convex semilattices with top. We denote by $T_{\mathcal{CSB}}$ and $T_{\mathcal{CS}}$ the corresponding monads.

As we will illustrate in Section 5, particularly relevant for defining trace semantics is the free algebra $\mu: M\mathcal{F}\{\bullet\} \to M\mathcal{F}\{\bullet\}$ generated by a singleton $\{\bullet\}$. In the next two propositions we identify these algebras for the monads $T_{\mathcal{CSB}}$ and $T_{\mathcal{CS}}$ in concrete terms.

Proposition 9. Max$_B = ([0, 1], \max, +^1_p, 0)$ is the free convex semilattice with bottom generated by $1 = \{\bullet\}$. □

Proposition 10. Min$_T = ([0, 1], \min, +^1_p, 0)$ is the free convex semilattice with top generated by $1 = \{\bullet\}$. □

At this point the reader may wonder what happens when one considers the axioms $(B_p)$ and $(T_p)$ in place of $(B)$ and $(T)$. We have already shown at the end of Section 2.4, that the axiom $(B_p)$ makes the probabilistic structure collapse. When focussing on the free algebra generated by $\{\bullet\}$, also quotienting by $(T_p)$ is not really interesting: one can show by induction on the terms in $T_{\Sigma_{NP} \cup \Sigma_T}(\{\bullet\})$ that every term is equal via $E_{NP} \cup \{(T_p)\}$ to either $\bullet$ or $\bullet$ or $\bullet \oplus \bullet$.

So, we have found three interesting ways of combining termination with probability and nondeterminism. Table 1 summarises these theories, their monads, and their algebras.

5. Coalgebras and Determinisation

In this section, we briefly introduce coalgebra and the generalized determinization [30] construction, as well as trace semantics by determinization. We present some simple properties and a new important result concerning the semantics.

5.1. Coalgebra

The theory of coalgebra provides an abstract framework for state-based transition systems and automata. Let $\mathbf{Sets}$ be the category of sets and functions. A coalgebra in $\mathbf{Sets}$ is a pair $(S, c)$ of a state space $S$ and a function $c: S \to FS$ where $F: \mathbf{Sets} \to \mathbf{Sets}$ is a functor that specifies the type of transitions. Sometimes we say the coalgebra $c: S \to FS$, meaning the coalgebra $(S, c)$.

A coalgebra homomorphism from a coalgebra $(S, c)$ to a coalgebra $(T, d)$ is a function $h: S \to T$ that satisfies $doh = Fh\circ c$. Coalgebras of a functor $F$ and their coalgebra homomorphisms form a category, denoted by $\mathbf{Coalg}(F)$.

The final object in $\mathbf{Coalg}(F)$, when it exists, is the final $F$-coalgebra. We write $\zeta: Z \Rightarrow FZ$ for the final $F$-coalgebra. For every coalgebra $c: S \to FS$, there is a unique homomorphism $[\cdot]_c$ to the final one, the final coalgebra map, making the diagram below commute:

$$\begin{array}{ccc}
FS & \xrightarrow{F\zeta} & FZ \\
\xrightarrow{c} & & \xrightarrow{\zeta} \\
S & \Rightarrow & Z
\end{array}$$

The final coalgebra semantics $\sim$ is the kernel of the final coalgebra map, i.e., two states $s$ and $t$ are equivalent in the final coalgebra semantics iff $[s]_c = [t]_c$.

Even without a final coalgebra, coalgebras over a concrete category are equipped with a generic behavioural equivalence. Let $(S, c)$ be an $F$-coalgebra on $\mathbf{Sets}$. An equivalence relation $R \subseteq S \times S$ is a kernel bisimulation (synonymously, a cocongruence) [50], [51], [52] if it is the kernel of a homomorphism, i.e., $R = \ker h = \{(s, t) \in S \times S \mid h(s) = h(t)\}$ for some coalgebra homomorphism $h: (S, c) \to (T, d)$ to some $F$-coalgebra $(T, d)$. Two states $s, t$ of a coalgebra are behaviourally equivalent (notation:
s ≈ t) iff there is a kernel bisimulation R with (s, t) ∈ R. If a final coalgebra exists, then the behavioural equivalence and the final coalgebra semantics coincide, i.e., ≈ = ∼.

The following are well-known examples of F-coalgebras on Sets:

1. Labelled transition systems, LTS, are coalgebras for the functor F = Π^A. Behavioural equivalence coincides with strong bisimilarity.
2. Nondeterministic automata, NA, are coalgebras for F = 2 × Π^A where 2 = \{0, 1\} is needed to differentiate whether a state is accepting or not.
3. Deterministic automata, DA, are coalgebras for F = 2 × (·)^A. The final coalgebra is carried by the set of all languages 2^A.*
4. Moore automata, MA, are a slight generalisation of deterministic automata with observations O: they are coalgebras for F = O × (·)^A. The final coalgebra is carried by the set of all O-valued languages O^A*.

### Systems and Automata with M-effects

In general, for a monad M, we call an M^A-coalgebra a system with M-effects, and we call an O × M^A-coalgebra an automaton with M-effects and observations in O. We write c = (o, t) for an automaton with M-effects and observations in O, where o: X → O is the observation map assigning observations to states, and t: X → (MX)^A is the transition structure.

For instance, an LTS is a system with Π-effects, and a nondeterministic automaton is an automaton with Π-effects and observations in 2. We now introduce the systems and automata that we focus on in this paper.

### Nondeterministic Probabilistic labelled transition systems, NPLTS

Also known as simple Segala systems, are coalgebras for the functor F = (ΠD)^A. Behavioural equivalence coincides with strong probabilistic bisimilarity [53], [54]. Special cases of NPLTS are LTS, when all distributions are Dirac distributions, and reactive probabilistic labelled transition systems (RPLTS), when all subsets are at most singletons. An RPLTS is a coalgebra of the functor (D+1)^A.

### Convex NPLTS

are coalgebras for (C + 1)^A. Behavioural equivalence coincides with convex probabilistic bisimilarity [16]. The move from NPLTS to convex NPLTS is given by a natural transformation conv: ΠD → C + 1 with conv(∅) the convex hull for X ⊆ DS, X ≠ ∅, and conv(∅) = ∗. Therefore, conv^A: (ΠD)^A → (C + 1)^A defined pointwise is natural as well. As a consequence [27], [53], we get a translation functor from NPLTS to convex NPLTS, and hence bisimilarity implies convex bisimilarity for NPLTS.

### Non-deterministic Probabilistic automata, NPA

with observations in O are (for us in this paper) coalgebras for F = O × (C + 1)^A. We explain in Section 5.3 below how to move from (convex) NPLTS to NPA, which involves two steps: (1) Adding observations and (2) Dealing with termination.

We write x a→ m for t(x)(a) = m with a ∈ A, x ∈ X, m ∈ MX in a system or automaton with M-effects. For an LTS t: X → (ΠX)^A we also write, as usual, x a→ y for y ∈ t(x)(a) and x /∈ t(x)(a) = ∅; for an RPLTS t: X → (DX + 1)^A, we may also write x a→ p for t(x)(a) = p and again x /∈ t(x)(a) = ∗. Note that in all our examples of systems and automata there is an implicit finite branching property ensured by the use of Π, D and C involving only finite subsets, finitely supported distributions, and finitely generated convex sets.

### 5.2. Generalised Determinisation

The construction of generalised determinisation was originally discovered in [30]. It enables us to obtain trace semantics for coalgebras of type c: X → FMX where F is a functor and M a monad. The result is a determinised coalgebra c♯: MX → FMX and the semantics is derived from behavioural equivalence for F-coalgebras.

Let c: X → FMX be a coalgebra and λ: MF ⇒ FM a distributive law of the monad M over the functor F. Such a λ is a natural transformation that commutes appropriately with the unit and the multiplication of M, i.e., λ ◦ η = Fη and λ ◦ μ = Fλ ◦ λ ◦ Mλ. Then the determinisation is the coalgebra

\[ c^♯ = Fμ ◦ λ ◦ Mc. \]  

(2)

It is easy to show that c^♯ ◦ η = c which justifies the notation c^♯. The carrier MX carries an M-algebra, the free one generated by X, FMX also does, Fμ ◦ λ is an M-algebra, and c^♯ is the unique extension of c to a homomorphism from the free M-algebra (MX, μ) to the M-algebra (FMX, Fμ ◦ λ).

We obtain behavioural equivalence on MX via the final coalgebra morphism \([\cdot]_c^♯\) into the final coalgebra for F: for m, n in MX, m ∼ n iff \([m]_c^♯ = [n]_c^♯\). This in turn induces an equivalence on X, via the unit of the monad η; for x, y ∈ X, x ∼ y iff η(x) ∼ η(y). If F is such that a final F-coalgebra does not exist, we can still define ∼ via behavioural equivalence by: for x, y ∈ X, x ∼ y iff η(x) ≈ η(y). This induced semantics ∼ on X is what we call the trace semantics via determinisation.

---

<table>
<thead>
<tr>
<th>Theory (Σ, E)</th>
<th>Monad M</th>
<th>free algebra μ: MM1 → M1</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCS = (ΣNP ∪ ΣT, ENP)</td>
<td>C(+1) = TPCS</td>
<td>M_{(0,0)} = (\min - \max +, [0,0])</td>
</tr>
<tr>
<td>CST = (ΣNP ∪ ΣT, ENP ∪ {B})</td>
<td>T_{CST}</td>
<td>MaxB = ([0,1], \max +, 0)</td>
</tr>
<tr>
<td>CST = (ΣNP ∪ ΣT, ENP ∪ {T})</td>
<td>T_{CST}</td>
<td>MinT = ([0,1], \min +, 0)</td>
</tr>
</tbody>
</table>

**TABLE 1.** The theories of pointed convex semilattices, with bottom, and with top.
Determinizing automata with $M$-effects and observations in $O$. In this paper, we only consider determinisation of automata with $M$-effects and observations in $O$. Hence, $FM$-coalgebras for the Moore-automata functor $F = O \times (\cdot)^A$, where $O$ is a set of observations. The following proposition shows that determinising automata with $M$-effects and observations in $O$ is always possible when the observations carry an $M$-algebra [30], [55].

**Proposition 11.** For an Eilenberg-Moore algebra $a : MO \to O$, for $F = O \times (\cdot)^A$ and any monad $M$ on Sets there is a canonical distributive law $\lambda_X : MF \Rightarrow FM$ given by

$$M(O \times X^A) \xrightarrow{(M\pi_1,M\pi_2)} MO \times M(X^A) \xrightarrow{\alpha \times \text{st}} O \times (MX)^A$$

where $\text{st}$ is the map $st: M(X^A) \to (MX)^A$ defined by $st(\varphi) = (a \mapsto Mev_a(\varphi))$ with $\text{ev}_a : X^A \to X$ the evaluation map defined as $\text{ev}_a(\varphi) = \varphi(a)$. \hfill \Box

As a consequence, we can determinise $c = \langle o,t \rangle : X \to O \times (MX)^A$ to $c^\sharp = \langle o^\sharp, t^\sharp \rangle$ where $o^\sharp = o \circ Mo$ and $t^\sharp = \mu_1^\sharp \circ st \circ Mt$. The final coalgebra for the determinisation of automata with $M$-effects and observations in $O$ is carried by the $O$-weighted languages over alphabet $A$, i.e., maps $A^* \to O$. Unfolding the inductive definition of the final coalgebra semantics for automata with $M$-effects and observations in $O$, see e.g. [28], gives $[\eta(x)]_{C^\sharp}(\varepsilon) = o^\sharp(x)$ and $[\eta(x)]_{C^\sharp}(aw) = t^\sharp(\mu_1^\sharp(aw))$. \hfill \Box

Knowing that $(\Sigma,E)$ is a presentation for the monad $M$, we can write the algebraic structure, and hence the determination concretely as follows. For an $n$-ary operation symbol $f \in \Sigma$ and a $(\Sigma,E)$-algebra $A = (A,\Sigma_A)$ we write $f_A$ for the $n$-ary operation on $A$ that is the interpretation of $f$. We have

$$f_{FMX}(\langle o_1,f_1 \rangle, \ldots, \langle o_n,f_n \rangle) = (f_O(o_1,\ldots,o_n),(a \mapsto f_{MX}(f_1(a),\ldots,f_n(a))))$$

Therefore, for a coalgebra $c : X \to FMX$, we have that $c^\sharp = \langle o^\sharp, t^\sharp \rangle$ is inductively defined on the structure of the $\Sigma$-terms by $o^\sharp(x) = o(x)$, $t^\sharp(x) = t(x)$ and

$$o^\sharp(f_{MX}(t_1,\ldots,t_n)) = f_O(o^\sharp(t_1),\ldots,o^\sharp(t_n)) \quad (3)
\quad t^\sharp(f_{MX}(t_1,\ldots,t_n)(a)) = f_{MX}(t^\sharp(t_1)(a),\ldots,t^\sharp(t_n)(a))$$

**Example 12.** Applying this construction to $F = 2 \times (\cdot)^A$ and $M = \mathcal{P}$, one transforms $c : X \to 2 \times (\mathcal{P}X)^A$ into $c^\sharp : \mathcal{P}X \to 2 \times (\mathcal{P}X)^A$. The former is a nondeterministic automaton and the latter is a deterministic automaton which has $\mathcal{P}X$ as states space. In [30], see also [55], it is shown that, using the distributive law from Proposition 11, as $2 = \mathcal{P}1$ is the carrier of the free $\mathcal{P}$-algebra, this amounts exactly to the standard determinisation from automata theory and justifies the term generalised determinisation. The obtained semantics is language equivalence.

It is worth to mention that both the determinised coalgebra $c^\sharp : MX \to FMX$ and the final $F$-coalgebra are actually bialgebras [56], [57], roughly they are both an $M$-algebra and an $F$-coalgebra. Moreover, the unique coalgebra morphism $\eta^\sharp : MX \to O^A$ is also an $M$-algebra homomorphism. The latter entails the first item of the following.

**Theorem 13** ( [30], [58]). The following properties hold for any coalgebra $c : X \to FMX$ and its determinisation $c^\sharp : MX \to FMX$:

1) Behavioural equivalence for $(MX,c^\sharp)$ is a congruence w.r.t. the algebraic structure of $M$.
2) Behavioural equivalence for $(X,c)$ implies trace semantics via determinisation.
3) Up-to context is a compatible [38] proof technique.

The second item will be used later in Section 6 to show that convex bisimilarity implies trace equivalence for NPLTS. The third item will be better explained in Section A.

### 5.3. From Systems to Automata

Dealing with automata, i.e., having observations, is crucial for determinisation. Starting from an LTS $t : X \to (\mathcal{P}X)^A$, we can add observations in $2 = \mathcal{P}1$ in the simplest possible way, making every state an accepting state:

$$o = (X \xrightarrow{1} 1 \xrightarrow{\eta_1} \mathcal{P}1 = 2)$$

and determinise the NA $\langle o,t \rangle : X \to 2 \times (\mathcal{P}X)^A$. The induced semantics $\equiv_{\text{LTS}}$ on the state space $X$ is the standard trace semantics for LTS [59].

This same approach can be applied in the case of any system with $M$-effects $t : X \to (MX)^A$. We can add observations in $O = M1$ by

$$o = (X \xrightarrow{1} 1 \xrightarrow{\eta_1} M1),$$

determinising the automaton $\langle o,t \rangle$ with $M$-effects using the free algebra on $M1$, and obtain the trace semantics after determinisation $\equiv$.

**From NPLTS to NPA.** In order to define trace semantics for NPLTS via generalised determinisation, we need to transform them into NPA which are automata with $C(+1)$-effects. We proceed in two steps: we transform an NPLTS to a system with $C(+1)$-effects, and then add observations via the general recipe of this section. Given an NPLTS $t : X \to (\mathcal{P}X)^A$ we first transform it into the convex NPLTS $X \xrightarrow{t} (\mathcal{P}X)^A \xrightarrow{\text{conv}^A} (CX+1)^A$ and then employ the distributive law $\iota$ from Section 2.3 to obtain

$$\bar{t} = (X \xrightarrow{t} (\mathcal{P}X+1)^A \xrightarrow{\text{conv}^A} (CX+1)^A \overset{\iota^A}{\longrightarrow} (C(X+1))\}$$

Note that $\bar{t}$ is a system with $C(+1)$-effects. Moreover, by construction, NPLTS-bisimilarity for $t$ implies convex bisimilarity, and further convex bisimilarity implies behavioural equivalence for the resulting system with $C(+1)$-effects $\bar{t}$. Finally, we add observations as prescribed above:

$$\bar{o} = (X \xrightarrow{1} \eta_1 \xrightarrow{C(1+1)}).$$
and get the desired automaton with \(C(\cdot +1)\)-effects and observations in \(C(1+1)\). Adding such observations again preserves behavioural equivalence.

**Why is termination inside?** We have seen that, when moving from NPLTS to NPA, in particular when moving from convex NPLTS to NPA, we are not just adding an observation. We are also moving, via the \(\nu\) distributive law, from the functor \(C+1\) to the functor \(C(\cdot +1)\). The reason why we do this can already be understood in the simpler case of RPLTS, where the monad \(\mathcal{D}\) is used instead of \(C\). We have that \(\mathcal{D}+1\) is already a monad, and there is a monad map in both directions between \(\mathcal{D}(\cdot +1)\) and \(\mathcal{D}+1\). So we could take a \(\mathcal{D}+1\)-algebra and perform a determinisation with respect to \(\mathcal{D}+1\). There is however an undesired consequence of doing so, as illustrated by the following example.

**Example 14.** Trace semantics for RPLTS is defined in a similar way, see the construction in [60], [61]. An RPLTS \(t \colon X \to (\mathcal{D}X+1)^A\) can similarly be transformed to a system with \(\mathcal{D}(\cdot +1)\)-effects using the distributive law \(\nu\):

\[
t = X \xrightarrow{t} (\mathcal{D}X+1)^A \xrightarrow{t^*} (\mathcal{D}(X+1))^A.
\]

Consider the following RPLTS.

\[
\begin{array}{c}
\begin{tikzpicture}
\node (x) at (0,0) {$x$};
\node (x1) at (0,-1) {$x_1$};
\node (x2) at (0,-2) {$x_2$};
\node (y1) at (1,-1) {$y_1$};
\node (y2) at (1,-2) {$y_2$};
\draw[->] (x) to [loop above] node {$a$} (x);
\draw[->] (x1) to node [fill=white] {$\frac{1}{2}$} (x);
\draw[->] (x2) to node [fill=white] {$\frac{1}{2}$} (x);
\draw[->] (y1) to node [fill=white] {$1$} (x);
\draw[->] (y2) to node [fill=white] {$1$} (x);
\end{tikzpicture}
\end{array}
\]

The states \(x\) and \(y\) should not be trace equivalent, since \(x\) has probability \(\frac{1}{2}\) of performing trace \(ab\), and \(y\) has probability \(\frac{1}{2}\) of performing trace \(ab\). Let us look at what happens, however, if we determine this system (seen as the \((\mathcal{D}+1)^A\) coalgebra \(t\)) with respect to the monad \(\mathcal{D}+1\).

The determinised transition function \(t^*_\nu\) will give us states in \(\mathcal{D}X+1\), i.e., states that are either full distributions or the element \(*\in1\) and we have

\[
t^*\nu(x)(a) = x_1 + \frac{1}{2} x_2 \quad t^*\nu(y)(a) = y_1 + \frac{1}{2} y_2.
\]

However,

\[
t^*\nu(x_1 + \frac{1}{2} x_2)(b) = t_\nu(x_1)(b) + \frac{1}{2} t_\nu(x_2)(b) = *
\]

\[
t^*\nu(y_1 + \frac{1}{2} y_2)(b) = t_\nu(y_1)(b) + \frac{1}{2} t_\nu(y_2)(b) = *
\]

Hence, whatever \((\mathcal{D}+1)\)-algebra of observation we take, these states in the lifted system will return the same observation, i.e., \(\sigma^\mathcal{D}(x)(ab) = \sigma^\mathcal{D}(y)(ab)\). As a consequence, \(x\) and \(y\) will be equivalent.

Hence, moving to a monad with termination inside is a fundamental step in our construction, if we want to distinguish processes such as those in the previous example.

However, there are cases in which determining with respect to two different monads and algebras leads to the same semantics, as shown in the next example.

**Example 15.** As described above, we turn an RPLTS into an automaton with \(\mathcal{D}(\cdot +1)\)-effects with observations in \([0,1] = \mathcal{D}(1+1)\) equipped with the the free algebra generated by \(1\). The observation function \(o \colon X \to [0,1]\) maps every state \(x \in X\) to the element \(1 \in [0,1]\).

The function \([\cdot]_{\nu} \odot \eta \colon X \to [0,1]^A\) obtained via the generalised determinisation of \(c = (o, t)\) assigns to each state \(x \in X\) and trace \(w \in A^*\) the probability of reaching from \(x\) any other state via \(w\). We write \(\equiv_{\mathcal{D}}\) for the induced trace equivalence.

Interestingly, (Rabin) probabilistic automata [31] are defined slightly differently: these are automata with \(\mathcal{D}\)-effects and observations in \([0,1]\), \((o, t) \colon X \to [0,1] \times (\mathcal{D}X)^A\) (see [30]). The set of observations is the same, but transitions go in distributions rather than in subdistributions. The theorem of the next section guarantees that only the algebra of observations matters for the resulting semantics, so using \(\mathcal{D}\) in place of \((\mathcal{D}(\cdot +1))\) does not change the obtained equivalence which in both cases coincides with the probabilistic language equivalence of [31].

### 5.4. Invariance of the Semantics

We next state a theorem that guarantees invariance of the trace semantics via determinisation for automata with \(M\)-effects and observations in \(O\), under controlled changes of the monad or the algebra of observations. The proofs of the invariance theorem and its corollary are in Appendix F.

**Theorem 16** (Invariance Theorem). Let \((M, \eta, \mu)\) be a monad and \(a \colon MO \to O\) an \(M\)-algebra. Let \(c = (o, t) \colon X \to O \times (MX)^A\) be an automaton with \(M\)-effects and observations in \(O\) and \([\cdot]_O \colon MX \to O^A\) the semantic map induced by the generalised determinisation wrt. \(a\), i.e.,

\[
\left[\cdot\right]_O = [\cdot]_a .\]

1) **Transitions:** Let \(\hat{M}, \hat{\eta}, \hat{\mu}\) be a monad and \(\sigma \colon M \Rightarrow M\ a\ monad\ map.\ Let \(\hat{a} \colon \hat{M}O \to \hat{O}\ an\ \hat{M}\-algebra.\ Consider\ the\ coalgebra \(\hat{c} = (\hat{o}, \hat{t}) = (o, \sigma X \odot t) \colon X \to O \times (\hat{M}X)^A\)

and let \([\cdot]_O \colon \hat{M}X \to \hat{O}^A\ be the semantic map induced by its generalised determinisation wrt. \(\hat{a}\). If \(a = \hat{a} \circ \sigma O\), then \([\cdot]_O \odot \hat{\eta}X = [\cdot] \odot \eta X.\)

2) **Observations:** Let \(\hat{a} \colon \hat{M}O \to \hat{O}\ be an \hat{M}\-algebra and let \(h \colon (O, o) \to (\hat{O}, \hat{a})\ be an \hat{M}\-algebra morphism.\ Consider\ the\ coalgebra \(\hat{c} = (\hat{o}, \hat{t}) = (h \circ o, t) \colon X \to \hat{O} \times (\hat{M}X)^A\)

and let \([\cdot]_O \colon TX \to \hat{O}^A\ be induced by the generalised determinisation wrt. \(\hat{a}\). Then \([\cdot]_O = [\cdot]_a \circ \hat{\eta}X.\)

**Corollary 17.** Let \((M, \eta, \mu)\) be a submonad of \((\hat{M}, \hat{\eta}, \hat{\mu})\ via an injective monad map \(\sigma \colon M \Rightarrow \hat{M}\). Let \(t \colon X \to (\hat{M}X)^A\ be a system with \(M\)-effects and let \(\hat{t}\) be the system with \(M\)-effects \(\sigma X \odot t \colon X \to (\hat{M}X)^A\). Let \(o = (X \xrightarrow{\sigma} \hat{M}1, \hat{M}1)\) and \(\hat{o} = (X \xrightarrow{\hat{\sigma}} \hat{M}1, \hat{M}1)\) and \(\equiv, \hat{\equiv} \subseteq X \times X\ be the corresponding trace equivalences after determinisation of \((o, t)\), \((\hat{o}, \hat{t})\), respectively. Then \(\equiv = \hat{\equiv}\).
6. May / Must Traces for NPLTS

In this section, we put all the pieces together and give the definitions of may, must, and may-must trace semantics for NPLTS using generalised determinisation. We work with the monad \( T_{\text{PES}} = C(\cdot + 1) \) and consider its two quotients \( T_{\text{ESB}} \) and \( T_{\text{EST}} \). Each of these choices gives us a trace equivalence via determinisation. We start with the notion of may-must traces.

May-must trace equivalence. Given an NPLTS \( t: X \to (PDX)^A \), let \( \langle \hat{o}, \hat{t} \rangle \) be the automaton with \( T_{\text{PES}} \)-effects and observations in \( T_{\text{PES}}1 \) as in Equation (4) and Equation (5). Let \( \langle \hat{\sigma}, \hat{\pi} \rangle \) be the determinisation of \( \langle \hat{o}, \hat{t} \rangle \) using the free \( T_{\text{PES}} \)-algebra, i.e., by Proposition 8, the min-max interval pointed convex semilattice \( M_{(0, [0, 1])} \), on \( T_{\text{PES}}1 \). We write \( \hat{\pi} \) for the semantics map from \( T_{\text{PES}}X \to (T_{\text{PES}}1)^A \) and \( \equiv \) for the corresponding trace equivalence on \( X \). We call this equivalence may-must trace equivalence for the original NPLTS.

Using the presentation of the monad, as in Equation (3), recalling that \( \hat{o}(x) = [1, 1] \) we can spell out the inductive definition of the determinisation:

\[
\hat{\sigma}(S) = \begin{cases} 
[1, 1] & \text{if } S = x; \\
[0, 0] & \text{if } S = *; \\
S_1 \min \max S_2 & \text{if } S = S_1 \oplus S_2; \\
S_1 + p S_2 & \text{if } S = S_1 + p S_2.
\end{cases}
\]

\[
\hat{\pi}(S)(a) = \begin{cases} 
\hat{t}(x)(a) & \text{if } S = x; \\
\emptyset & \text{if } S = *; \\
\hat{\pi}(S_1)(a) \oplus \hat{\pi}(S_2)(a) & \text{if } S = S_1 \oplus S_2; \\
\hat{\pi}(S_1)(a) + p \hat{\pi}(S_2)(a) & \text{if } S = S_1 + p S_2.
\end{cases}
\]

May trace equivalence and must trace equivalence. Now one may want to treat termination in a different way and exploit the monads \( T_{\text{ESB}} \) and \( T_{\text{EST}} \) discussed in Section 4. Given the monad morphisms \( q_B: T_{\text{PES}} \Rightarrow T_{\text{ESB}} \) and \( q_T: T_{\text{PES}} \Rightarrow T_{\text{EST}} \) quotienting \( T_{\text{PES}} \) by \( (B) \) and \( (T) \), respectively, one can construct the transition functions

\[
\hat{t}_B = q_B^A \circ \hat{t}: X \to (T_{\text{ESB}}X)^A \\
\hat{t}_T = q_T^A \circ \hat{t}: X \to (T_{\text{EST}}X)^A.
\]

For the observations, we always use the general recipe of Section 5.3 and take the observation functions:

\[
\hat{o}_B = (X \to 1 \ni \eta_1 \to T_{\text{ESB}}1) \\
\hat{o}_T = (X \to 1 \ni \eta_1 \to T_{\text{EST}}1).
\]

Recall from Proposition 9 and Proposition 10 that \( \text{Max}_B = ([0, 1], \max, +_p, 0) \) and \( \text{Min}_T = ([0, 1], \min, +_p, 0) \) are, the free convex semilattice with bottom and, respectively, with top, generated by the singleton set 1. Therefore these algebraic structures will be used for the determinisations.

We have, \( \hat{\sigma}_B: T_{\text{ESB}}X \to [0, 1] \) and \( \hat{\sigma}_T: T_{\text{EST}}X \to [0, 1] \) are given as follows, since \( \hat{o}_B(x) = 1 \) and \( \hat{o}_T(x) = 1 \):

\[
\hat{\sigma}_B(S) = \begin{cases} 
1 & \text{if } S = x; \\
0 & \text{if } S = *; \\
S_1 \max S_2 & \text{if } S = S_1 \oplus S_2; \\
S_1 + p S_2 & \text{if } S = S_1 + p S_2.
\end{cases}
\]

\[
\hat{\sigma}_T(S) = \begin{cases} 
1 & \text{if } S = x; \\
0 & \text{if } S = *; \\
S_1 \min S_2 & \text{if } S = S_1 \oplus S_2; \\
S_1 + p S_2 & \text{if } S = S_1 + p S_2.
\end{cases}
\]

The determinisation of the transition function \( \hat{\pi}_B: T_{\text{ESB}}X \to (T_{\text{ESB}}1)^A \) and \( \hat{\pi}_T: T_{\text{EST}}X \to (T_{\text{EST}}1)^A \) are defined in the same way like \( \hat{\pi} \) above.

The coalgebras \( \langle \hat{\sigma}_B, \hat{\pi}_B \rangle \) and \( \langle \hat{\sigma}_T, \hat{\pi}_T \rangle \) give rise to morphisms \( \hat{\pi}_B: T_{\text{ESB}}X \to [0, 1]^A \) and \( \hat{\pi}_T: T_{\text{EST}}X \to [0, 1]^A \) and corresponding behavioural equivalences: \( \equiv_B \) and \( \equiv_T \). We call \( \equiv_B \) the may trace equivalence for the NPLTS, and \( \equiv_T \) the must trace equivalence.

Example 18. Consider the convex closure of the NPLTS from Figure 1. We can syntactically describe the sets of subdistributions reached by a state when performing a transition as follows:

\[
\begin{align*}
&x \xrightarrow{a} x_1 \oplus (x_3 + \frac{1}{2} x_2) \\
&y \xrightarrow{\gamma} y_1 \oplus (y_4 + \frac{1}{2} y_2) \oplus ((y_2 + \frac{1}{2} y_4) + \frac{1}{2} y_3) \\
&x_1 \xrightarrow{b} x + \frac{1}{2} x_3 \\
&y_1 \xrightarrow{c} y + \frac{1}{2} y_4 \\
&x_2 \xrightarrow{b} x_3 \\
&y_2 \xrightarrow{c} y_4 \\
&x_3 \xrightarrow{c} x \\
&y_3 \xrightarrow{c} y
\end{align*}
\]

In the determinised system, we have

\[
\begin{align*}
&x \xrightarrow{a} S_1 \xrightarrow{b} S_2' \\
&y \xrightarrow{\gamma} S_1' \xrightarrow{b} S_2
\end{align*}
\]

for \( S_1 = x_1 \oplus (x_3 + \frac{1}{2} x_2) \) \( S_2 = (x + \frac{1}{2} x_3) \oplus (\star + \frac{1}{2} x_3) \)

\[
S_1' = y_1 \oplus (y_4 + \frac{1}{2} y_2) \oplus ((y_2 + \frac{1}{2} y_4) + \frac{1}{2} y_3)
\]

\[
S_2' = (y + \frac{1}{2} y_4) \oplus (\star + \frac{1}{2} y_4) \oplus ((y_4 + \frac{1}{2} \star) + \frac{1}{2} \star)
\]

Consider now the observations associated to the terms in the may-must semantics. We have \( \hat{\sigma}(x) = [1, 1] = \hat{\sigma}(y) \) and hence

\[
\hat{\sigma}(S_1) = [1, 1] \min \max([1, 1] \oplus [1, 1]) = [1, 1].
\]

Analogously, \( \hat{\sigma}(S_1') = [1, 1] \). Furtheron

\[
\hat{\sigma}(S_2) = ([1, 1] \oplus [1, 1]) \min \max([0, 0] \oplus [1, 1]) = [\frac{1}{2}, 1]
\]

and in the same way we derive \( \hat{\sigma}(S_2') = [\frac{1}{2}, 1] \). Hence, \( x \) and \( y \) are not may-must trace equivalent: \([x] = [\frac{1}{2}, 1] \).
The following properties hold for NPLTS:

Theorem 19. The following properties hold for NPLTS:
1) Each of the three trace equivalences is a congruence w.r.t. \( +_{p} \oplus \) and \( \ast \).
2) Both bisimilarity and convex bisimilarity imply each of the three trace equivalences.
3) Up-to context is compatible (see Appendix A) for each of the three equivalences. \( \square \)

We might have performed the generalised determinisation in a number of different ways, for instance by eliminating \( \text{conv} \) from the definition of \( t \). In Appendix G, we show that Theorem 16 guarantees that many different construction always lead to our semantics. In the same appendix we give also a simple concrete description of the final-coalgebra bialgebra of probabilistic traces.

**Backward compatibility.** We now state the backward compatibility of our semantics with the corresponding trace semantics for LTS and RPLTS. The proof follows from Corollary 17, since: (1) \( \mathcal{P} \cong T_{S\mathcal{B}} \) for the theory \( S\mathcal{B} \) of semilattices with bottom and we show that there is an injective monad map \( T_{S\mathcal{B}} \Rightarrow T_{C\mathcal{B}} \); and (2) The natural transformation \( \text{conv} \circ \eta_{w}^{-1} \colon \mathcal{P} \Rightarrow C \) is an injective monad map and hence, by Lemma 1, there is an injective monad map \( \mathcal{D} (\cdot + 1) \Rightarrow C (\cdot + 1) \).

Theorem 20. Trace semantics \( \equiv_{\text{LTS}} \) for LTS coincides with may trace semantics after determinisation \( \equiv_{B} \) of the LTS seen as NPLTS. Trace semantics \( \equiv_{\text{RPLTS}} \) for RPLTS coincides with each of the three (may, must, and may-must) trace semantics \( \equiv \) of the RPLTS seen as NPLTS. \( \square \)

For LTS, one can also study the variants corresponding to must and may-must trace semantics, that have not been studied in the literature. We define them in Appendix G, and show backward compatibility results for them as well.

### 7. From the global to the local perspective

Usually trace semantics for NPLTS is defined in terms of *schedulers*, or *resolutions*: intuitively, a scheduler resolves the nondeterminism by choosing, at each step of the execution of an NPLTS, one of its possible transitions; the transition systems resulting from these choices are called resolutions.

This perspective on trace semantics is somehow opposed to ours, where the generalised determinisation keeps track of all possible executions at once. In this sense, the determinisation provides a perspective which is *global*, opposite to those of resolutions that are *local*. In this section, we show that our semantics can be characterised through such local views, by means of resolutions, defined as follows.

**Definition 21.** Let \( X \rightarrow (\mathcal{P} \mathcal{D} X)^{A} \) be an NPLTS. A (randomized) resolution for \( t \) is a triple \( \mathcal{R} = (Y, \text{corr}, r) \) where \( Y \) is a set of states, \( \text{corr} \colon Y \rightarrow X \) is the correspondence function, and \( r \colon Y \rightarrow (\mathcal{D} Y + 1)^{A} \) is an RPLTS such that for all \( y \in Y \) and \( a \in A \),

1) \( r(y)(a) = \ast \) iff \( t(\text{corr}(y))(a) = \ast \),
2) if \( r(y)(a) \neq \ast \) then \( \mathcal{D}(\text{corr})(r(y)(a)) \in \text{conv}(t(\text{corr}(y))(a)) \).

Intuitively, this means that a resolution of an NPLTS is built from the original system by discarding internal nondeterminism (the possibility to perform multiple transitions labelled with the same action) and in such a way that the structure of the original system is preserved.

**Example 22.** Consider the NPLTS on the left of Figure 1. Figure 2 illustrates two resolutions for it, both having the identity as correspondence function. In the resolution \( \mathcal{R}_{1} \), the nondeterministic choice of \( x \) is resolved by choosing the leftmost \( a \)-transition. Instead, the resolution \( \mathcal{R}_{2} \) is obtained by taking a convex combination of the two distributions \( \delta_{x_{3}} \) and \( \Delta_{x_{3}} \), assigning one half probability to each of them.

The reason why we take arbitrary \( \text{corr} \) functions, rather than just injective ones, is that the original NPLTS might contain cycles, in which case we want to allow the resolution to take different choices at different times (see Appendix B.1).

Given a resolution \( \mathcal{R} = (Y, \text{corr}, r) \), we define the function \( \text{prob}_{\mathcal{R}} \colon Y \rightarrow [0, 1]^{A^{*}} \) inductively for all \( y \in Y \) and all \( w \in A^{*} \) as

\[
\text{prob}_{\mathcal{R}}(y)(\varepsilon) = 1;
\]

\[
\text{prob}_{\mathcal{R}}(y)(aw) = \begin{cases} 
0 & \text{if } r(y)(a) = \ast; \\
\sum_{y' \in \text{supp}(\Delta)} \Delta(y') \cdot \text{prob}_{\mathcal{R}}(y')(w) & \text{if } r(y)(a) = \Delta. 
\end{cases}
\]

Intuitively, for all states \( y \in Y \), \( \text{prob}_{\mathcal{R}}(y)(w) \) gives the probability of \( y \) performing the trace \( w \). For instance, in the resolutions in Figure 2, \( \text{prob}_{\mathcal{R}_{1}}(x)(abab) = \frac{1}{2} \) and \( \text{prob}_{\mathcal{R}_{2}}(x)(abab) = \frac{3}{20} \).

Now, given an NPLTS \( (X, t) \), define \( || \cdot || : X \rightarrow [0, 1]^{A^{*}} \) with, for all \( x \in X \) and \( w \in A^{*} \), \( ||x|| (w) \) equal to

\[
\big\{ \text{prob}_{\mathcal{R}}(y)(w) \mid \mathcal{R} = (Y, \text{corr}, r) \text{ is a resolution of } (X, t) \text{ and } \text{corr}(y) = x \big\}.
\]
Similarly, we define $\llbracket x \rrbracket(w)$ as

$$\prod \{ \text{prob}_R(y)(w) \mid R = (Y, \text{corr}, r) \text{ is a resolution of } (X, t) \text{ and } \text{corr}(y) = x \}. $$

The following theorem states that the global view of trace semantics developed in Section 6 coincides with the trace semantics defined locally via resolutions.

**Theorem 23 (Global/local correspondence).** Let $(X, t)$ be an NPLTS. For all $x \in X$ and $w \in A^*$, it holds that

$$\llbracket x \rrbracket(w) = \llbracket \llbracket x \rrbracket(w), |\llbracket x \rrbracket(w) \rrbracket \rrbracket(w).$$

**Corollary 24.** Let $(X, t)$ be an NPLTS. For all $x \in X$ and $w \in A^*$, $\llbracket Y \rrbracket_B(w) = |\llbracket x \rrbracket(w)\rrbracket$ and $\llbracket x \rrbracket_f(w) = \llbracket \llbracket x \rrbracket(w) \rrbracket$. 

Theorem 23 and Corollary 24 provide a characterisation of $\equiv$ and $\equiv_B$ and $\equiv_f$ in terms of resolutions. We next show that $\equiv_B$ coincides with the randomized $\sqcap$-trace equivalence investigated in [40] and inspired by [25], [26].

**Coincidence with randomized $\sqcap$-trace equivalence.** Let $t : X \rightarrow (3PDX)^A$ be an NPLTS. A fully probabilistic resolution for $t$ is a triple $R = (Y, \text{corr}, r)$ such that $Y$ is a set, $\text{corr} : Y \rightarrow X$, and $r : Y \rightarrow (A \times 3DY) + 1$ such that for every $y \in Y$ and $a \in A$ it holds:

- if $r(y) = (a, \Delta)$ then $D(\text{corr}(\Delta)) \in \text{conv}(t(\text{corr}(y))(a))$.

While resolutions resolve only internal nondeterminism, fully probabilistic resolutions resolve both internal and external nondeterminism. Indeed, in a resolution a state can perform transitions with different labels, while in a fully probabilistic resolution a state can perform at most one transition. Moreover, a state $y$ in a fully probabilistic resolutions might not perform any transition (i.e., $r(y) = \ast$), even if the corresponding state $\text{corr}(y)$ may perform a transition (i.e., $t(\text{corr}(y))(a) \neq \ast$ for some $a$).

**Example 25.** As in Example 22, consider the NPLTS on the left of Figure 1. The resolution $R_1$ in Figure 2 is a fully probabilistic resolution, while $R_2$ is not, since $x_2$ is allowed to perform more than one transition, even if labelled by different actions. Other examples of fully probabilistic resolutions are given in Appendix B.2.

As for resolutions, we can define $\text{prob}_R : Y \rightarrow [0, 1]^A^*$ for $R = (Y, \text{corr}, r)$ a fully probabilistic resolution inductively for all $y \in Y$ and all $w \in A^*$ as

$$\begin{align*}
\text{prob}_R(y)(\varepsilon) &= 1; \\
\text{prob}_R(y)(aw) &= \begin{cases} 
\sum_{y' \in \text{supp}(\Delta)} \Delta(y') \cdot \text{prob}_R(y')(w) & \text{if } r(y) = (a, \Delta), \\
0 & \text{otherwise}.
\end{cases}
\end{align*}$$

Given an NPLTS $(X, t)$, we define for all $x \in X$ and $w \in A^*$ $\llbracket x \rrbracket_f(w)$ as

$$\prod \{ \text{prob}_R(y)(w) \mid R = (Y, \text{corr}, r) \text{ is a fully probabilistic resolution of } (X, t) \text{ and } \text{corr}(y) = x \}. $$

In [40] (following [25], [26]), two states $x$ and $y$ are defined to be randomized $\sqcap$-trace equivalent whenever $\llbracket x \rrbracket_f(w) = \llbracket y \rrbracket_f(w)$ $w \in A^{2}$. The following proposition guarantees that such equivalence coincides with $\equiv_f$.

**Proposition 26.** Let $(X, t)$ be an NPLTS. For all $x \in X$ and $w \in A^*$, it holds that $\llbracket x \rrbracket_B(w) = \llbracket \llbracket x \rrbracket(w) \rrbracket_f(w)$. 

**Remark 27.** The correspondence in Proposition 26 does not hold when infima are considered, instead of suprema. Indeed define $\llbracket x \rrbracket_f(w)$ as expected, namely, by replacing $\prod$ with $\bigsqcup$ in $\llbracket \llbracket x \rrbracket_f(w)$. Then for any state $x$ of an arbitrary NPLTS it holds that $\llbracket \llbracket x \rrbracket_f(w) = 0 \text{ for all } w \neq \varepsilon$. To see this, observe that $R' = \{ \{y\}, \text{corr}', r' \}$ with $\text{corr}'(y) = x$ and $r'(y) = \ast$ is always a fully probabilistic resolution, and that $\text{prob}_{R'}(y)(w) = 0$.

To avoid this problem, one typically modifies the definition of $\llbracket \cdot \rrbracket_f$ by restricting only to those fully probabilistic resolutions that can perform a certain trace (see e.g. [25], [26]). Instead, with our notion of resolution based on RPLTIs (Definition 21), this problems does not arise and the definition of $\llbracket \cdot \rrbracket$ is totally analogous to the one of $\llbracket \cdot \rrbracket$.

**Why may, must, may-must? Trace equivalences as testing equivalences.** The notion of resolution is at the basis not just of the definitions of trace equivalences for NPLTS investigated in the literature, but also of testing equivalences for nondeterministic and probabilistic processes [33], [34], [35], [36]. In testing equivalences, we say that $x, y$ are testing equivalent if, for every test, they have the same greatest probabilities of passing the test, with respect to any resolution $R$ of the system resulting from the interaction between the test and the NPLTS. Analogously, $x, y$ are must testing equivalent if the smallest probabilities to coincide, and the may-must testing equivalence requires both the greatest and the smallest probabilities to coincide.

Now, take tests to be finite traces, and the probability of passing a given test in a resolution as the probability of performing the trace in the resolution. Then it becomes clear, by the correspondence between the local and the global view proven in Theorem 23, that each of our three trace equivalences indeed coincides with the corresponding testing equivalence, when tests are finite traces.

8. Conclusion

We developed an algebra-and-coalgebra-based trace theory for systems with nondeterminism and probability, that covers intricate trace semantics from the literature. The abstract approach sheds light on all choices and leaves no space for ad-hoc solutions.

The combination of nondeterminism and probability has been considered notorious for many years, and for good reasons. In our view, this new algebraic theory of traces for NPLTS shows that their bad reputation is not deserved.

2. Actually, [25], [26], [40] use a notion of resolution which is equal to our fully-probabilistic resolution modulo a tiny modification due to a mistake in [25], [26], as confirmed by the authors in a personal communication.
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Appendix A: Coinduction Up-to

As anticipated in Theorem 19, $\equiv_B$ and $\equiv_T$ can be proved coinductively by means of bisimulation up-to. In order to define uniformly the proof techniques for the three equivalences, we let $\equiv_i$ to range over $\equiv_B$ and $\equiv_T$; $T_i$ to range over $T_{\text{PES}}, T_{\text{ESB}}$, and $T_{\text{EST}}$; $i^1$ over $\vec{i}^1, \vec{i}^2, \vec{i}^3; \vec{i}^2_D$ over $\vec{i}^2, \vec{i}^2_D$ and $\vec{i}^3_D$. $\equiv_i$ over $\equiv_B$, $\equiv_T$, and $\equiv^0$.

Definition 28. Let $(X, t)$ be a NPLTS and $\langle T_i(X), \langle \vec{i}^1, \vec{i}^2 \rangle \rangle$ the corresponding determined system. A relation $\mathcal{R} \subseteq T_i(X) \times T_i(X)$ is a bisimulation iff for all $S_1, S_2 \in T_i(X)$ it holds that

1) $\vec{i}^0(S_1) = \vec{i}^0(S_2)$ and $\vec{i}^2(D)$
2) $\vec{i}^3(S_1)(a) \mathcal{R} \vec{i}^3(S_2)(a)$ for all $a \in A$.

Coinduction tells us (see e.g. [58]) that for all $x,y \in X$, $x \equiv_i y$ iff there exists a bisimulation $\mathcal{R}$ such that $x \mathcal{R} y$.

To make this proof principle more effective, one can use up-to techniques [37], [38]. Particularly relevant for us is up-to contextual closure which, for all relations $\mathcal{R} \subseteq T_i(X) \times T_i(X)$, is defined inductively by the following rules.

$$
\begin{align*}
S \mathcal{R} S' & \quad \rightarrow \quad S \text{Ctx}(\mathcal{R}) S' \\
S \text{Ctx}(\mathcal{R}) * & \quad \rightarrow \quad \text{Ctx}(\mathcal{R}) * \\
S_1 \text{Ctx}(\mathcal{R}) S'_1 & \quad \rightarrow \quad S_1 \oplus S_2 \text{Ctx}(\mathcal{R}) S'_1 \oplus S'_2 \\
S_2 \text{Ctx}(\mathcal{R}) S'_2 & \quad \rightarrow \quad S_1 \oplus S_2 \text{Ctx}(\mathcal{R}) S'_1 \oplus S'_2
\end{align*}
$$
Indeed, we prove that the relation pairs. The interested reader may check such bisimulation in infinite and the bisimulation relation contains infinitely many pairs. We can prove that x

Example 30. Consider the NPLTS depicted in Figure 1. One can prove that x ≡ y by exhibiting a bisimulation on (T_{CSB}(X), (S_{B1}, T_{B1})) relating them. However, due to the presence of cycles, the determination of the NPLTS is infinite and the bisimulation relation contains infinitely many pairs. The interested reader may check such bisimulation in Appendix B.3.

With bisimulations up-to, only few pairs are necessary. Indeed, we prove that the relation

\[ R = \{ (x, y), (x_1, y_1), (x_3, y_4), (x_3 + \frac{1}{2} x_2, (y_2 + \frac{1}{2} y_4) + \frac{1}{2} y_3) \} \]

is a bisimulation up-to context. First, note that the observation is trivially the same for all pairs in the relation, since \( S \equiv_{B1} \) for all \( S \) in the relation. We can now check that the clauses of bisimulation up-to context on the transitions are satisfied. Consider the first pair. In (T_{CSB}(X), (S_{B1}, T_{B1})), we have

\[ x \xrightarrow{a} x_1 + (x_3 + \frac{1}{2} x_2) \]
\[ y \xrightarrow{a} y_1 + (y_2 + \frac{1}{2} y_4) + (y_2 + \frac{1}{2} y_4) + \frac{1}{2} y_3 \]

The reached states are in Ctx(\mathcal{R}) by the second and fourth pairs of \( R \). For any action \( a' \neq a \), we have \( x \xrightarrow{a'} \star \), \( y \xrightarrow{a'} \star \) and \( \star \text{ Ctx}(\mathcal{R}) \star \).

The second and the third pairs can be checked in a similar way. For the fourth pair, we have

\[ x_3 + \frac{1}{2} x_2 \xrightarrow{b} \star + \frac{1}{2} x_3 \]
\[ (y_2 + \frac{1}{2} y_4) + (y_2 + \frac{1}{2} y_4) + \frac{1}{2} y_3 \xrightarrow{(\star + \frac{1}{2} y_4) + (\star + \frac{1}{2} y_4) + \frac{1}{2} y_3} \]

We observe that

\[ (\star + \frac{1}{2} y_4) + (\star + \frac{1}{2} y_4) + \frac{1}{2} y_3 \]
\[ \equiv (\star + \frac{1}{2} y_4) + (\star + \frac{1}{2} y_4) + \frac{1}{2} y_3 \]
\[ \equiv (\star + \frac{1}{2} y_4) + \frac{1}{2} y_3 \]
\[ \equiv \star + \frac{1}{2} y_4 \]

and we conclude by \( \star + \frac{1}{2} x_3 \text{ Ctx}(\mathcal{R}) \star + \frac{1}{2} y_4 \). The cases for a and c are simpler.

Appendix B.

Additional examples

B.1. Example: a resolution with non-injective correspondence function

In order to understand how a resolution allows to resolve differently nondeterministic choices at different times, when cycles occur in the original system, consider the NPLTS on the left of Figure 1 and its resolution in Figure 3. In the latter, the state space is enlarged with state \( x_4 \), which is mapped to \( x \) by the correspondence function. On the remaining states, the correspondence function is the identity over \( X \). In this resolution, \( x \) first chooses the right-hand transition of the original NPLTS, and at the second cycle, represented by \( x_4 \), the left-hand transition is chosen. Observe that \( \text{prob}_{R_3}(x)(abab) = 0 \).

B.2. Example: fully probabilistic resolutions

In Figure 4, we show three examples of fully probabilistic resolutions of the process \( x \) in Figure 1. Note that neither of them is a resolution. In \( R_1 \), state \( x_1 \) does not satisfy the first clause of the definition of resolution, since \( x_1 \) does not move while its corresponding state in the original NPLTS does. In \( R_2 \) and \( R_3 \), state \( x_2 \) respectively only performs a \( b \)-labelled transition and only performs a \( c \)-labelled transition. In a resolution, it should perform both.

B.3. Example: infinite determinization and bisimulation

Consider the NPLTS \((X, t)\) depicted in Figure 1, and discussed in Example 18. Figure 1 shows the determinization of the system, where the terms are defined as follows

\[ S_1 \overset{\text{def}}{=} x_1 + (x_3 + \frac{1}{2} x_2) \]
\[ S_2 \overset{\text{def}}{=} (x + \frac{1}{2} x_3) + (\star + \frac{1}{2} x_3) \]
\[ S_1 \overset{\text{def}}{=} y_1 + (y_4 + \frac{1}{2} y_2) + (y_2 + \frac{1}{2} y_4) + \frac{1}{2} y_3 \]

Figure 3. The resolution \( R_3 \)
multiplications of the monads that commute appropriately with the units and the law

Proofs for Section 2, Monads

For completeness, we recall that a monad distributive law of $M$ over $N$ is a natural transformation $\lambda: M M \Rightarrow M N$ that commutes appropriately with the units and the multiplications of the monads $\lambda \circ M \eta = \eta M$, $\lambda \circ M \mu = M \lambda \circ \mu M$.

Lemma 1 follows directly from Lemma 31 and Lemma 2 below.

Lemma 31. Given three monads $M$, $\hat{M}$, and $T$, two monad distributive laws $\lambda: TM \Rightarrow MT$ and $\lambda: TM \Rightarrow MT$, ensuring that $MT$ and $\hat{M}$ are monads, and a monad map $\sigma: M \Rightarrow \hat{M}$. If the following diagram commutes, in which case we say that $\sigma$ is a map of distributive laws,

$$
\begin{array}{ccc}
TM & \xrightarrow{\lambda} & MT \\
\sigma T & \downarrow & \sigma T \\
TM & \xrightarrow{\lambda} & \hat{M} T
\end{array}
$$

then $\sigma T: MT \Rightarrow \hat{M} T$ is a monad map. If $\sigma$ is injective, then $\sigma T$ is as well.

Proof. We denote by $\eta, \mu$ the unit and multiplication of $M$, by $\hat{\eta}, \hat{\mu}$ those of $\hat{M}$ and by $\eta^T, \mu^T$ those of $T$. Note that $\sigma T_X = \sigma T_X$ and hence, using that $\sigma$ is a monad map, we get immediately $\sigma T_X \circ \sigma T_X = \sigma T_X \circ \sigma T_X = \sigma T_X$.

The following diagram commutes since $\sigma$ is a monad map.

$$
\begin{array}{ccc}
MMTX & \xrightarrow{\sigma T_X} & \hat{M}MTX \\
\mu & \downarrow & \mu \\
MMTX & \xrightarrow{\sigma T_X = \sigma T_X} & \hat{M} TX
\end{array}
$$

(6)

From the naturality of $\sigma$, the following diagram also commutes.

$$
\begin{array}{ccc}
MMTX & \xrightarrow{\sigma T_X} & \hat{M}MTX \\
M\mu^T & \downarrow & M\mu^T \\
\hat{M}MTX & \xrightarrow{\sigma T_X = \sigma T_X} & \hat{M} TX
\end{array}
$$

(7)

Using once again the naturality of $\sigma$, for the left square, and the assumption that $\sigma$ is a map of distributive laws, for the square on the right, we get the commutativity of the following diagram.

$$
\begin{array}{ccc}
MTMTX & \xrightarrow{\sigma T_X} & \hat{M} MTMTX \\
M\lambda T & \downarrow & M\lambda T \\
\hat{M} MTMTX & \xrightarrow{\sigma T_X = \sigma T_X} & \hat{M} TMTX
\end{array}
$$

(8)

Stacking diagram (8) on top of diagram (7) and further on top of diagram (6) gives the commutativity of

$$
\begin{array}{ccc}
MTMTX & \xrightarrow{\sigma T \sigma T} & \hat{M} TMTX \\
\mu^{MT} & \downarrow & \mu^{MT} \\
MTX & \xrightarrow{\sigma T} & \hat{M} TX
\end{array}
$$

and completes the proof that $\sigma T$ is a monad map. Clearly, if all components of $\sigma$ are injective, then all components of
\[ \sigma T \text{ (which are the components of } \sigma \text{ at } TX) \text{ are injective as well.} \]

Lemma 32. Let \( M \) and \( \tilde{M} \) be two monads and \( \sigma : M \Rightarrow \tilde{M} \) be a monad map. Then the following commutes.

\[
\begin{array}{ccc}
MX + 1 & \xrightarrow{i_X} & M(X + 1) \\
\sigma_X + id_1 & \downarrow & \sigma_{X + 1} \\
\tilde{M}X + 1 & \xrightarrow{i_{\tilde{X}}} & \tilde{M}(X + 1)
\end{array}
\]

\( \sigma_T \) (which are the components of \( \sigma \) at \( TX \)) are injective as well.

**Proof.** First observe that the following commutes: the left square commutes trivially; the right commutes since \( \sigma \) is a monad map.

The following diagram commutes by naturality of \( \sigma \).

\[
\begin{array}{ccc}
1 & \xrightarrow{i_X} & X + 1 \\
\eta_X \downarrow & & \eta_{X + 1} \\
\tilde{M}(X + 1) & \xrightarrow{i_{\tilde{X}}} & \tilde{M}(X + 1)
\end{array}
\]

Convex Algebras. Another presentation of convex algebras is given by the algebraic theory with infinitely many operations denoting arbitrary (and not only binary) convex combinations \( (\Sigma_\rho, E_\rho) \) where \( \Sigma_\rho \) consists of operations \( \sum_{i=1}^n p_i(\cdot) \) for all \( n \in \mathbb{N} \) and \( (p_1, \ldots, p_n) \in [0,1]^n \) such that \( \sum_{i=1}^n p_i = 1 \) and \( E_\rho \) is the set of the following two

\[
\begin{array}{ccc}
M & \xrightarrow{M_{\Sigma_\rho}} & M(X + 1) \\
\sigma_X & \downarrow & \sigma_{X + 1} \\
\tilde{M}X & \xrightarrow{\tilde{M}_{\Sigma_\rho}} & \tilde{M}(X + 1)
\end{array}
\]

The statement of the lemma follows from the commutativity of the two above diagrams and the universal property of the coproduct.
Proofs for Section 3, the Presentation for $C$

of Lemma 3. For $n = 1$ the property amounts to idempotence. Assume $n > 1$ and the property holds for $n - 1$.

Below, we will write $(D)$ also for generalised distributivity as in

$$a_1 \oplus \ldots \oplus a_n = a_1 \oplus \ldots \oplus a_n \oplus (a_1 + p_i \bigoplus_{j \neq i} a_j) \quad (10)$$

which follows from

$$a_1 \oplus \ldots \oplus a_n \overset{(I_p)}{=} (a_1 \oplus \ldots \oplus a_n) + p_i (a_1 \oplus \ldots \oplus a_n)$$

$$\overset{(D)}{=} \bigoplus_{i,j} (a_i + p_i a_j)$$

$$\overset{(I_{\mu}, D)}{=} a_1 \oplus \ldots \oplus a_n \oplus (a_1 + p_i \bigoplus_{j \neq i} a_j)$$

Recall that we write $\pi$ for $1 - p$ if $p \in [0, 1]$. Furthermore, having in mind that $\sum_{i=1}^n p_i a_i = a_1 + p_i (\sum_{i=2}^n \frac{p_i}{p_1} a_i)$ we have

$$a_1 + p_1 \bigoplus_{j \neq 1} a_j \overset{\text{Eq. (10)}}{=} a_1 + p_1 (\bigoplus_{j \neq 1} a_j + \sum_{i=1}^n p_i a_i)$$

$$= (a_1 + p_1 \bigoplus_{j \neq 1} a_j) + \sum_{i=1}^n p_i a_i.$$

Using this in the second equality below, we get

$$a_1 \oplus \ldots \oplus a_n \oplus \sum_{i=1}^n p_i a_i$$

$$\overset{\text{Eq. (10)}}{=} a_1 \oplus \ldots \oplus a_n \oplus \bigoplus_{i=1}^n (a_1 + p_i (\bigoplus_{j \neq i} a_j))$$

$$= a_1 \oplus \ldots \oplus a_n \oplus \bigoplus_{i=1}^n \bigoplus_{j \neq i} a_j$$

We next formulate a property that provides a way to prove that an algebraic theory is a presentation for a monad, which we use in the proof that $(\Sigma_N P, E_N P)$ is a presentation for $C$.

Proposition 34. Let $\mathbb{V}$ be the variety of $(\Sigma, E)$-algebras with signature $\Sigma$ and equations $E$. Let $U: \mathbb{V} \to \mathbb{Sets}$ be the forgetful functor. In order to prove that $(\Sigma, E)$ is a presentation for a monad $(M, \eta, \mu)$, it suffices to:

1. For any set $X$, define $\Sigma$-operations $\Sigma_X$ on $MX$ and prove that with these operations $(MX, \Sigma_X)$ is an algebra in $\mathbb{V}$. Moreover prove that for any map $f: X \to Y$, $MF$ is a $\mathbb{V}$-homomorphism from $(MX, \Sigma_X)$ to $(MY, \Sigma_Y)$.

2. Prove that $(MX, \Sigma_X)$ is the free algebra in $\mathbb{V}$ with basis $\eta(X)$, i.e., for any algebra $A = (\Sigma, \Lambda)$ in $\mathbb{V}$ and any map $f: X \to A$, there is a unique homomorphism $f^\#: (MX, \Sigma_X) \to A$ that extends $f$, i.e., that satisfies $f = UF f^\# \circ \eta$.

3. Prove that $\mu_X = (\text{id}_{MX})^\#$.

Proof. Assume that 1.-3. hold. Let $F: \mathbb{Sets} \to \mathbb{V}$ be the functor defined on objects as $FX = (MX, \Sigma_X)$. This shows that $UFX = MX$.

On arrows $f: X \to Y$, we set $F f = (\eta \circ f)^\#$. Then $F$ is a left adjoint of the forgetful functor $U$, and the adjunction is given by the bijective correspondence $(f: X \to UA) \leftrightarrow (f^\#: FX \to A)$. Next, we see that $UF f = MF$ as a consequence of naturality of $\eta$. Namely, we have that $F f = (\eta \circ f)^\#$ is the unique homomorphism with the property $UF f \circ \eta = \eta \circ f$. Hence, using 1., since $MF \circ \eta = \eta \circ f$ by naturality of $\eta$, we get $UF f = MF$. 

Let \((T, \bar{\eta}, \bar{\mu})\) be the monad of this adjunction. Then, see e.g. [66], \(\eta^\# = id_{FX}\). We next show that \(\eta^\# = id_{FX}\) which implies \(\bar{\eta} = \eta\). All we need to observe is that \(U id_{FX} \circ \eta = id_{FX} \circ \eta = \eta\) and since \(\eta^\#\) is the unique homomorphism with \(U \eta^\# \circ \eta = \eta\) and \(id_{FX}\) is a homomorphism from \(FX\) to itself, we get \(\eta^\# = id_{FX}\). Finally, see e.g. [66], \(\bar{\mu}_X = (id_M X)^\#\) so item 3. proves that \(\bar{\mu} = \mu\).

Before we proceed with the proof of the presentation, we recall several properties that are known or immediate to check, but very helpful in our further proofs.

**Lemma 35.** Let \(X\) be a set and \(S \in CCX\). Then \(\bigcup S \in CX\).

**Proof.** Let \(S = \{S_i \mid i \in I\}\). Let \(\Phi, \Psi \in \bigcup S\). Then there exist \(i, j \in I\) with \(\Phi \in S_i\) and \(\Psi \in S_j\). We have \(p \Phi + p \Psi \in p S_i + \bar{p} S_j \subset S\) as \(S\) is convex.

**Lemma 36.** Let \(\mathbb{A}\) and \(\mathbb{B}\) be two convex algebras, and \(f: \mathbb{A} \rightarrow \mathbb{B}\) a convex homomorphism. Then the image map \(\bar{f} = p_u f: p_u A \rightarrow p_u B\), for \(p_u\) being the unrestricted (not necessarily finite) powerset, is a convex map, i.e., if \(S = X + p Y\), then \(\bar{f}(S) = \bar{f}(X) + p \bar{f}(Y)\).

**Proof.** Let \(S = X + p Y\) for \(X \in p_u A, Y \in p_u B\). Then
\[
\bar{f}(S) = \{f(s) \mid s \in S\} = \{f(px + p y) \mid x \in X, y \in Y\} = p \bar{f}(X) + p \bar{f}(Y).
\]
where the equality marked by (*) holds by the assumption that \(f\) is a convex homomorphism.

**Lemma 37.** Let \(\mathbb{A}\) and \(\mathbb{B}\) be two convex algebras, and \(f: \mathbb{A} \rightarrow \mathbb{B}\) a convex homomorphism. Then for all \(X \in p_u A, Y \in p_u B\), for \(p_u\) being the unrestricted (not necessarily finite) powerset, \(\bar{f}(X) = \bar{f}(\text{conv}_A X)\). In particular, if \(X\) is convex then also \(\bar{f}(X)\) is convex.

**Proof.** For \(\subseteq\), for an arbitrary \(p f(x) + p f(y) \in \text{conv}_B \bar{f}(X)\) with \(x, y \in X\), we have
\[
p f(x) + p f(y) = f(px + p y) \in \bar{f}(\text{conv}_A X)
\]
and here, again, (*) holds since \(f\) is convex. For \(\supseteq\), consider \(f(a) \in \bar{f}(\text{conv}_A X)\). Then \(a = px + p y\) for some \(x, y \in X\). Since \(f\) is convex, \(f(a) = p f(x) + p f(y)\) and \(f(x), f(y) \in \bar{f}(X)\). Hence \(f(a) \in \text{conv}_B \bar{f}(X)\).

The proof of the presentation follows the structure of Proposition 34 via the following three lemmas.

**Lemma 38.** With the above defined operations \((CX, \ominus, +, \cdot)\) is a convex semilattice, for any set \(X\). Moreover, for a map \(f: X \rightarrow Y\), the map \(Cf: CX \rightarrow CY\) is a convex semilattice homomorphism from \((CX, \ominus, +, \cdot)\) to \((CY, \ominus, +, \cdot)\).

As a consequence, using the associativity of union, we get that the axiom (A) holds. For \(S_1, S_2, S_3 \in CX\):

\[
\begin{align*}
S_1 \cup (S_2 \cup S_3) & = \text{conv}(S_1 \cup \text{conv}(S_2 \cup S_3)) \\
& = \text{conv}(S_1 \cup (S_2 \cup S_3)) \\
& = \text{conv}((S_1 \cup S_2) \cup S_3) \\
& = \text{conv}(S_1 \cup S_2) \cup S_3
\end{align*}
\]
Commutativity and idempotence hold due to commutativity and idempotence of union.

Defining convex operations on \(CX\) using Minkowski sum, see [67], leads to a convex algebra, i.e., \((A_p), (C_p), (I_p)\) hold.

The axiom \((D)\) holds as:

\[
(S_1 + p S_2) + p S_3 = p \text{conv}(S_1 \cup S_2) + p S_3 = (p p d_1 + p p d_2 + p d_3) \quad q \in [0, 1], d_i \in S_i
\]

Finally, \(Cf\) is a homomorphism from \((CX, \ominus, +, \cdot)\) to \((CY, \ominus, +, \cdot)\) as

\[
Cf(S_1 \oplus S_2) = \bar{D}f(S_1 \oplus S_2) = \text{conv}((p S_1 + \bar{p} S_1) \cup (p S_2 + \bar{p} S_2))
\]
where the equality marked by \((a)\) holds by Lemma 37.

Similarly

\[
Cf(S_1 + p S_2) = \bar{D}f(S_1 + p S_2) = C_f(S_1) + C_f(S_2)
\]
where the equality marked by \((b)\) holds by Lemma 36.

**Lemma 39.** The convex semilattice \((CX, \ominus, +, \cdot)\) is the free convex semilattice generated by \(\eta(X)\).

**Proof.** We need to show that for any map \(f: X \rightarrow A\) for a convex semilattice \(A = (A, \ominus, +, \cdot)\), there is a unique convex semilattice homomorphism \(f^\#: (CX, \ominus, +, \cdot) \rightarrow A\) such that \(Uf^\# \circ \eta = f\). So, let \(A = (A, \ominus, +, \cdot)\) be a convex semilattice, and let \(f: X \rightarrow A\) be a map. We use the same notation for the operations in \(A\) and in \(CX\) for simplicity.

Note that, since any convex semilattice is a convex algebra, there is a unique convex homomorphism \(f^\#: DX \rightarrow (A, +, \cdot)\), as \(DX\) is the free convex algebra generated by \(\eta_D(X)\). Hence, \(Uf^\# \circ \eta_D = f\).

Now, given a convex set \(S = \text{conv}\{d_1, \ldots, d_n\} \in CX\) we put
\[
f^\#(S) = f^\#(d_1) \oplus f^\#(d_2) \oplus \ldots \oplus f^\#(d_n).
\]
Hence, indeed
\[
\sum_{i,j} \subseteq \mathbb{D}
\]
\[
d_{i,j} \in \#(f = \oplus \mathbb{D}(d_i) + \oplus \mathbb{D}(e_j))
\]
Now
\[
f^#(S+pT)
\]
\[
= \bigoplus_{i,j} f^#_D(pd_i + pe_j)
\]
\[
= \bigoplus_{i,j} pf^#_D(d_i) + pe_j
\]
\[
= \bigoplus_{i,j} f^#_D(d_i) + pf^#_D(e_j)
\]
\[
= (f^#_D(d_1) + \ldots + f^#_D(d_n)) + p (f^#_D(e_1) + \ldots + f^#_D(e_m))
\]
\[
= f^#(S) + p f^#(T).
\]

Finally, assume \(f^*: (CX, \oplus, +) \to \mathbb{A}\) is another homomorphism that extends \(f\) on \(\eta(X)\), i.e., such that \(U f^* \circ \eta = f\). Then \(f^* \{\{\delta_x\}\} = f^#(\{\delta_x\}) = f(x)\). Since both \(f^#\) and \(f^*\) are convex homomorphisms, and \(\{\bigcap_i p_i x_i\}\) we get
\[
f^*(\{\bigcap_i p_i x_i\}) = \bigoplus_i p_i f^* (\{\delta_x\})
\]
\[
= \bigoplus_i p_i f^# (\{\delta_x\}) = f^# (\{\bigcap_i p_i x_i\}).
\]

Further on, for \(S = \text{conv}\{d_1, \ldots, d_n\}\) we have \(S = \{d_1\} + \ldots + \{d_n\}\) and hence \(f^*(\{d_1\}) + \ldots + f^*(\{d_n\}) = f^#(\{d_1\}) + \ldots + f^#(\{d_n\}) = f^#(S)\) shows that \(f^* = f^#\) and completes the proof.

The final missing property for the presentation, Lemma 41, is an easy consequence of the next property that clarifies the definition of \(f^#\).

Lemma 40. Let \(X\) be a set and \(f: X \to CY\) a map. Then for all \(S\) in \(CX\)
\[
f^#(S) = \bigcup \overline{f^#_D}(S) = \bigcup_{\Phi \in S, u \in \text{supp}\Phi} \Phi(u) \cdot f(u).
\]

Proof. The first task is to prove that \(f^#(S) = \bigcup \overline{f^#_D}(S)\). Before we proceed, let’s recall all the types. We have \(f: X \to CY\) (and \(CY\) is the carrier of a convex semi-lattice), so \(f^#: CX \to CY\). Also, \(f^#_{\mathbb{D}}: \mathbb{D}X \to \mathbb{D}CY\) and hence \(f^#_{\mathbb{D}}: \mathbb{P}_\mathbb{D} X \to \mathbb{C}_\mathbb{D}_\mathbb{P} CY\) for \(\mathbb{P}_\mathbb{D}\) denoting the unrestricted (and not just finite) powerset. Finally, here \(\bigcup: \mathbb{P}_\mathbb{D} \mathbb{P}_\mathbb{D} X \to \mathbb{P}_\mathbb{D} CY\). Clearly, \(CZ \subseteq \mathbb{P}_\mathbb{D} CY\) for any set \(Z\).

Now, since \(S\) is convex, by Lemma 36 also \(\overline{f^#_D}(S)\) is convex. Each element of \(\overline{f^#_D}(S)\) is of the form \(f^#_D(\Phi)\) for \(\Phi \in S\) and hence it is in \(CY\), i.e., is convex. By Lemma 35, we get that \(\bigcup \overline{f^#_D}(S)\) is convex.

Let \(\Psi_1, \ldots, \Psi_n \in \mathbb{D}X\) be such that \(S = \text{conv}\{\Psi_1, \ldots, \Psi_n\}\). Clearly, \(\Psi_1, \ldots, \Psi_n \in S\). Now, we have
\[
\{f^#_D(\Psi_i) | i = 1, \ldots, n\} \subseteq \{f^#_D(\Phi) | \Phi \in S\}
\]
and hence
\[ \bigcup \{ f_D^\#(\Psi_i) \mid i = 1, \ldots, n \} \subseteq \bigcup \{ f_D^\#(\Phi) \mid \Phi \in S \} = \bigcup f_D^\#(S) \]
and since the set on the right hand side is convex, as we noted above,
\[ f_D^\#(S) = \text{conv} \bigcup \{ f_D^\#(\Psi_i) \mid i = 1, \ldots, n \} \subseteq \bigcup \{ f_D^\#(\Phi) \mid \Phi \in S \}, \]
where the first equality is simply the definition of \( f^\# \).

For the other inclusion, let \( \Phi \in S \). Then \( S = \text{conv}\{\Psi_1, \ldots, \Psi_n, \Phi\} \) and
\[ f_D^\#(S) = \text{conv} \bigcup \{ f_D^\#(\Psi_1), \ldots, f_D^\#(\Psi_n), f_D^\#(\Phi) \} \]
by the definition of \( f^\# \). Therefore, \( f_D^\#(\Phi) \subseteq f_D^\#(S) \) and since \( \Phi \) was arbitrary,
\[ \bigcup \{ f_D^\#(\Phi) \mid \Phi \in S \} \subseteq f_D^\#(S). \]
This proves the first equality of our statement. For the second equality, note that
\[ f_D^\#(S) = \bigcup \{ f_D^\#(\Phi) \mid \Phi \in S \} \]
\[ \overset{(*)}{=} \bigcup \{ \sum_{u \in \text{supp}\Phi} \Phi(u) \cdot f(u) \mid \Phi \in S \} \]
\[ = \bigcup \{ \sum_{u \in \text{supp}\Phi} \Phi(u) \cdot f(u) \mid \Phi \in S \} \]
where the equality \((*)\) holds as \( f_D^\# \) is convex. \( \square \)

**Lemma 41.** The multiplication \( \mu \) of the monad \( C \) satisfies
\( \mu = (\text{id}_{C^2})^\# \).

**Proof.** Using Lemma 40, we immediately get
\[ (\text{id}_{C^2})^\#(S) = \bigcup \{ \sum_{\Phi \in S} \Phi(A) \cdot A = \mu_X(S) \}. \]
\[ \square \]

**Appendix E.**

**Proofs of Section 4**

**Proof.** (of Proposition 8) We denote by \( \{*,*\} \) the generating set. Let \( 2 = \{*,\} \). Note that the carrier of the free pointed semilattice generated by \( \{*,\} \) is \( C(1+1) = C(2) \). Recall that \( (C(2), \oplus, +p) \), where \( \oplus \) is the convex union and \(+p\) is the Minkowski sum, is the free convex semilattice generated by 2.

We first show that \( (C(2), \oplus, +p) \) is isomorphic to \( M_2 \). Indeed \( D(2) \) is isomorphic to \( [0,1] \): the real number 0 corresponds to \( \delta_0 \) and \( 1 \) to \( \delta_1 \). \( p \) is \( \{0,1\} \) to \( \bullet +p, \). Furthermore, the non-empty finitely-generated convex subsets of \( [0,1] \) are the closed intervals. To conclude, it suffices to see that \( \min\text{-}\max \) is \( \oplus \) on \( J \) and \( +p \) is the Minkowski sum. \( \square \)

**Proof.** (of Proposition 9) By Proposition 8, we know that \( C(2) \) is isomorphic to \( J \). We show that \( M_2 \) modulo the axiom \((B)\) is isomorphic to \( \text{Max}_B \). We have
\[ \text{min\text{-}\max}([x, y], [0, 0]) = \text{min\text{-}\max}([x, y], [0, 0]) = [x, y], \]
for \( [x, y] \in J \). From
\[ [0, y] = \text{min\text{-}\max}([x, y], [0, 0]) = [x, y], \]
we derive that \( [x_1, y] = [x_2, y] \) for any \( x_1, x_2, y \). Hence, we define the isomorphism \( [x, y] \mapsto y \) mapping any interval \([x, y]\) to its upper bound \( y \).

The interval \([0, 0]\) is mapped to the bottom element \( 0 \), and the operations are such that:
\[ \text{min\text{-}\max}([x_1, y_1], [x_2, y_2]) = \text{min\text{-}\max}([0, y_1], [0, y_2]) = [0, \text{max}(y_1, y_2)] \]

hence \( \text{min\text{-}\max}([x_1, y_1], [x_2, y_2]) \mapsto \text{max}(y_1, y_2) \) and
\[ [x_1, y_1] + p [x_2, y_2] = [0, y_1] + p [0, y_2] = [0, y_1 + p y_2] \mapsto y_1 + p y_2. \]
\[ \square \]

**Proof.** (of Proposition 10) We show that \( M_2 \) is isomorphic to \( \text{Min}_T \). First, we derive \( [x, y_1] = [x, y_2] \) for any \( x, y_1, y_2 \) as follows. For \( x = 1 \) the property trivially holds. For \( x = 0 \) we have
\[ [0, y_1] = \text{min\text{-}\max}([x, y_1], [0, 0]) \]
\[ \overset{(T)}{=} [0, 0] \overset{(T)}{=} \text{min\text{-}\max}([x, y_2], [0, 0]) = [0, y_2]. \]
Finally, for \( x \in (0, 1) \) and \( y_1, y_2 \geq x \) we derive
\[ [x, y_1] = [1, 1] + x [0, y_1] = [1, 1] + x [0, y_1] = [1, y_1]. \]
\[ [x, y_2] = [1, 1] + x [0, y_2] = [1, 1] + x [0, y_2] = [1, y_2]. \]
\[ [x, y_1] + p [x_2, y_2] = [x_1 + p x_2, y_1 + p y_2] \mapsto x_1 + p x_2. \]
\[ \square \]

**Appendix F.**

**Proofs of Section 5**

**Proof.** (of Corollary 17) We first transform the automaton \( c = \langle o, t \rangle \) to \( \hat{c} = \langle \hat{o}, \hat{t} \rangle \) and apply Theorem 16.2 and then transform \( \hat{c} = \langle \hat{o}, \hat{t} \rangle \) to \( \hat{c} = \langle \tilde{o}, \tilde{t} \rangle \) and apply Theorem 16.1.

For the determinisation, take for \( a \) in Theorem 16.2 the free algebra \( \mu_1 : MM_1 \rightarrow M_1 \) and as \( \tilde{a} \) the \( M\)-algebra \( \bar{\mu} \circ \sigma_{M_1} : MM_1 \rightarrow M_1 \). It is easy to see that \( \tilde{a} \) is indeed an \( M\)-algebra using that \( \sigma \) is a monad map, its naturality, and the associativity of \( \mu \). Since \( \sigma \) is a monad map, the
following diagram commutes showing that \( \sigma_1 \) is an \( M \)-algebra homomorphism.

\[
\begin{align*}
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now easily show that the following commutes.

Indeed, commutativity of the topmost square is given by naturality of $\sigma$. The fact that $\sigma$ is a monad morphism entails commutativity of the bottom square. The rightmost square commutes by naturality of $\lambda$. The missing square, the one in the centre, is exactly (12).

Now observe that the leftmost border in the above diagram, the morphism $MX \to FMX$, equals $\hat{c}^\varepsilon = \langle o^t, t^\varepsilon \rangle$ (see (2)). The determinisation $\hat{c}^\varepsilon$ of $\hat{c} = (o, i) = \langle o, (\sigma X) A \circ t \rangle$ obtained using $\hat{a}$ and $\hat{\lambda}$ coincides with the rightmost border of the above diagram, the morphism $\hat{M}X \to \hat{F}MX$. The commuting of the above diagram means that $\sigma X$ is a homomorphism of $F$-coalgebras. By postcomposing this homomorphism with the unique $F$-coalgebra morphism $\hat{[\cdot]} : MX \to OA^*$, one obtains an $F$-coalgebra morphism of type $TX \to OA^*$. Since $\hat{[\cdot]}$ is the unique such, $\hat{[\cdot]} = [\cdot] \circ \sigma X$ follows.

Now, since $\sigma$ is a monad map, $\hat{\eta} = \sigma \circ \eta$. Therefore $[\cdot] \circ \eta_X = \hat{[\cdot]} \circ \sigma X \circ \eta_X = \hat{[\cdot]} \circ \hat{\eta}_X$.

**Proof.** (of Theorem 16.2) Consider the following diagram in Sets. Both squares on the left trivially commute by definition. To prove that also the square on the right commutes, it is enough to show that $h^A : OA^* \to \hat{O}A^*$ coincides with the unique coalgebra morphism $\hat{[\cdot]}_d$ from the coalgebra $d = (h \circ \epsilon, (i)_a)$ where $\zeta = (\epsilon, (i)_a)$ to the final $\hat{O} \times (\cdot) A$-coalgebra $\hat{\zeta}$. Here $\epsilon : OA^* \to O$ is given by $\epsilon(\varphi) = \varphi(\varepsilon)$ for the empty word $\varepsilon \in A^*$, and $(i)_a : OA^* \rightarrow (OA^*) A$ is defined by $(\varphi)_a(a) = \varphi_a = \lambda w \in A^*, \varphi(aw)$. The definition of $\hat{\zeta}$ is the same as the definition of $\zeta$, with $\hat{O}$ instead of $O$.

From the inductive definition of $[\cdot]_d$, see e.g. [28], we get $\hat{[\varphi]_d} \equiv \lambda w \in A^* h \circ \epsilon(\varphi(w))$ where $\varphi(w) = \varphi(\omega w)$ which easily leads to $\hat{[\varphi]_d} = h \circ \varphi = h^A(\varphi)$.

Now observe that $h \circ \varphi^2$ is equal to $(h \circ \varphi)^2$, since $h$ is an algebra morphism.

From this observation and the commuting of the above diagram, it follows that $h^A \circ \hat{[\cdot]}$ is the unique coalgebra morphism from $\hat{c}^\varepsilon = ((h \circ \varphi)^2, t^\varepsilon)$ to the final $\hat{O} \times (\cdot) A$-coalgebra, and hence it equals $\hat{[\cdot]}$.

**Appendix G.**

**Bialgebras, Invariance and Proofs of Back-Compatibility, Section 6**

**The bialgebras of probabilistic traces.** At this point we would like to explicitly mention each of the three pointed convex semilattices, with bottom, or with top, carried by the carrier of the final coalgebra. The algebraic operations of these bialgebras of probabilistic traces are defined pointwise, we illustrate here the explicit definition of the bialgebra of may probabilistic traces: The carrier of the final coalgebra is $[0, 1]^A$. The co-algebra map is $\zeta = (\varepsilon, \epsilon_a)$ where $\epsilon(\varphi) = \varphi(\varepsilon)$ for $\varphi : A^* \to [0, 1]$ and $\epsilon$ the empty word in $A^*$. The algebraic structure is defined pointwise from $\text{Max}_B = ([0, 1], \max, +, p, 0)$ resulting in the pointed convex semilattice with bottom $([0, 1], +, \max, +, p, 0)$ where $\varphi_0(w) = 0$ for all $w \in A^*$; $\varphi_1 \oplus \varphi_2 \equiv \varphi$ for $\varphi(w) = \max\{\varphi_1(w), \varphi_2(w)\}$, for all $w \in A^*$; and $\varphi^t \varphi_2 \equiv \varphi$ for $\varphi(w) = \varphi_1(w) + p \varphi_2(w)$, for all $w \in A^*$. In the same way one can explicitly write the pointed convex semilattice (with top) operations of the may-must (and the must) probabilistic traces.

**Consequences of the invariance theorem.** We might have performed the generalised determinisation in a number of different ways. We now show that all these ways lead however to the above three semantics.

First consider the coalgebra $(\delta_B, \bar{i}) : X \rightarrow T_{CSB}1 \times (T_{CSB}X)^A$ and observe that the algebra $\text{Max}_B = ([0, 1], \max, +, p, 0)$, namely $\mu_1 : T_{CSB}2T_{CSB}1 \rightarrow T_{CSB}1$, is also a pointed convex semilattice—formally this is $\mu_1 \circ q_B : T_{CSB}2T_{CSB}1 \rightarrow T_{CSB}1$. One could thus perform the generalised determinisation w.r.t. this algebra and the monad $T_{CSB}$ and obtain an equivalence that we denote by $\equiv_B$.

Theorem 16.1 guarantees however that $\equiv_B = \equiv_T$. Similarly, one could start with the coalgebra $(\delta_T, \bar{i})$, apply the same construction and end up with an equivalence which, by Theorem 16.1, coincides with $\equiv_T$.

More interestingly, the semantics does not change also when eliminating $\text{conv}$ from the definition of $\hat{\delta}$. Indeed one can consider the monad $C' = T_{CSF \times E_{CSF}}$, namely the monad $C$ without the axiom (D) and consider the injective natural transformation $\kappa : P_{aD} \Rightarrow C'$ defined by $\kappa(\{\varphi_1, \ldots, \varphi_n\}) = \varphi_1 \oplus \ldots \oplus \varphi_n$, with $\varphi$ being the term in signature $+_p$ representing the distribution $\varphi$, e.g., for
\[ M \xrightarrow{\bar{\varphi}} O \xrightarrow{\pi} R \]

\[ \varphi = (x \mapsto \frac{1}{2}, y \mapsto \frac{1}{3}), \bar{\varphi} = x + \frac{1}{2} y. \] Let \( q_D : C' \Rightarrow C \) be the monad morphism quotienting \( C' \) by the axiom \( (D) \).

One can check that \( \text{conv} = q_D \circ \kappa \) and thus define

\[ p' = \left( X \xrightarrow{\eta} (P_{ne}C')A \xrightarrow{(\kappa + 1)A} (C' X + 1)A \xrightarrow{hA} (C'(X + 1))^A \right) \]

and \( \bar{\delta}' = \delta \). Since the algebra \( M_{\mathbb{Z}, [0, 0]} \), the free \( C'(+1) \)-algebra generated by 1, is also an algebra for \( C'(+1) \) — formally this is \( \mu_1 \circ q_D \) one can perform the generalised determinisation of \( \langle \delta', p' \rangle \) and obtain an equivalence \( \equiv' \). By observing that \( t = q_D \circ p' \), using Lemma 32, Theorem 16.1 guarantees that \( \equiv' = \equiv \).

 Actually, one can even take the purely syntactic monad \( T_{\Sigma N} \) and consider the monad map \( q: T_{\Sigma N} \Rightarrow C \) with epi components. We pick a right inverse \( r_X \) of \( q_X \) and consider

\[ p'' = \left( X \xrightarrow{\eta} (P_{ne}C')A \xrightarrow{(*)} (T_{\Sigma} X + 1)A \xrightarrow{hA} (T_{\Sigma}(X + 1))^A \right) \]

where \( (*) = (r_X \circ \text{conv}_X + 1)A \), and \( \bar{\delta}'' = \delta \). Then again using Lemma 32 it is easy to see that \( t = q \circ p'' \). Moreover, \( M_{\mathbb{Z}, [0, 0]} \) is also an algebra for \( T_{\Sigma}(+1) \), hence determinising \( \langle \delta'', p'' \rangle \) w.r.t. \( T_{\Sigma}(+1) \) gives the semantics \( \equiv'' = \equiv \).

**Backcompatibility.** For back-compatibility, we consider an LTS:

\[ t: X \rightarrow (P_X)A \cong (P_{ne}X + 1)A \xrightarrow{hA} (P_{ne}X + 1)A, \]

take as observation set \( O = P_{ne}(1 + 1) \), and add observations \( o: X \rightarrow (P_{ne}(1 + 1)) \) in our standard way, and use the free pointed semilattice generated by 1 as the algebra on observations.

We denote by \( \equiv_{LTS} \) the semantics obtained via the determinisation \( \langle \delta^*, p^* \rangle \) and call it the LTS may-must trace equivalence.

Similarly, quotienting \( P_{ne}(+1) \) by \( (B) \) and \( (T) \), respectively, leads to two more trace semantics: \( \equiv_{BT} \) and \( \equiv_{BT} \) which we call may trace equivalence and must trace equivalence, respectively. Note that \( \equiv_{BT} = \equiv_{LTS} \) the standard LTS trace semantics, due to the isomorphism \( T_{SB} \cong P \).

We start with the following simple observations that are easy to check by unfolding the definitions.

**Lemma 42.** We have two injective monad maps \( \chi_{P_{ne}}: P_{ne} \Rightarrow C \) and \( \chi_D: D \Rightarrow C \) given by \( \chi_{P_{ne}} = \text{conv} \circ P_{ne} \eta_B \) and \( \chi_D = \text{conv} \circ \eta_{P_{ne}} \).

Note that \( \chi_D(\varphi) = \{ \varphi \} \), for any distribution \( \varphi \), as singleton sets are convex. Using Lemma 1, we immediately get that \( \chi_{P_{ne}}(\cdot + 1): P_{ne}(\cdot + 1) \Rightarrow C(\cdot + 1) \) and \( \chi_D(\cdot + 1): D(\cdot + 1) \Rightarrow C(\cdot + 1) \) are injective monad maps. From this fact, and Corollary 17, we immediately get backward compatibility for may-must trace semantics of LTS and RPLTS.

**Corollary 43.** May-must trace semantics after determinisation \( \equiv_{LTS} \) for LTS coincides with may-must trace semantics after determinisation \( \equiv \) of the LTS seen as NPLTS. The same holds for trace semantics after determinisation of RPLTS, i.e., \( \equiv_{RP} = \equiv \) for the may-must trace semantics after determinisation \( \equiv \) of the RPLTS seen as NPLTS.

Proving back-compatibility of may trace semantics and must trace semantics is a little bit more involved.

**Lemma 44.** There are injective monad maps \( T_{SB} \Rightarrow T_{EB} \) and \( T_{ST} \Rightarrow T_{EST} \), and hence \( \equiv_{TS} = \equiv_B \) and \( \equiv_{TS} = \equiv_T \).

**Proof.** Note that, again by Corollary 17, for \( \equiv_{LS} = \equiv_B \) and \( \equiv_{TS} = \equiv_T \) it is enough to find injective monad maps \( T_{SB} \Rightarrow T_{EB} \) and \( T_{ST} \Rightarrow T_{EST} \). We present the proof for \( T_{SB} \Rightarrow T_{EB} \), the proof for \( T_{ST} \Rightarrow T_{EST} \) is analogous.

We define \( e: T_{SB} \Rightarrow T_{ESB} \) by \( e_X ([t]_{SB}) = [t]_{ESB} \) for any term \( t \) with variables in \( X \) in signature \( \Sigma_N \cup \Sigma_T \), where \( [t]_{SB} \) on the left denotes the equivalence class of \( t \) modulo \( E_N \cup \{(B)\} \) and \( [t]_{ESB} \) on the right the equivalence class of \( t \) modulo \( E_N \cup \{(B)\} \). This is justified as every \( T_{SB} \)-term is a \( T_{EB} \)-term as well. This is easily seen to be a monad map, we need to check well-definedness and injectivity:

\[ t \equiv_{SB} t' \Leftrightarrow t \equiv_{ESB} t'. \]

Well-definedness, the implication left-to-right, is immediate as the equations of a semilattice with bottom are included in the equations of a convex semilattice with bottom. Assume \( t \equiv_{ESB} t' \). Let \( \bar{s} \) denote the term obtained from a term \( s \) in \( T_{ESB} \) by replacing every occurrence of \( +_p \) by \( \oplus \). Then we have

\[ s_1 \equiv_{ESB} s_2 \Leftrightarrow \bar{s}_1 \equiv_{SB} \bar{s}_2 \]

which is easy to show by checking that it holds for each of the equations.
Given a NPLTS $(X, t)$, we define the function
\[ \text{reach}(x)(\varepsilon) = \{ \delta_x \} \]
\[ \text{reach}(x)(aw) = \begin{cases} \{ \delta_x \} & \text{if } t(x)(a) = \varepsilon; \\ \bigoplus_{\Delta \in \text{conv}(S)} \sum_{x' \in \text{supp}(\Delta)} \Delta(x') \cdot \text{reach}(x'(w)) & \text{if } t(x)(a) = S. \end{cases} \]

For each NPLTS $(X, t)$, we have a function $\langle \cdot \rangle : C(X + 1)^{+} \to C(X + 1)^{+}$ defined for all $S \in C(X + 1)$ and $w \in A^*$ as
\[ \langle S \rangle(\varepsilon) = S; \]
\[ \langle S \rangle(aw) = \langle \{ \delta_x \} \rangle(aw). \]

**Lemma 46.** $[\cdot] = \delta^* \circ \langle \cdot \rangle$.

**Proof.** Trivial by the inductive definitions of $[\cdot]$ and $\langle \cdot \rangle$.

**Lemma 47.** $\langle \cdot \rangle \circ \eta = \text{reach}$

**Proof.** The proof goes by induction on $w \in A^*$.

Base case: if $w = \varepsilon$, then $\text{reach}(x)(\varepsilon) = \{ \delta_x \} = \eta(x) = \langle \eta(x) \rangle(\varepsilon)$.

Inductive case: $w = aw'$. If $t(x)(a) = \varepsilon$, then $\langle \eta(x) \rangle(aw') = \langle \{ \delta_x \} \rangle(aw') = \langle \{ \delta_x \} \rangle(aw') = \{ \delta_x \}$ = reach(x)(aw').

If $t(x)(a) = S$, then $\text{reach}(x)(aw) = \bigoplus_{\Delta \in \text{conv}(S)} \sum_{x' \in \text{supp}(\Delta)} \Delta(x') \cdot \text{reach}(x'(w)).$

By induction hypothesis, the latter is equal to $\bigoplus_{\Delta \in \text{conv}(S)} \sum_{x' \in \text{supp}(\Delta)} \Delta(x') \cdot \langle \eta(x’) \rangle(aw)$. Since $\langle \cdot \rangle$ is a homomorphism of convex semilattices, the latter is equal to $\langle \bigoplus_{\Delta \in \text{conv}(S)} \sum_{x' \in \text{supp}(\Delta)} \Delta(x') \cdot \eta(x') \rangle(aw)$ that is $\langle \text{conv}(S) \rangle(aw') = \langle \{ \delta_x \} \rangle(aw') = \langle \eta(x) \rangle(aw')$.

**Proposition 48.** $[\cdot] \circ \eta = \delta^* \circ \text{reach}$

**Proof.** By Lemma 46, $[\cdot] \circ \eta = \delta^* \circ \langle \cdot \rangle \circ \eta$. By Lemma 47, $\delta^* \circ \langle \cdot \rangle \circ \eta = \delta^* \circ \text{reach}$.

**Proposition 49.** Let $(X, t)$ be a NPLTS and let $\mathcal{R} = (Y, \text{corr}, r)$ be one of its resolutions. Let $x \in X$ and $y \in Y$ such that $\text{corr}(y) = x$. For all $w \in A^*$,
\[ \mathcal{D}(\text{corr} + 1)(\text{reach}_\mathcal{R}(y)(w)) \in \text{reach}(x)(w). \]

**Proof.** By induction on the structure of $w$. If $w = \varepsilon$ then
\[ \mathcal{D}(\text{corr} + 1)(\text{reach}_\mathcal{R}(y)(\varepsilon)) = \mathcal{D}(\text{corr} + 1)(\delta_y) = \delta_x \subseteq \{ \delta_x \} \in \text{reach}(x)(\varepsilon) \]
If \( w = aw' \) and \( t(x)(a) = * \) then we have \( r(y)(a) = * \), and
\[
\mathcal{D}(\text{corr} + 1) \left( \text{reach}_R(y)(aw') \right) = \mathcal{D}(\text{corr} + 1)(\delta_*) = \Delta, \quad \in \{\delta_*\} = \text{reach}(x)(aw')
\]

If \( t(x)(a) \neq * \) then we have \( r(y)(a) \neq * \). Let \( r(y)(a) = \Delta \in \mathcal{D}(Y) \). We have:
\[
\begin{align*}
\mathcal{D}(\text{corr} + 1)(\text{reach}_R(y)(aw')) &= \mathcal{D}(\text{corr} + 1)(\delta_*) \\
&= \Delta, \quad \in \{\delta_*\} = \text{reach}(x)(aw')
\end{align*}
\]

By the inductive hypothesis, for each \( y' \) we have
\[
\mathcal{D}(\text{corr} + 1)(\text{reach}_R(y')(w')) \in \text{reach}(\text{corr}(y'))(w').
\]
Hence, by the definition of Minkowski sum,
\[
\sum_{y' \in \text{supp}(\Delta)} \Delta(y') \cdot \mathcal{D}(\text{corr} + 1)(\text{reach}_R(y')(w')) \in \sum_{y' \in \text{supp}(\Delta)} \Delta(y') \cdot \text{reach}(\text{corr}(y'))(w'))
\]

Since \( R \) is a resolution, there is a \( \Delta' \in \text{conv}(t(x)(a)) \) such that \( \mathcal{D}(\text{corr})(\Delta) = \Delta' \). This means that \( \Delta'(x) = \sum_{y' \in \text{supp}(\Delta) \mid \text{corr}(y') = x'} \Delta(y') \), and thus:
\[
\begin{align*}
\sum_{y' \in \text{supp}(\Delta)} \Delta(y') \cdot \text{reach}(\text{corr}(y'))(w')) \\
= \sum_{x' \in \text{supp}(\Delta')} \Delta'(x') \cdot \text{reach}(x')(w')
\end{align*}
\]
as easily follows from the axioms of convex algebras. We can then conclude by the definition of \( \text{reach}(x)(aw') \)
\[
\begin{align*}
\sum_{x' \in \text{supp}(\Delta')} \Delta'(x') \cdot \text{reach}(x')(w') \\
\subseteq \bigoplus_{\Delta' \in \text{conv}(t(x)(a))} \sum_{x' \in \text{supp}(\Delta')} \Delta'(x') \cdot \text{reach}(x')(w') \\
= \text{reach}(x)(aw').
\end{align*}
\]

\( \square \)

**Proposition 50.** Let \((X,t)\) be a NPLTS. For all \( x \in X \) and \( w \in A^* \), if \( \Delta \in \text{reach}(x)(w) \) then there exists a resolution \( R = (Y, corr, r) \) and a state \( y \in Y \) such that
\[
(1) \quad \text{corr}(y) = x \quad \text{and} \quad \mathcal{D}(\text{corr} + 1)(y)(w)) = \Delta.
\]

**Proof.** The proof proceeds by induction on \( w \in A^* \).

In the base case \( w = \varepsilon \). For all \( x \in X \) and \( a \in A \) such that \( t(x)(a) \neq * \), we can choose one distribution \( \Delta_{x,a} \in t(x)(a) \). Then, we take \( R = (X, id_X, r) \) where \( r : X \to (\mathcal{D}(X) + 1)^A \) is defined for all \( x \in X \) and \( a \in A \) as
\[
\begin{align*}
r(x)(a) &= \begin{cases} *
& \text{if } t(x)(a) = *; \\
\Delta_{x,a} & \text{otherwise.}
\end{cases}
\end{align*}
\]

By construction \( R \) is a resolution. Then we take \( x \) as the selected state \( y \) of the resolution \( R \). Since the correspondence function is \( id_X \), (1) is immediately satisfied. Now, by definition, \( \text{reach}_R(x)(\varepsilon) = \delta_* \) and \( \text{reach}_R(x)(z) = \{\delta_*\} \).

We conclude by observing that \( \mathcal{D}(id_X + 1)(\delta_*) = \Delta_x \in \{\delta_*\} = \text{reach}(x)(\varepsilon) \).

In the inductive case \( w = aw' \). Now we have two cases to consider: either \( t(x)(a) = * \) or \( t(x)(a) = S \) for \( S \in \mathcal{P}_n, \mathcal{D}(X) \).

Assume \( t(x)(a) = * \). Then \( \text{reach}(x)(aw') = \{\delta_*\} \). Let \( R = (X, id_X, r) \) be the resolution defined as in the base case, and take \( x \) as the selected state \( y \) of the resolution \( R \). Since the correspondence function is \( id_X \), (1) is immediately satisfied. Since \( R \) is a resolution, \( t(x)(a) = * \) implies \( r(x)(a) = * \). Hence, \( \text{reach}_R(x)(a) = \delta_* \) and \( \text{reach}(x)(a) = \{\delta_*\} \).

We conclude by \( \mathcal{D}(id_X + 1)(\delta_*) = \delta_* \in \{\delta_*\} = \text{reach}(x)(a) \).

Assume \( t(x)(a) = S \). Then
\[
\text{reach}(x)(aw') = \bigoplus_{\Delta' \in \text{conv}(S)} \sum_{x' \in \text{supp}(\Delta')} \Delta'(x') \cdot \text{reach}(x')(w').
\]

By Proposition 40, it holds that
\[
\text{reach}(x)(aw') = \bigcup_{\Delta' \in \text{conv}(S)} \sum_{x' \in \text{supp}(\Delta')} \Delta'(x') \cdot \text{reach}(x')(w').
\]

This is equivalent to saying that there exists a \( \Delta' \in \text{conv}(S) \) such that
\[
\Delta \subseteq \sum_{x' \in \text{supp}(\Delta')} \Delta'(x') \cdot \text{reach}(x')(w').
\]

This is in turn equivalent to saying (by the definition of Minkowski sum) that for every \( x' \in \text{supp}(\Delta') \) there exists a \( \Delta'_x \in \text{reach}(x')(w') \) such that
\[
\Delta = \sum_{x' \in \text{supp}(\Delta')} \Delta'(x') \cdot \Delta'_x.
\]

We can now use the induction hypothesis on \( \Delta'_x \in \text{reach}(x')(w') \): for each \( \Delta'_x \in \text{reach}(x')(w') \) there exists a resolution \( R_x' = (Y_{x'}, \text{corr}_{x'}, r_{x'}) \) and a \( y_{x'} \in Y_{x'} \) such that
\[
(c) \quad \text{corr}_{x'}(y_{x'}) = x' \quad \text{and} \quad (d) \quad \mathcal{D}(\text{corr} + 1)(y_{x'})(w')) = \Delta'_x.
\]

Now we construct the coproduct of all the resolutions \( R_x' \). Take \( Z \) to be the disjoint union of all the \( Y_{x'} \), and define \( corr_Z : Z \to X \) as \( corr_Z(z) = corr_{x'}(z) \) if \( z \in Y_{x'} \). Similarly, we define \( r_Z : Z \to (\mathcal{D}(Z + 1)^A \) as \( r_Z(z) = r_{x'}(z) \) if \( z \in Y_{x'} \). By construction, \( R_z = (Z, corr_Z, r_z) \) is a resolution of \((X,t)\).

Let \( R' = (X, id_X, r') \) be a resolution defined as in the base case, i.e., by arbitrarily choosing a distribution.
\( \Delta_{x,a} \in t(x)(a) \), for any \( x \) and \( a \), as value of \( r'(x)(a) \), whenever \( t(x)(a) \neq \ast \). We define the resolution \( \mathcal{R} = (Y, \text{corr}, r) \) needed to conclude the proof as follows: the state space is \( Y = Z + X + \{ y \} \), namely the disjoint union of \( Z \), of \( X \), and of the singleton containing a fresh state \( y \); the correspondence function \( \text{corr}: Y \to X \) and the transition function \( r: Y \to (\mathcal{D}(Y) + 1)^4 \) are defined for all \( u \in Y \) as

\[
\text{corr}(u) = \begin{cases} 
    \text{corr}_Z(u) & \text{if } u \in Z, \\
    \text{id}_X(u) & \text{if } u \in X, \\
    x & \text{if } u = y,
\end{cases}
\]

\[
r(u)(b) = \begin{cases} 
    r_Z(u)(b) & \text{if } u \in Z, \\
    r'(u)(b) & \text{if } u \in X, \\
    \Delta_{x,b} & \text{if } u = y, a \neq b, t(x)(b) \neq \ast, \\
    \ast & \text{if } u = y, a \neq b, t(x)(b) = \ast, \\
    \Delta'' & \text{if } u = y, a = b
\end{cases}
\]

where \( \Delta'' \) is the distribution having as support the set of states \( \{ y_{x'} | x' \in \text{supp}(\Delta') \} \) \( \subseteq Z \), and such that \( \Delta''(y_{x'}) = \Delta'(x') \). Note that \( \Delta'' \) is a distribution, since \( \Delta' \) is and since we are taking exactly one \( y_{x'} \) for each \( x' \in \text{supp}(\Delta') \).

The fact that \( \mathcal{R} \) is a resolution follows from \( \mathcal{R}_Z \) and \( \mathcal{R}' \) being resolution and \( y \) respecting – by construction– the conditions of resolution: indeed \( \text{corr}(y) = x \), and

- if \( a \neq b \) and \( t(x)(b) \neq \ast \), then \( r(y)(b) = \Delta_{x,b} \) and \( \mathcal{D}(\text{corr})|_{\Delta_{x,b}} = \mathcal{D}(\text{corr})|_{\Delta_{x,b}} = \Delta_{x,b} \in t(x)(b) \);
- if \( a \neq b \) and \( t(x)(b) = \ast \), then \( r(y)(b) = \ast \);
- if \( a = b \), then \( r(y)(b) = \Delta'' \), and \( \mathcal{D}(\text{corr})|_{\Delta''} = \Delta' \), with \( \Delta' \in \text{conv}(t(x)(a)) \).

To conclude the proof we only need to show that points (1) and (2) hold. The former is trivially satisfied by definition of \( \text{corr} \). For (2), we display the following derivation.

\[
\begin{align*}
\mathcal{D}(\text{corr} + 1)(\text{reach}_\mathcal{R}(y)(aw')) &= \mathcal{D}(\text{corr} + 1)(\sum_{y_{x'} \in \text{supp}(\Delta'')} (\Delta''(y_{x'})) \cdot \text{reach}_\mathcal{R}(y_{x'})(w'))) \\
&= \mathcal{D}(\text{corr} + 1)(\sum_{x' \in \text{supp}(\Delta')} (\Delta'(x')) \cdot \text{reach}_\mathcal{R}(y_{x'})(w'))) \\
&= \sum_{x' \in \text{supp}(\Delta')} (\Delta'(x') \cdot \mathcal{D}(\text{corr} + 1)\text{reach}_\mathcal{R}(y_{x'})(w'))) \\
&= \sum_{x' \in \text{supp}(\Delta')} (\Delta'(x') \cdot \Delta_{x'}) \\
&= \Delta
\end{align*}
\]

of Theorem 23. Before starting with the actual proof, we need the following elementary observation: for all \( f: X \to Y \) and \( \Delta \in \mathcal{D}(X + 1) \), it holds that \( \sigma^\mathcal{R}(\mathcal{D}(f + 1)(\Delta)) = \sigma^\mathcal{R}(\Delta) \), namely, the total mass is preserved by applying \( \mathcal{D}(f + 1) \).

Now, suppose that \( [\eta(x)](w) = [p, q] \) for some \( p, q \in [0, 1] \) with \( p \leq q \). By Proposition 48, it holds that \( \sigma^\mathcal{R}(\text{reach}_\mathcal{R}(y)(w)) = [p, q] \). By definition of \( \sigma^\mathcal{R} \) there exists \( \Delta_{\text{min}}, \Delta_{\text{max}} \in \text{reach}(x) \) such that the total mass of \( \Delta_{\text{min}} = p \), the total mass of \( \Delta_{\text{max}} = q \) and for an arbitrary \( \Delta \in \text{reach}(x) \), its total mass is in between \( p \) and \( q \). In other words,

(a) \( \sigma^\mathcal{R}(\Delta_{\text{min}}) = p \),
(b) \( \sigma^\mathcal{R}(\Delta_{\text{max}}) = q \) and
(c) \( p \leq \sigma^\mathcal{R}(\Delta) \leq q \) for all \( \Delta \in \text{reach}(x) \).

By Proposition 49, for all resolutions \( \mathcal{R} \), states \( y \) such that \( \text{corr}(y) = x \) and distributions \( \Delta' \) such that \( \text{reach}_\mathcal{R}(y)(w) = \Delta' \), one has that \( \mathcal{D}(\text{corr} + 1)(\Delta') \in \text{reach}_\mathcal{R}(x)(w) \). By (e), \( p \leq \sigma^\mathcal{R}(\mathcal{D}(\text{corr} + 1)(\Delta')) \leq q \) and, by (13), \( p \leq \sigma^\mathcal{R}(\Delta') \leq q \). This means \( p \leq \sigma^\mathcal{R}(\text{reach}_\mathcal{R}(y)(w)) \leq q \) that, by Lemma 45, coincides with \( p \leq \text{prob}_\mathcal{R}(y)(w) \leq q \). This proves that \( [x](w) \geq p \) and \( [x](w) \leq q \).

We now prove that \( [x](w) \leq p \); the proof for \( [x](w) \geq q \) is analogous.

By Proposition 50, there exist resolutions \( \mathcal{R} \), a state \( y \) and distributions \( \Delta'' \) such that

(d) \( \text{corr}(y) = x \),
(e) \( \mathcal{D}(\text{corr} + 1)(\Delta'') = \Delta_{\text{min}} \),
(f) \( \text{reach}_\mathcal{R}(y)(w) = \Delta'' \).

By (e) and (13), one immediately has that \( \sigma^\mathcal{R}(\Delta'') = \sigma^\mathcal{R}(\Delta_{\text{min}}) = p \). By (f), the latter means that \( \sigma^\mathcal{R}(\text{reach}_\mathcal{R}(y)(w)) = p \) that, by Lemma 45, allows to conclude that \( \text{prob}_\mathcal{R}(y)(w) = p \). This proves that \( [x](w) \leq p \).

\( \square \)

H.2. Proof of Corollary 24

Proof. Consider the monad morphisms \( q_B: T_{\text{res}} \Rightarrow T_{\text{ess}} \) and \( q_T: T_{\text{res}} \Rightarrow T_{\text{es}} \) quotienting \( T_{\text{res}} \) by \( (B) \) and \( (T) \) respectively (see Section 6). By Theorem 16 item 2 we have

\[
[\eta(x)]_B(w) = (q_B A^* \circ [\eta(x)])(w) \quad [\eta(x)]_T(w) = (q_T A^* \circ [\eta(x)])(w)
\]

For an interval \([p, q], q_B([p, q]) = q \) and \( q_T([p, q]) = p \). Then by Theorem 23 we derive

\[
(q_B A^* \circ [\eta(x)])(w) = q_B([x](w), [y](w)) = [x](w)
\]

and, analogously,

\[
(q_T A^* \circ [\eta(x)])(w) = q_T([x](w), [y](w)) = [x](w)
\]

\( \square \)
H.3. Proof of Proposition 26

Proof. We first prove that $\|x\|_f(w) \leq \|x\|_{fp}(w)$.

Let $R = (Y, \text{corr}, r)$ be a resolution of $(X, t)$, $x \in X$, and $w \in A^*$. Let $y \in Y$ such that corr$(y) = x$. We show that there exists a fully probabilistic resolution $R'$ of $(X, t)$ with a state $z$ such that $z$ is mapped by the correspondence function of $R'$ to $x$ and such that $\text{prob}_R(y)(w) = \text{prob}_{R'}(z)(w)$.

We define $R' = (Y \times A^*, \text{corr}', r')$ as follows. The correspondence function $\text{corr}' : Y \times A^* \to Y$ is $\text{corr} \circ \pi_1$, namely $\text{corr}'(y, w) = \text{corr}(y)$ for all $w \in A^*$. To define $r'$, we use the notation $\Delta_w : \mathcal{D}(Y \times A^*)$ to denote, for all $\Delta \in \mathcal{D}(Y)$ and $w' \in A^*$, the distribution over $Y \times A^*$ given as

$$\Delta_{w'}(y, w'') = \begin{cases} \Delta(y) & \text{if } w' = w'', \\ 0 & \text{otherwise.} \end{cases}$$

Now $r' : Y \times A^* \to (A \times \mathcal{D}(Y \times A^*)) + 1$ is defined as:

$$r'(y, \epsilon) = \star$$

$$r'(y, aw) = \begin{cases} (a, \Delta_w) & \text{if } r'(y)(a) = \Delta \neq \star \\ \star & \text{otherwise.} \end{cases}$$

We proceed by proving that $R'$ is a fully probabilistic resolution of $(X, t)$. First, it is necessary to observe that $r'$ is well defined: if $r'(y)(a) = \Delta$ and $r'(y)(b) = \Delta'$ for some $b \neq a$, then $r'(y, aw)$ is by definition $(a, \Delta_w)$: this explains why we needed to take as set of states $Y \times A^*$.

Now suppose that $r'(y, w') \neq \star$. Then $w' = aw^\prime$, and $r'(y, w') = (a, \Delta_w)$ with $\Delta = r'(y)(a)$. Hence, $\mathcal{D}(\text{corr}')(\Delta_{w'}) = \mathcal{D}(\text{corr})(\Delta)$. Since $R$ is a resolution, $\mathcal{D}(\text{corr})(\Delta) \in \text{conv}(t(x)(a))$ and therefore $R'$ is a fully probabilistic resolution.

We now prove that for all $w' \in A^*$ and for all $y \in Y$, it holds that $\text{prob}_R(y)(w') = \text{prob}_{R'}(y, w')(w')$. The proof goes by induction on $w'$.

If $w' = \epsilon$ then, $\text{prob}_R(y)(\epsilon) = 1 = \text{prob}_{R'}(y, \epsilon)(\epsilon)$.

If $w' = aw^\prime$ and $r'(y)(a) = \star$, then $r'(y, w') = \star$ and $\text{prob}_{R'}(y, w')(w') = 0 = \text{prob}_R(y)(w')$.

If $w' = aw^\prime$ and $r'(y)(a) = \Delta \neq \star$, then $r'(y, aw')(w') = (a, \Delta_{w''}):$

$$\text{prob}_{R'}(y)(w') = \sum_{y'' \in \text{supp}(\Delta)} \Delta(y') \cdot \text{prob}_{R}(y')(w'')$$

$$= \sum_{y'' \in \text{supp}(\Delta)} \Delta(y') \cdot \text{prob}_{R}(y', w'')(w'') \quad \text{(by IH)}$$

$$= \sum_{(y', w'') \in \text{supp}(\Delta_{w''})} \Delta_{w''}(y', w'') \cdot \text{prob}_{R}(y', w'')(w'')$$

$$= \text{prob}_R(y, aw')(w'')$$

Hence, $\text{prob}_R(y)(w) = \text{prob}_{R'}(y, w)(w)$, with $\text{corr}(y) = \text{corr}'(y, w) = x$.

We now prove that $\|x\|_f(w) \geq \|x\|_{fp}(w)$.

Let $R = (Y, \text{corr}, r)$ be a fully probabilistic resolution of $(X, t)$, $x \in X$, and $w \in A^*$. Let $\text{corr}(y) = x$. We show that there exists a resolution $R' = (Y', \text{corr}', r')$ of $(X, t)$ with a state $z$ such that $\text{corr}'(z) = x$ and $\text{prob}_R(y)(w) \leq \text{prob}_{R'}(z)(w)$. We define $R' = (Y', \text{corr}', r')$ as follows:

- $Y' = Y + X$ is the (disjoint) union of $Y$ and $X$
- $\text{corr}' = \text{corr} + \text{id}_X$ that is for all $y' \in Y'$

$$\text{corr}'(y') = \begin{cases} \text{corr}(y') & \text{if } y' \in Y; \\ \text{id}_X(y') & \text{if } y' \in X. \end{cases}$$

- $r' : Y' \to (\mathcal{D}(Y') + 1)^A$ is defined as:

$$r'(y')(a) = \begin{cases} \star & \text{if } t(\text{corr}'(y')(a)) = \star \\ \Delta & \text{if } y' \in Y \text{ and } r'(y') = (a, \Delta) \\ \Delta_{\text{corr}'(y')(a)} & \text{otherwise.} \end{cases}$$

where $\Delta_{x,a}$ are defined like in the base case of the proof of Proposition 50 (namely, an arbitrary choice amongst the distributions in $t(x)(a)$).

We prove that $R'$ is a resolution. For elements $y' \in X$ the conditions of Definition 21 are trivially satisfied (see the analogous construction used in the base case in the proof of Proposition 50). Suppose $y' \in Y$.

1) By definition, $r'(y')(a) = \star$ if $t(\text{corr}'(y'))(a) = \star$.
2) If $r'(y')(a) \neq \star$, then we are either in the second or in the third case of the definition of $r'$. If we are in the second case, $r'(y')(a) = \Delta$ with $r'(y') = (a, \Delta)$. Since $\Delta \in \mathcal{D}Y$ we have $\mathcal{D}(\text{corr}')(\Delta) = \mathcal{D}(\text{corr})(\Delta)$, and by the definition of fully probabilistic resolution, it holds that $\mathcal{D}(\text{corr})(\Delta) \in \text{conv}(t(\text{corr}')(y'))$. Therefore $\mathcal{D}(\text{corr}')(\Delta) \in \text{conv}(t(\text{corr}')(y'))$. If we are in the third case, we have $r'(y')(a) = \Delta_{\text{corr}'(y')(a)}$, with $\Delta_{\text{corr}'(y')(a)} \in t(\text{corr}')(y')$. By definition of $r'$, $\mathcal{D}(\text{corr}')(\Delta_{\text{corr}'(y')(a)}) = \Delta_{\text{corr}'(y')(a)}$. Therefore $\mathcal{D}(\text{corr}')(\Delta_{\text{corr}'(y')(a)}) \in \text{conv}(t(\text{corr}')(y'))$.

We conclude by showing that for all $y' \in Y$ and for all $w'$, $\text{prob}_{R'}(y, w') \leq \text{prob}_R(y, w')$. The proof goes by induction on $w'$. The case $w' = \epsilon$ is trivial, since $\text{prob}_{R'}(y, \epsilon) = 1 = \text{prob}_R(y, \epsilon)$. For the inductive case, take $w' = aw''$. Suppose $r(y') = (a, \Delta)$. Then, by definition of $r'$, $r'(y)(a) = \Delta$, and

$$\text{prob}_{R'}(y)(aw'') = \sum_{y'' \in \text{supp}(\Delta)} \Delta(y') \cdot \text{prob}_{R}(y')(w'') \leq \sum_{y'' \in \text{supp}(\Delta)} \Delta(y') \cdot \text{prob}_{R}(y')(w'') \quad \text{(by IH)}$$

$$= \text{prob}_R(y)(aw'')$$

Now suppose that $r(y) \neq (a, \Delta)$. $r(y) = \star$ then, by definition of $\text{prob}_R$, $\text{prob}_R(y)(aw'') = 0$ and there is nothing to prove.

Hence, $\text{prob}_R(y)(w) \leq \text{prob}_{R'}(y)(w)$, with $\text{corr}(y) = \text{corr}'(y) = x$. \qed