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Two simple approaches to sampling general probability distributions defined over the simplex, especially with Monte Carlo algorithms and in high dimensions, are presented.
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The need to sample from a general distribution of probability over a simplex, that is, over a space of distributions, is more common than one might think. For example, it's necessary whenever we use exchangeable probability models (Dawid 2013; de Finetti 1930; 1937; Bernardo et al. $2000 \S 4.2$ ), ubiquitous in science owing to their intimate connection with reproducibility (JCGM 2012 §§ B.2.15-16; ISO 2006 §§ 3.3.6, 3.3.11; Poincaré 1992 ch. IX; Duhem 1914 ch. VI; de Finetti 1937; Jeffreys 1973 ch. IV; Popper 2005 ch. 1).

Sampling on an $n$-dimensional simplex, for example by Monte Carlo methods (Neal 1993; MacKay 2003 chs 29, 30; Hall 2014), is difficult because the allowed ranges of the sampled quantities are interdependent: denoting by $f:=\left(f_{0}, \ldots, f_{n}\right)$ a sampled distribution, we must have

$$
\begin{equation*}
\sum_{i=0}^{n} f_{i}=1, \quad 0 \leqslant f_{i} \leqslant 1, \quad \text { all } i, \tag{1}
\end{equation*}
$$

so that $n$ independent components, for example $F:=\left(f_{1}, \ldots, f_{n}\right)$, must satisfy

$$
\begin{equation*}
\sum_{j=1}^{n} f_{j} \leqslant 1 \tag{2}
\end{equation*}
$$

The individual bounds $\left\{0 \leqslant f_{i} \leqslant 1\right\}$ are not difficult to handle with a change of variable, using a logistic function for example, because they are independent. It's the joint constraint (2) that's the problem. It needs to be tested for any proposed sample, and in high dimensions it leads to high rejection rates, because the $n$-dimensional simplex only occupies $1 / n$ ! of the volume of the unit hypercube $\left\{0 \leqslant f_{j} \leqslant 1\right\}$.

I didn't find solutions to this problem in the literature, except for an ingenious change of variables $z \mapsto f$, discussed by Betancourt (2012; Altmann et al. 2014), which maps the unit hypercube onto (but not into) the simplex:

$$
\begin{align*}
f_{1} & =1-z_{1} \\
f_{2} & =\left(1-z_{2}\right) z_{1} \\
f_{3} & =\left(1-z_{3}\right) z_{2} z_{1}  \tag{3}\\
& \cdots \\
f_{n} & =\left(1-z_{n}\right) z_{n-1} \cdots z_{1} \\
f_{0} & \equiv z_{n} \cdots z_{1} .
\end{align*}
$$

You can easily check that the quantities $z:=\left(z_{1}, \ldots, z_{n}\right)$ have independent bounds $\left\{0 \leqslant z_{j} \leqslant 1\right\}$. The Jacobian determinant of this transformation can also be computed. This transformation has a couple of practical disadvantages, however, owing to its recursive structure. The numerical relative imprecision of the $z_{j}$ accumulates in the $f_{j}$ as $j$ increases, leading to an additional variability in the $f_{j}$ with larger $j$, which manifests as an artefactual broadening of their marginal densities. The non-linear transformation $z \mapsto f$ moreover destroys the convex structure of the simplex; it heavily bends regions that are linear in $f$, and can thus lead to a slower exploration of bent regions of high probability for some Markov-chain methods.

I want to propose two alternative approaches to the problem of interdependent bounds (2). These approaches also work very well in high dimensions. They are so simple - the first in particular - that they have probably been used before, so I'm not making any claim of originality. But I haven't seen them explicitly discussed in the literature, so it may be useful to advertise them. The main idea behind them is to give an additional dimension to the simplex.

Suppose we want to sample from the probability distribution

$$
\begin{gather*}
G(f) \mathrm{d} \boldsymbol{F} \\
f_{0} \equiv 1-\sum_{j=1}^{n} f_{j}, \quad f_{j} \geqslant 0, \quad \sum_{j=1}^{n} f_{j} \leqslant 1, \tag{4}
\end{gather*}
$$

defined over the $n$-dimensional simplex. This distribution can be considered as the marginal distribution of the joint, separable distribution

$$
\begin{equation*}
L(r) G(f) \mathrm{d} r \mathrm{~d} \boldsymbol{F}, \quad r \geqslant 0, \quad f_{j} \geqslant 0, \quad \sum_{j=1}^{n} f_{j} \leqslant 1, \tag{5}
\end{equation*}
$$

where $r$ is a positive quantity with a (regular) distribution of probability $L(r) \mathrm{d} r$. If we sample $(r, \boldsymbol{F})$ from this joint distribution, the samples of $\boldsymbol{F}$ will obviously come from $G(f) \mathrm{d} F$.

First approach Now consider the quantities $x:=\left(x_{0}, \ldots, x_{n}\right)$ in the positive $(n+1)$-dimensional orthant $\left\{x_{i} \geqslant 0\right\}$, and the following transformation $x \mapsto(r, F)$ :

$$
\begin{align*}
r & =x_{0}+\cdots+x_{n}  \tag{6a}\\
f_{i} & =\frac{x_{i}}{x_{0}+\cdots+x_{n}} \tag{6b}
\end{align*}
$$

You can prove, for example using the inverse transformation $(r, F) \mapsto x$, that the Jacobian determinant of $x \mapsto(r, F)$ is $r^{-n}$. The joint probability distribution (5) can thus be written as

$$
\begin{equation*}
M[r(x)] G[f(x)] \mathrm{d} x, \quad x_{i} \geqslant 0, \tag{7}
\end{equation*}
$$

where the Jacobian determinant has been absorbed into $M(r):=L(r) / r^{n}$. Most important, the $x_{i}$ have independent bounds.

We can therefore easily sample from the distribution (7) for the quantities $x$, on a space with no interdependent bounds, and then construct samples of $f$ from $x$ via the transformation (6b). The resulting $f$ samples are drawn from our distribution of interest (4). The $r$ samples are drawn from $L(r) \mathrm{d} r$ but they aren't calculated (unless this quantity is of interest for some reason). Note that $L$ and therefore $M$ are completely arbitrary; we can choose a normal distribution as the latter, for example. Also, the numerical relative imprecision of every $f_{i}$ is roughly twice that of $x_{i}$ : no accumulation of imprecision occurs.

If our probability distribution (4) has its main mass enough far away from the faces of the simplex, it's practical to sample the $x$ directly despite their lower bound - by using a density function $M(r)$ with a sharp peak at high values of $r$, say $r \approx n$. This way, even if some typical $f_{i}$ may be close to zero, the corresponding $x_{i}$ will be of order unity, enough far away from its lower bound to be sampled directly without worrying about high rejection rates.

Second approach If we prefer to have completely unbounded quantities, we can still consider the probability distribution (5) extended with $r$, but use the following transformation $t \mapsto(r, F)$ (cf. MacKay 2003 § 23.5, p. 316):

$$
\begin{align*}
r & =t_{0}+\cdots+t_{n}  \tag{8a}\\
f_{i} & =\frac{\exp \left(t_{i}\right)}{\exp \left(t_{0}\right)+\cdots+\exp \left(t_{n}\right)} \tag{8b}
\end{align*}
$$

You can prove, for example by induction on $n$, that the Jacobian determinant of the transformation above is

$$
\begin{equation*}
\left|\operatorname{det} \frac{\partial(r, \boldsymbol{F})}{\partial t}\right|=(n+1) \prod_{i=0}^{n} f_{i} \equiv(n+1) \exp (r)\left[\sum_{i} \exp \left(t_{i}\right)\right]^{-(n+1)} \tag{9}
\end{equation*}
$$

The joint probability distribution (5) can thus be written as

$$
\begin{equation*}
(n+1) L[r(t)] G[f(t)] \prod_{i=0}^{n} f_{i}(t) \mathrm{d} \boldsymbol{t}, \quad t \in \mathbf{R}^{n+1} \tag{10}
\end{equation*}
$$

We can therefore sample from the distribution (10), defined over $\mathbf{R}^{n+1}$, and then construct samples for $f$ from $t$ via the transformation (8b). Also in this case the resulting $f$ samples are drawn from our distribution of interest (4). The probability density function $L(r)$ is again completely arbitrary, and can be conveniently chosen as a normal sharply peaked at $r \approx 0$; it's also possible to include the Jacobian term $\exp (r)$ from (9) in it.

A final remark: instead of the transformation (8a) we could also have considered $r=\sum_{i} \exp \left(t_{i}\right)$. This transformation is inconvenient, however: surfaces of constant $r$ would then be heavily bent in $t$ coordinates, leading to slower convergence for some Markov-chain methods. It's also possible to use the transformation (8b) without $r$, by using the independent quantities $\left(t_{1}, \ldots, t_{n}\right)$ and defining $t_{0}:=-\sum_{j=1}^{n} t_{j}$. The Jacobian determinant in this case is still (9); the proof is left again as an exercise for you.
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