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Observer-based Super Twisting Controller Robust to Wind
Perturbation for Multirotor UAV

Hussein Hamadi1,2, Benjamin Lussier1, Isabelle Fantoni1,3, Clovis Francis2 and Hassan Shraim2

Abstract— Control design for multi rotors UAV is an im-
portant challenge for engineers and scientists, due to the fact
that the standard configurations are under-actuated, highly
nonlinear, and unstable systems. In this paper, a wind force
compensation strategy is proposed for a quadrotor. This strat-
egy relies on a second order sliding mode controller based on
the super twisting algorithm (STA) with an observer. Second
order sliding mode technique ensures robustness to external
disturbances and time varying, parametric and nonlinear
uncertainties. Integration of an observer in the closed-loop
system is needed for states reconstruction and the estimation of
unknown external forces such as the wind effect. This estimation
will allow a better monitoring of the system’s status than passive
robustness, providing the opportunity for recovery tactics such
as an emergency landing when the external perturbations
become too strong for the system. The effectiveness of the
proposed strategy is compared to an adaptative gain controller
through simulation and validated in real experiments on a
quadrotor.

I. INTRODUCTION

Over the last decade, there has been a growing interest
in flying machines without on board human pilots known as
UAVs (Unmanned Aerial Vehicles). The application scope of
UAVs ranges from homeland security (coast guard, borders
protections...) and disaster relief (exploring unknown envi-
ronment, monitoring or intervening in potentially dangerous
areas...) to weather forecasting [1], [2]. Since in outdoors
environment the drone is exposed to adverse atmospheric
conditions, reliable and robust control algorithms are re-
quired.

In the literature, a large number of publications on mul-
ticopters addresses this control problem. Some of these
works propose the development of linear controllers like
PID and LQ regulators [3] [4], while others suggest the
development of nonlinear methods to maintain the stability
of the system. Among the latter, we can list the backstepping
control approach [5], fuzzy controllers [6] and sliding mode
approaches [7].

However, there exist relatively few works where wind
effects on these systems are quantified. In [8], the authors
developed two methods to estimate the wind speed and
its direction. In a direct approach, wind information are
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CNRS, UMR 7253 Heudiasyc, 60200 Compiègne, France, Email:
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estimated using a wind sensor (anemometer) mounted on
top of the vehicle. In an indirect approach, the attitude data
from the drone are used in the estimation. However, the wind
effect is considered as only due to the air frame drag which
does not reflect real flight conditions. The problem of wind
estimation was also addressed in [9], where an extended state
observer is developed to identify wind disturbances, but only
indoor experiments where conducted to validate this method.
A linear observer for the estimation of wind disturbances
is presented in [10]. Real-time outdoor experiments where
conducted using a GPS receiver to test the proposed method
in real flight conditions. Nevertheless, the authors explain
that it can only be used near the equilibrium point, i.e.
hovering, since it is based on a linear model of the vehicle.

Indeed, the design of a robust control law against distur-
bances due to wind is a difficult problem [11], especially
when tracking aggressive trajectories. Thus two approaches
are oftenly used: first the implicit modeling of the forces of
wind on the drone and its integration in the expression of
the control law, and second the use of a robust controller to
tolerate wind effects and other uncertainties (such as model
uncertainties).

Among the first approach, Sydney et al. [12] carried out
an estimation process of the wind effect on a quadrotor and
used it to design a control law capable of countering its
disturbances. The authors in [13] investigated the wind effect
on a quadrotor model, and showed that it can be viewed as
an oblique flow approaching the rotors based on the blade-
element momentum theory. Huan et al. [14] took into account
the aerodynamic effect by proposing a law of aggressive
command for a quadrotor using the blade flapping approach.
In [15], an active rejection of wind disturbance using an
approximate feedback linearization of the model dynamics
is proposed and validated. However, such a controller based
on feedback linearization is known to be very sensitive to
sensor noise, since up to three-order derivatives of the states
are included in the inputs.

Other works, such as [16] and [17] have experimentally
validated their contribution. In particular in [17], three types
of disturbances including payloads, rotors failures, and the
wind generated by a fan are chosen separately to verify the
effectiveness of the controller in each situation.

Among works of the second approach, [18] and [19],
propose robust control laws with adaptive gains to ensure
the stability of the system. In [20], the authors address
flight control in presence of wind-gust disturbances during
trajectory tracking with a 6DOF nonlinear dynamics model
separated into two subsystems (dynamic and kinematic).



A hierarchical controller is used to stabilize the under-
actuated subsystems using the sliding mode and the adaptive
control techniques to deal with slow and fast varying wind
conditions. At the same time, a backstepping technique is
used to stabilize the inner loop heading dynamics.

The authors of [21] developed an adaptive robust con-
troller based on the sliding mode algorithm to deal with
payload variation and wind gust disturbances. To quantify
the wind impact, they implemented a propeller momentum
drag and wind gust model including forces and moment
disturbances. In our work, we propose a full scheme of wind
estimation and rejection. Such a closed loop control method
based on active disturbance detection and validated on real
experiments in outdoor environment is in our opinion an
original contribution compared to the presented litterature.
Through active detection, our proposed strategy helps first
to detect wind condition that would be too difficult to the
UAV (allowing to deploy recovery mechanisms such as a
parachute) and second to better coordinate with fault toler-
ance mechanisms such as detection and recovery of failing
motors. Through a passive approach like those presented in
the literature,, the robustness of adaptative controllers usually
allows the second but not the first.

In this paper, a second order sliding mode technique based
on the Super-Twisting Algorithm (STA) is used as a control
law which is able to deal with matched uncertainties such
as imperfections in the model’s parameter estimation (mass,
inertias, motors constants...) and bounded external distur-
bances [22]. The induced aerodynamic forces representing
the unknown external wind disturbances are estimated via
a first order differentiator also based on the STA [23]. The
main contribution of this paper is to propose a guided Sliding
Mode Controller (SMC) that uses a wind observer to take
into account wind disturbances, following the approach of
explicitly taking into account wind perturbations. Compared
to passive robust techniques, we consider that this approach
could give better results in extreme conditions, but would
also allow the system to identify dangerous situations re-
garding wind perturbations and to perform recovery actions
like dropping its altitude or even landing to avoid possible
control loss.

This paper is organized as follows: section II presents the
nonlinear dynamic model of the quadrotor. Based on this
model, a STA control law is developed in section III. In
section IV, we present a robust observer designed to estimate
the external disturbances (and particularly the wind forces).
Section V compares our approach to a robust adaptative
controller in simulations and details a validation of the
proposed controller and observer using real experiments.
Finally, some conclusions and perspectives are presented in
section VI.

Fig. 1: The quadrotor and the reference frames

II. EQUATIONS OF MOTION

The dynamics of a quadrotor aircraft, depicted in Figure
1, is modeled by the following equations:

mξ̈ = −mggZE +RutZE + Fp
Iη̇ = −Skew(η)Iη +G+ τ +Mr

(1)

where the Skew function is the Skew-symmetric matrix
of the vector, ξ =

[
x y z

]T
and η =

[
p q r

]T
are

respectively the vehicle position in Earth-frame and angular
velocities in Body-frame, m is the mass of the quadrotor,
I = diag(Ix, Iy, Iz) is the inertia matrix of the rigid body,
gg is the gravitational constant, ut and τ = [τφ τθ τψ]T

represent the virtual control inputs of the system (thrust and
torques respectively) detailed in (9), Fp = [Fx Fy Fz]

T and
Mr = [Mφ Mθ Mψ]T are the induced aerodynamic forces
and moments acting on the quadrotor caused by external
wind and gusts. It is worth mentioning that the aerodynamic
moments Mr and the aerodynamic force Fz are named
matched disturbances since they affect the system states
which are directly controlled by the motors, while only the
forces Fx and Fy are unmatched ones [24]. For this reason,
we will only consider Fx and Fy in our wind observer, as a
sliding mode controller is already robust against matched
uncertainties. Finally, G = [Gφ Gθ Gψ]T represents the
gyroscopic effect due respectively to body rotation and
propellers orientation changes, and R is the rotation matrix
from the Body-frame to the Earth-frame given by:

R =

CψCθ CψSφSθ − CφSψ CφCψSθ + SφSψ
SψCθ SφSψSθ + CφCψ CφCψSθ − SφSψ
−Sθ CθSφ CφCθ

 (2)

where S. and C. denote respectively the sin() and cos()
functions. Thus, we obtain the full mathematical model:

1) Position dynamic model:mẍmÿ
mz̈

 =

 0
0

−mgg

+

CφCψSθ + SφSψ
CφSψSθ − SφCψ

CθCφ

ut +

FxFy
Fz


(3)



2) Attitude dynamic model:IxṗIy q̇
Iz ṙ

 =

(Iy − Iz)qr
(Iz − Ix)pr
(Ix − Iy)pq

+

−JrqΩJrpΩ
0

+

τφτθ
τψ

+

Mφ

Mθ

Mψ


(4)

where Jr is the rotor inertia and Ω is the overall residual
motors speed from the unbalanced rotor rotation (5).

Ω = $1 +$3 −$2 −$4 (5)

where $i are propeller angular speeds. The transformation
matrix Tη relating to body angular velocities

[
p q r

]T
and Euler angular rates

[
φ̇ θ̇ ψ̇

]T
is given by:pq

r

 = Tη

φ̇θ̇
ψ̇

 (6)

Tη =

1 0 −Sθ
0 Cφ CθSφ
0 −Sφ CθCφ

 (7)

Considering that the UAV will not do aggressive maneuvers
but only small roll and pitch angles variations (Assumption
5 below), we can assume that Tη is very close to the identity
matrix Tη = I3x3. Thus the attitude dynamics model (4) can
be simplified as:

Ixφ̈Iy θ̈
Izψ̈

 =

(Iy − Iz)θ̇ψ̇
(Iz − Ix)φ̇ψ̇

(Ix − Iy)φ̇θ̇

+

−Jr θ̇ΩJrφ̇Ω
0

+

τφτθ
τψ

+

Mφ

Mθ

Mψ


(8)

The flight of the quadrotor is driven by multiple propellers.
The propeller angular speeds $i, i=1,2,3,4 will determine the
total thrust ut and moments τ . According to the Figure 1’s
rotor numbering, the total thrust and torques representing the
input vector of the system is given by:

ut = F1 + F2 + F3 + F4

τφ = (F4 − F2) ∗ l
τθ = (F3 − F1) ∗ l
τψ = (τ1 + τ3)− (τ2 + τ4)

(9)

More information about the derivation of the dynamic
model and the expressions of the control inputs are given
in [25].

III. CONTROL LAW

The control law design is performed under several assump-
tions:

Assumption 1 The reference trajectory controllers are
continuous, differentiable and their derivatives are bounded.

Assumption 2 The external disturbances and their first
derivatives are bounded. In other words, the wind forces
variations are considered continuous.

Assumption 3 The roll, pitch and yaw angles are con-
strained to (−π/2 < φ, θ < π/2) and (−π < ψ < π), so
acrobatic behaviors such as looping are not allowed.

Assumption 4 The structure of the system is supposed to
be rigid and symmetrical.

Assumption 5 The system dynamics are limited to small
angles and small variations of linear and angular velocities.
This behavior is current in practice with UAV.

Assumption 6 All the control inputs are bounded, i.e.,
ut ∈ ]0, 1] and τφ, τθ, τψ ∈ [−1; 1]

The objective of the controller is to ensure the convergence
of the actual state vector [x, y, z, ψ] to the desired trajectories
[xr, yr, zr, ψr]. Let us first consider the following vectors:
x1 = [z, φ, θ, ψ]T , and x2 = [ż, φ̇, θ̇, ψ̇]T so we end up with
the following state-space form of the model:{

ẋ1 = x2
ẋ2 = f(x1, x2) + g(x1, x2)u+ w(t)

(10)

where w(t) =
[
wz wφ wθ wψ

]T
represents the exter-

nal disturbances vector. The vector f(x1, x2), the matrix
g(x1, x2) and u are defined as:

f(x1, x2) =


−gg

(Iy − Iz)θ̇ψ̇ − Jr θ̇Ω
(Iz − Ix)φ̇ψ̇ + Jrφ̇Ω

(Ix − Iy)φ̇θ̇

 (11)

u =


ut
τφ
τθ
τψ

 (12)

g(x1, x2) =


1
m (CθCφ) 0 0 0

0 1
Ix

0 0

0 0 1
Iy

0

0 0 0 1
Iz

 (13)

Note that in (11) the terms Jrφ̇Ω and −Jr θ̇Ω will be
neglected by means of the (Assumption 5) in the sequel.
Thus according to the assumptions cited before, the control
matrix g(x1, x2) is non-singular and thus invertible, and the
following inequalities are established:

| fi(x1, x2) |< f̃i, i = 1, ..., 4
| ẇi |< w̃i, i = z, φ, θ, ψ

(14)

where f̃i and w̃i are known positive values. The sliding
manifolds vector s =

[
sz sφ sθ sψ

]T
is defined as:

s = ė+ λe (15)

where e =
[
ez eφ eθ eψ

]T
represent the errors between

the actual states of the system and the desired ones and
λ = diag(λz, λφ, λθ, λψ) is a positive definite gain matrix.
According to [22], we choose the control input as the
following expression:

u = g(x1, x2)−1(ẍ1d − λė−K1

√
|s|sgn(s)

−K2

∫ t
0

sign(s(ε))dε− f(x1, x2))
(16)

where ẍ1d is the desired acceleration provided by the tra-
jectory generator, K1 = diag(K1z,K1φ,K1θ,K1ψ) and



Fig. 2: Experimental quadrotor

K2 = diag(K2z,K2φ,K2θ,K2ψ) are super twisting control
positive gain matrices, and sign(.) is the sign function. Thus
we obtain the following closed-loop error dynamics:

ṡ = −K1

√
|s| sign(s)−K2

∫ t

0

sign(s(ε))dε+ w(t) (17)

To prove the stability and the time convergence of this
system, we define the variable ζ = [ζ1, ζ2]T =
[s,−K2

∫ t
0

sign(s)dε]T , then the equation (17) can be rewrit-
ten as:

ζ̇1 = −K1

√
|ζ1| sign(ζ1) + ζ2

ζ̇2 = −K2 sign(ζ1) + ẇ
(18)

The proof of finite convergence of the variables ζ1 and ζ2
follows the same procedure as in [22]. It is worth nothing that
the translational motion in the x-axis and y-axis depends on
the pitching and rolling torques, so the development of the
control inputs is divided into an altitude and heading control
upon which depends an X-Y translational motion control.

A. Altitude and heading control

We define the altitude tracking error, which is the dif-
ference between the desired and the measured altitudes as
follows:

ez = zr − z (19)

We also define the sliding variables for these errors:

sz = ėz + λzez (20)

In this case, the dynamics of the altitude sliding variable sz
is given by:

ṡz = ëz + λz ėz (21)

By substituting (3) and (19) into (21), we obtain:

ṡz = z̈r + gg −
(CθCφ)

m
ut − wz + λz ėz (22)

As a manner of fact, the control input ut is composed of
two parts: a continuous part called equivalent input, and
a discontinuous part based on the super twisting algorithm
(23).

ut = uteq + utdis (23)

The equivalent input uteq is computed by applying the sliding
condition, ṡ = 0 , and the discontinuous part utdis is derived
in order to obtain the closed-loop error dynamics as given
in (17) in each subsystem. By applying the sliding condition
to the altitude i.e. ṡz = 0, we obtain from (21) a sliding
property that we want uteq to satisfy:

z̈r + gg −
(CθCφ)

m
uteq − wz + λz ėz = 0 (24)

As the matched uncertainties wz will be tolerated by the
super twisting controller, we thus choose for the equivalent
input:

uteq =
m

(CθCφ)
(z̈r + gg + λz ėz) (25)

and as given by the super twisting algorithm, we choose for
the discontinuous part:

utdis = −K1z

√
|sz| sign(sz)−K2z

∫ t

0

sign(sz(ε))dε (26)

By adding the equivalent term and the discontinuous term,
the full expression of the control input becomes:

ut =
m

(CθCφ)
(z̈r + gg + λz ėz)

−K1z

√
|sz| sign(sz)−K2z

∫ t

0

sign(sz(ε))dε

(27)

By choosing the altitude control gains as follows:

K1z =
mK

′

1z

(CθCφ)
K2z =

mK
′

2z

(CθCφ)
(28)

and by substituting (28) into (27), then finally by substituting
the control law (27) in (22), the dynamics of sz becomes:

ṡz = −K
′

1z

√
|sz| sign(sz)−K

′

2z

∫ t

0

sign(sz(ε))dε+ wz

(29)
Which satisfy having the same form as the equation (17).
The same procedure is used to obtain the yaw torque:

τψ = Iz(ψ̈r −
Mψ

Iz
+ λψ ėψ −

(Ix − Iy)

Iz
φ̇θ̇)

−K1ψ

√
|sψ| sign(sψ)−K2ψ

∫ t

0

sign(sψ(ε))dε

(30)

B. Translational motion in X-Y direction

In this subsection, the procedure to derive the roll and
pitch torques is introduced. The first challenge is to obtain
the desired roll and pitch variables from the position dynamic
model (3). We define the following tracking errors:

ex = xr − x
ey = yr − y

(31)

By applying the sliding conditions, i.e. ṡx = 0, ṡy = 0, we
get:

ẍr −
(ut)

m
uxeq −

Fx
m

+ λxėx = 0

ÿr −
(ut)

m
uyeq −

Fy
m

+ λy ėy = 0

(32)



Where the wind forces Fx and Fy represent the only un-
matched uncertainties in the terms wx and wy . The terms
uxeq and uyeq are given by:

uxeq = CφCψSθ + SφSψ

uyeq = CφSψSθ − SφCψ
(33)

Following the same procedure as in the previous section, we
define:
ut
m
ux = ẍr −

Fx
m

+ λxėx

−K1x

√
|sx| sign(sx)−K2x

∫ t

0

sign(sx(ε))dε

ut
m
uy = ẍr −

Fy
m

+ λy ėy

−K1y

√
|sy| sign(sy)−K2y

∫ t

0

sign(sy(ε))dε

(34)

The desired roll and pitch can be determined from ux and
uy and by using the desired heading:

φr = arcsin(Sψrux − Cψruy)

θr = arcsin(
Cψrux + Sψruy

Cφr
)

(35)

Thus, we can define the roll and pitch errors by:

eφ = φr − φ
eθ = θr − θ

(36)

These values are used in order to calculate the appropriate
torques as follows:

τφ = Ix(φ̈r − Mφ

Ix
+ λφėφ − (Iy−Iz)

Ix
θ̇ψ̇

−K1φ

√
|sφ| sign(sφ)−K2φ

∫ t
0

sign(sφ(ε))dε

τθ = Iy(θ̈r − Mθ

Iy
+ λθ ėθ − (Iz−Ix)

Iy
φ̇ψ̇

−K1θ

√
|sθ| sign(sθ)−K2θ

∫ t
0

sign(sθ(ε))dε

(37)

Based on the Assumption 5, we can ignore the desired
linear and angular accelerations as well as the desired angular
velocities in the control inputs expressions.

IV. OBSERVER DESIGN

Since the wind induced forces Fx and Fy are used to
derive the control law in (34), we estimate them via a
super-twisting observer. We only develop the observer for
the estimation of Fx and Fy components since they are not
compensated directly by the control law unlike Fz and the
moment disturbances, as previously explained in Section II.

A. Nonlinear observer and differentiator

In order to use the approach in [26] and [27] for the
estimation of the unknown wind forces Fx and Fy using
the available sensor measurements, we put the x-direction
state model under the form:{

ẋ = Vx
mV̇x = ûxut + Fx

(38)

The goal is to develop a virtual control law ux which is able
to stabilize the sliding manifold σ by driving σ,σ̇ −→ 0, and

to cancel out any drift terms or disturbances. To do this, we
choose σ as follows

σx = Vx − Vxd = 0 (39)

or
σx = Vx −Kp(x− xd) = 0 (40)

where Vx is the velocity in the x-direction, Vxd is the desired
velocity and Kp = 1 is the tracking gain. This command will
be followed by the virtual control law to allow the vehicle
to track the desired trajectory. Moreover the (σ) dynamics is
of relative degree 1, since

σ̇x =
ut
m
ûx +

Fx(t)

m
−Kp(Vx − Vxd) (41)

is under the form

σ̇ =
ut
m
ûx + bx(t) (42)

where bx(t) represents the uncertain function in x-direction.
Its first derivative is given by:

ḃx(t) =
Ḟx(t)

m
−Kp(V̇x − V̇xd) (43)

We assume that the wind forces (and particularly Fx(t) and
Fy(t)) are continuous and differentiable anytime, thus its
derivative has a Lipschitz constant by assuming that the
disturbances and their derivative are bounded i.e. |Fx(t)| <
FLIMx and |Ḟx| < ḞLIMx . Then the function bx(t) is also
differentiable and has a Lipschitz constant Lx. The term Fx
is estimated by defining the following system:

ż0x = v0x + ut
mux −Kp(ẋ− ẋd)

v0x = −α0x|z0x − σx|2/3 sign(z0x − σx) + z1x
ż1x = v1x
v1x = −α1x|z1x − v0x|1/2 sign(z1x − v0x) + z2x
ż2x = −α2x sign(z2x − v1x)

F̂x/m = z1x
(44)

where ż0x = ¨̂x, and vi(i = 1, 2) are intermediate variables
used in the calculation. In absence of the input noises, and by
choosing α0x ≥ λ0x(Lx)1/3 > 0, α1x ≥ λ1x(L)1/2 > 0 and
α2x ≥ λ2x(Lx)1/2 > 0, we obtain F̂x = Fx after finite-time
[26] with a suitable choice of the positive gains λ0x,λ1x and
λ2x (see [27]).

Proof: The proof is similar to the one presented in [26].
Consider the general form of the observer:

ż0 = v0 + U
v0 = −λ0L1/(m+1)|z0 − σ|m/(m+1) sign(z0 − σ) + z1
ż1 = v1
v1 = −λ1L1/m|z1 − v0|(m−1)/m sign(z1 − v0) + z2
. . .
żm−1 = vm−1

vm−1 = −λm−1L
1/2|zm−1 − vm−2|(m−1)/m∗

sign(zm−1 − vm−2) + zm
żm = −λmL sign(zm − vm−1)

(45)



By introducing the notation:
σ0 = z0 − σ
σ1 = z1 − b(t)
...
σm = zm − b(m−1)(t)

(46)

and with absence of measurement noises, any solution of the
above system satisfies the differential inclusion:

σ̇0 = −λ0L(1/m+1)|σ0|(m/(m+1) sign(σ0) + σ1
σ̇1 = −λ1L(1/m)|σ1 − σ̇0|((m−1)/m sign(σ1 − σ̇0) + σ2
.
.
σ̇m−1 = −λm−1L

(1/2)|σm−1 − σ̇m−2|(1/2)∗
sign(σm−1 − σ̇m−2) + σm

σ̇m ∈ −λmL(σm − σ̇m−1) + [−L,L]
(47)

The derivatives of σi are excluded here from the right-
hand side [28]. The obtained inclusion does not ”remember”
anything on the unknown signal b(t) and u(t) and coincides
with the inclusion appearing in the proof of the Theorem 5
in [28]. Thus the proof and the choice of the parameters are
the same. The rest of the proof does not differ from [28].
Thus, the convergence of our observer model for wind forces
estimation (44) is validated from (47) and (51) by selecting
m = 2.

From [26], smooth second order virtual control laws can
be chosen as follows:

ut
m
ûx = −z1x +Kp(Vx − Vxd)−K1x|σx|2/3 sign(σx)

−K2x

∫ t

0

|σx(ε)|1/3 sign(σx(ε))dε

(48)
ut
m
ûy = −z1y +Kp(Vy − Vyd)−K1y|σy|2/3 sign(sy)

−K2y

∫ t

0

|σy(ε)|1/3 sign(σy(ε))dε

(49)
where the estimation of Fy is done by mean of z1y following
the same procedure. The new desired roll and pitch angles
become (50), which replace those in Eq. (35).

φ̂r = arcsin(Sψr ûx − Cψr ûy)

θ̂r = arcsin(
Cψr ûx + Sψr ûy

Cφ̂r
)

(50)

B. Controller and observer in closed loop

It is proven that the observer under the form (44)
converges in a finite time when exact measurements are
available [26]. Hence, z1x converges to the external dis-
turbances F̂x/m due to wind in the x-direction (same for
z1y and F̂y/m) in finite time. Thereafter, by substituting
respectively z1x and z1y by F̂x/m and F̂y/m in (48)
and (49), and by substituting the smooth controller (48)
in (41), the sigma-dynamics (with x1 = σx and x2 =

−
∫ t
0
K2x|x1(ε)|1/3 sign(x1(ε))dε) becomes:{

ẋ1 = −K1x|x1|2/3 sign(x1) + x2
ẋ2 = −K2x|x1|1/3 sign(x1)

(51)

As will be proven below, this system is finite-time stable,
i.e., it is asymptotically stable with finite settling time for
any initial conditions and solution. Thus, the control laws
developed in (48) and (49) drive σx, σy , σ̇x and σ̇y to zero,
which defines the system motion on the sliding surface and
the system actual states will converge to the desired ones.

Proof: To prove the asymptotic stability of σx (equally
σy), let’s consider the following Lyapunov function candi-
date:

V =
x22
2

+

∫ x1

0

K2x|β|1/3 sign(β)dβ

=
x22
2

+
3

4
K2xx

4/3
1

(52)

By defining γ =
[
x1 x2

]T
, we obtain the first derivative

of this Lyapunov function as follows:

V̇ = ∂V
∂γ γ̇

=
[
K2x|x1|1/3 sign(x1) x2

]
.

[
x2 −K1x|x1|2/3 sign(x1)
−K2x|x1|1/3 sign(x1)

]
= K2xx2|x1|1/3 sign(x1)−K1xK2x|x1|1/3+2/3

−K2xx2|x1|1/3 sign(x1)
= −K1xK2x|x1|.

(53)
By applying the LaSalle theorem, the set of γ verifying the
condition V̇ (γ) = 0 consists of the axis x1 = 0. However
the unique solution that satisfies ẋ1 = 0 in the first equation
of (51) is x2 = 0. So the largest invariant set is the origin
x1 = x2 = 0, thus the asymptotic stability is verified, and
the variables x1 and x2 converge both to zero. Subsequently,
it is proved in [26] that the system (51) is homogeneous (by
taking p = 3), in this case the asymptotic stability implies
the finite-time stability of the system [29],[30],[31].

It can be noted that we use the saturation function sat
instead of the sign function in both the observer and the
control law in order to attenuate the chattering phenomenon
which appears when the sliding variable value approaches
zero, and to a obtain a smoother estimation. The expression
of the function sat is given by:

sat(x) =

 1 if x > 1
−1 if x < −1
x otherwise

(54)

However, in real-world applications, false alarms may
occur when the measurement of σ terms is imprecise due
to sensor noises. For this reason, we define a detection
threshold for the observer, as will be shown in section V.B.,
and we consider the presence of wind disturbances in the
system only when the absolute value of the estimated wind
forces exceed this specific threshold. We chose 0.05N as the
threshold value for our experiments.



V. SIMULATION AND EXPERIMENTAL VALIDATION

The quadrotor shown in Fig. 2 is the experimental drone.
We used the Raspberry pi 3 + Navio2 open-source autopilot
and the Arducopter flight stack to perform the experimenta-
tion and to show the effectiveness of our strategy. The model
parameters are given by the manufacturer in Table I:

Kf Thrust factor 2.1 ∗ 10−5 Ns2/rad2

Kt drag factor 4 ∗ 10−7 Nm/rad2

m mass of the vehicle 1.05 kg

l length of the arm 0.21m

Ixx, Iyy Inertia 3.47 ∗ 10−2 Kg.m2

Izz Inertia 5.31 ∗ 10−2 Kg.m2

TABLE I: The model’s parameters
λ1z = 2.5 K1z = 4.5 K2z = 4.5

λ1x = 0.2 K1x = 0.5 K2x = 0.25

λ1y = 0.2 K1y = 0.5 K2y = 0.25

λ1φ = 3.5 K1φ = 4.5 K2φ = 4.5

λ1θ = 3.5 K1θ = 4.5 K2θ = 4.5

λ1ψ = 2.1 K1ψ = 5 K2ψ = 3.5

TABLE II: Control gains

The controllers parameters and the observer gains are
determined empirically and given respectively in Table II
and Table III.

α0x = 1 α1x = 0.5 α2x = 0.05

α0y = 1 α1y = 0.4 α2y = 0.045

TABLE III: Observer gains

λ1x,y,z = 2.5, 2.5, 5 ωx,y,z = 4.1, 4.1, 6.8

λ2x,y,z = 1.25, 1.25, 3.12 ηx,y,z = 1.03, 1.03, 3.25

λ3x,y,z = 1.83, 1.83, 2.01 βx,y,z = 0.5, 0.5, 0.8

TABLE IV: adaptive gains

In this section we will provide some simulation results
to compare our proposed observer-based controller to the
adaptative controller given in [32]. The adaptive controller
gains wich we used in the simulations are given in the Table
IV; they are associated with the adaptive controller given in
[32]. We also present real experimental results to validate the
effectiveness of our controller compared to the standard PID
controller. Note that we didn’t use the adaptative controller
as a comparison in real experiments because its gains were
difficult to determine even when taking the simulation gains
as starting values. Comparatively, the real gains for our
observer-based STA controller were easy to find and close
to those used in the simulation. We thus used the PID
controller as a comparison because it is still widely used
and determining the gains can be done automatically using
the auto-tune mode of the Arducopter.

A. Simulation results (Adaptive STA vs Observer-based STA)

In the following simulations, we compare our proposed
observer-based controller to an adaptative controller in terms
of robustness against wind. The simulated UAV is required
to follow a circular trajectory of 3 meters radius, starting
from ξi = [0, 0, 0]T .

Fig. 3: Behavior of adaptive controller and observer-based controller with
small wind perturbations of 0.2N (Simulation)

Fig. 4: Behavior of adaptive controller and observer-based controller with
wind perturbations up to 5N (Simulation)

In Fig. 3, we can clearly see that with small wind
forces of 0.2 N, close to what we were confronted to in
real experiments, both controllers follow closely the desired
trajectory. Note that in real flights, mechanical constraints,
model uncertainties and sensor noises would obviously affect
negatively the followed trajectory.

In the second scenario presented in Fig. 4, an external
wind perturbation of 5 N is applied. We can notice that both
controllers succeed to compensate the wind effect and main-
tain the requested path of the system, however the results
show that the observer-based STA controller is smoother
in this case. Note that such strong winds would probably
be difficult to navigate for the UAV in real conditions,
and that the adaptative controller had good similar results
up to this wind strength. However, these simulations show
more potential tolerance for our observer-based approach.
By comparing the collected errors data of these simulations,
given in TABLE V, we can see that the use of the observer
is an improvement over the adaptive method in terms of the
robustness to the wind disturbances.

B. Experimental results

In our real experiments, an on-board GPS is used as
the UAV’s localization system. The quadrotor has to follow
a rectilinear path starting from the initial position ξi =
[0, 0, 1]T as shown in the Fig. 5. The wind forces Fx and Fy



Test 1
µex(m) µey(m)

Observer-based STA 0.249 0.482
Adaptive STA 0.367 0.597

Test 2
µex(m) µey(m)

Observer-based STA 0.5404 0.508
Adaptive STA 0.801 0.673

TABLE V: Position mean squared errors in x-direction (µex ) and
y-direction (µey ) for the simulations illustrated in Fig. 3 (Test 1) and in

Fig. 4 (Test 2)
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Experiment
µex(m) µey(m)

Controller with Observer 1.519 1.745
Controller without Observer 1.605 2.37

TABLE VI: Position mean squared errors in x-direction (µex ) and
y-direction (µey ) for the experiment illustrated in Fig. 5

(in Earth-Frame) are estimated in real time by the developed
observer and are presented in the Fig. 6. We can notice that
the wind force is much more higher in the Y direction where
it reaches a peak of Fy=0.2 N. This mostly explains why
the PID controller drifts from the desired trajectory, as it is
unable to tolerate the wind perturbations. Our observer-based
controller gives much better results, although obviously not
as perfect as in the simulations due to the of sensor noises
and model imprecisions. Since neither the observer model
nor its measurement are perfect, we used a threshold on
the observer’s output to avoid small perturbations due to
noise values. As long as the estimated wind force stays
between the threshold values, we consider it 0, and as soon
as it goes beyond them we integrate it in the control law.
From indoor experiments without wind perturbations, we
empirically chose threshold values of -0.05 and 0.05 N.

In order to compare the wind conditions in both experi-
ments, we activated the observer in both cases to estimate the
wind forces, but the disturbance rejections strategy is only
applied in one case (controller + observer). Fig. 6 shows that
the wind forces were very similar during both experiments.
Fx is very small and below the defined threshold, and

as previously stated this estimated force is not taken into
account in the controller to avoid discontinuities due to the
gain tuning.

Despite the fact that the dominant wind is in the y
direction, the pitch and roll of the UAV are affected (see
equation 43), which explains the quadrotor’s positions errors
on the x axis that we see on Fig. 5.

By comparing the means et medians of the quadrotor’s
positions errors in TABLE V and VI, we can see that our
proposed method improved the trajectory of the quadrotor in
every cases, although the adaptative method in our simula-
tions still had pretty good results.

Note that the only theoretical drawback of the proposed
strategy compared to classical controllers is an increased
computational time due to the estimation of the external
forces, which had no impact on our real flight experiments.

VI. CONCLUSION AND FUTURE WORKS

The main contributions of this paper is to propose a
control law and an observer based on the Super Twisting
Algorithm aiming to tolerate wind perturbations and validate
them on real experiments. The proposed solution guarantees
the convergence of the position errors for different values and
directions of external airflow attacking the vehicle. The ro-
bust controller and the nonlinear observer are both designed
based on the STA to compensate for matched uncertainties
such as unmodeled forces and imperfect UAV’s parameters.
This method was validated and compared with an adaptative
controller through simulation, and a PID controller though
real flights. Stability analysis of the observer controller loop
has also been presented in the paper.

However, supplementary tests and improvements are
needed to completely validate this method: we only tested its
effectiveness against moderate wind (up to 0.2 N), and we



need to experiment in more aggressive environment where
wind force can reach up to several newtons.
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J. C. Herrera-Lozada, “Multirotor uav coverage planning under wind
conditions,” International Conference on Mechatronics, Electronics
and Automotive Engineering (ICMEAE), pp. 32–37, 2016.

[17] W. Dong, G.-Y. Gu, X. Zhu, and H. Ding, “High-performance tra-
jectory tracking control of a quadrotor with disturbance observer,”
Sensors and Actuators A: Physical, vol. 211, pp. 67–77, 2014.

[18] S. Karpenko, I. Konovalenko, A. Miller, B. Miller, and D. Nikolaev,
“Stochastic control of uav on the basis of robust filtering of 3d natural
landmarks observations,” Proceedings of the 39th IITP RAS Inter-
disciplinary Conference & School, pp. 7–18, 2015.

[19] C. Nicol, C. Macnab, and A. Ramirez-Serrano, “Robust adaptive
control of a quadrotor helicopter,” Mechatronics, vol. 21, no. 6, pp.
927–938, 2011.

[20] J. Escareño, S. Salazar, H. Romero, and R. Lozano, “Trajectory control
of a quadrotor subject to 2d wind disturbances,” Journal of Intelligent
& Robotic Systems, vol. 70, no. 1-4, pp. 51–63, 2013.

[21] C. Wang, B. Song, P. Huang, and C. Tang, “Trajectory tracking
control for quadrotor robot subject to payload variation and wind gust
disturbance,” Journal of Intelligent & Robotic Systems, vol. 83, no. 2,
pp. 315–333, August 2016.

[22] L. Derafa, A. Benallegue, and L. Fridman, “Super twisting control
algorithm for the attitude tracking of a four rotors UAV,” Journal of
the Franklin Institute, vol. 349, no. 2, pp. 685–699, 2012.

[23] L. Luque-Vega, B. Castillo-Toledo, and A. Loukianov, “On the quadro-
tor trajectory tracking problem via super twisting technique,” World
Automation Congress (WAC), pp. 1–6, 2012.

[24] J. Kasac, S. Stevanovic, T. Zillic, and J. Stepanic, “Robust output
tracking control of a quadrotor in the presence of external distur-
bances,” Transactions of FAMENA, pp. 29–42, 2014.

[25] S. Bouabdallah, P. Murrieri, and R. Siegwart, “Design and control
of an indoor micro quadrotor,” IEEE International Conference on
Robotics and Automation (ICRA), vol. 5, pp. 4393–4398, 2004.

[26] Y. B. Shtessel, I. A. Shkolnikov, and A. Levant, “Smooth second-order
sliding modes: Missile guidance application,” Automatica, vol. 43,
no. 8, pp. 1470 – 1476, 2007.

[27] J. Davila, L. Fridman, and A. Levant, “Second-order sliding-mode
observer for mechanical systems,” IEEE Transactions on Automatic
Control, vol. 50, no. 11, pp. 1785–1789, Novembre 2005.

[28] A. Levant, “Higher-order sliding modes, differentiation and output-
feedback control,” International journal of Control, vol. 76, no. 9-10,
pp. 924–941, 2003.

[29] A. Bacciotti and L. Rosier, Liapunov functions and stability in control
theory. Springer, Lecture Notes in Control and Information Sciences,
2001.

[30] S. P. Bhat and D. S. Bernstein, “Finite-time stability of continuous
autonomous systems,” SIAM Journal on Control and Optimization,
vol. 38, no. 3, pp. 751–766, 2000.

[31] A. Levant, “Homogeneity approach to high-order sliding mode de-
sign,” Automatica, vol. 41, no. 5, pp. 823–830, 2005.

[32] S. Rajappa, C. Masone, H. H. Bülthoff, and P. Stegagno, “Adaptive
super twisting controller for a quadrotor uav,” IEEE International
Conference on Robotics and Automation (ICRA), pp. 2971–2977,
2016.


