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Abstract A detailed computational study was performed for the case of a wall-7

bounded pin-fin-array in a staggered arrangement, representative of industrial con-8

figurations designed to enhance heat transfer. In order to evaluate the level of9

turbulence modelling necessary to accurately reproduce the flow physics at three10

(3) different Reynolds numbers (3, 000, 10, 000 and 30, 000), four models were se-11

lected: two eddy-viscosity URANS models (k-ω-SST and φ-model), an Elliptic12

Blending Reynolds-stress model (EB-RSM) and Large Eddy Simulation (LES).13

Global comparisons for the pressure loss coefficients and average Nusselt numbers14

were performed with available experimental data which are relevant for indus-15

trial applications. Further detailed comparisons of the velocity fields, turbulence16

quantities and local Nusselt numbers revealed that the correct prediction of the17

characteristics of the flow is closely related to the ability of the turbulence model18

to reproduce the large-scale unsteadiness in the wake of the pins, which is at the19

origin of the intense mixing of momentum and heat. Eddy-viscosity-based turbu-20

lence models have difficulties to develop such an unsteadiness, in particular around21

the first few rows of pins, which leads to a severe underestimation of the Nusselt22

number. In contrast, LES and EB-RSM are able to predict the unsteady motion23

of the flow and heat transfer in a satisfactory manner.24
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1 Introduction27

Heat transfer augmentation has been an open question since the invention of the28

first Stirling engine in the early nineteenth century. Over the last 200 odd years var-29

ious designs and techniques have been used to enhance the effective heat transfer30

between internal flow components such as heat transfer from a working fluid/solid31

to a passive fluid in solar thermal or nuclear applications. In thermal-hydraulics32

systems one of the main objectives is thus the effective heat transfer with mini-33

mum pressure drop across the working system. The current test-case consists of the34

flow through a wall-bounded pin matrix in a staggered arrangement with a heated35

bottom wall. In addition to the complex underlying flow physics, this case is close36

to several industrial configurations found in internal cooling of gas-turbine blades,37

electronic devices and nuclear thermal-hydraulics. The use of pin-fin-arrays has38

proved to be an effective technique in achieving enhanced rates of heat transfer in39

the past. Some of the earlier experimental studies done by Sparrow et al. (1980);40

VanFossen (1981); Metzger et al. (1982); Armstrong and Winstanley (1988) and41

more recently by Ames et al. (2005); Ames and Dovrak (2006a,b); Ames et al.42

(2007); Huang et al. (2018) report a number of flow characteristics including the43

heat transfer and pressure loss coefficients through various configurations of pin-44

fin-arrays.45

Of particular interest among these are the experiments of Ames et al. (2005);46

Ames and Dovrak (2006a,b); Ames et al. (2007) which were chosen as test case47

for the 15th ERCOFTAC-SIG15/IAHR Workshop on Refined Turbulence Mod-48

elling held at Chatou in 2011. This particular test case was chosen for the work-49

shop to assess and examine the suitability of various advanced modelling tech-50

niques/methods for flow and heat transfer calculations in complex, practice-relevant51

situations. The present work reported in this paper made a major contribution to52

this workshop and the full set of current results can be accessed through the ER-53

COFTAC Knowledge Base Wiki1; later referred to as ERCOFTAC-KB-Wiki for54

simplicity. Various numerical studies conducted prior to the workshop, such as55

the Unsteady Reynolds-Averaged Navier-Stokes (URANS) calculations by Deli-56

bra et al. (2009); Hanjalić et al. (2005), and hybrid Reynolds-Averaged Navier57

Stokes/Large Eddy Simulation by Delibra et al. (2010) also formed the baseline58

for numerical contributions along with the experimental data of Ames et al. (2005);59

Ames and Dovrak (2006a,b); Ames et al. (2007) for the workshop.60

The aim of the present study is to evaluate different strategies for modelling61

turbulence in the pin-fin-array test case of the workshop. Of particular importance62

is the determination of the level of modelling necessary to predict the main char-63

acteristics of the flow and heat transfer. In the past, URANS has been shown to64

be able to reproduce 2D and 3D wakes of bluff bodies (Durbin 1995; Iaccarino65

et al. 2003), but heat transfer predictions in complex flows close to industrial con-66

figurations, such as the wall-bounded pin matrix, are still very challenging. LES is67

undoubtedly a good candidate for reproducing the physics of such flows accurately,68

but at a cost unaffordable for high Reynolds numbers, such that comparing LES69

with lower-cost URANS methods, is of great interest to industry.70

The present paper starts with the description of the experimental and numer-71

ical test cases (section 2), followed by discussion of numerical treatment given in72

1 http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR 4-18

http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
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(a) (b)

Fig. 1 2D sketch of Ames et al. (2007) experiment. (a) Complete experimental setup (b) Top
view of the pin-fin configuration.

section 3. This will be followed by discussions of some of the main results in sec-73

tions 4 and 5; the full set of results can be found in the ERCOFTAC Knowledge74

Base Wiki275

2 Test Case Description76

2.1 Experimental setup77

The experiments of Ames et al. (2005); Ames and Dovrak (2006a,b) and Ames78

et al. (2007) were conducted in a small bench top wind tunnel for a staggered pin-79

fin-array consisting of 8 rows with 71
2 pins per row (see Figure 1). Both the cross80

passage (S/D) and stream-wise (X/D) pin spacing ratios were equal to 2.5 while81

the pin height to diameter (H/D) ratio was equal to 2. The pin diameter (D) was82

chosen to be equal to 2.54 cm. The test section began at 7.75D upstream of the83

centerline of the first row of pins and ended 7.75D downstream of the centerline of84

the last row. The inlet total temperature and static pressure were measured on the85

centerline, 5D upstream of row 1, whereas the exit static pressure was measured86

5D downstream of row 8. Tests were conducted at three Reynolds numbers: 3, 000,87

10, 000, and 30, 000 which were based on the maximum gap velocity (VG) and the88

pin diameter (D). The gap bulk velocity was determined between two adjacent89

pins of the same row. The readers are referred to the ERCOFTAC-KB-Wiki for90

further details about the experimental setup, results and data uncertainties. The91

remaining description will focus on the numerical test-case which is studied and92

on the data utilized for the present comparisons.93

2.2 Computational Setup94

The computational domain shown in Figure 2(a), consisting of 8 by 2 pins, was95

used for all the simulations. The chosen domain is essentially a sub-domain of the96

experimental setup with the assumption of lateral (Y −axis) periodicity. All solid97

surfaces (pins, bottom and top walls) were set as no-slip solid walls. The inlet of98

the channel was set at a distance LU = 10D upstream of the center of the first99

2 http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR 4-18

http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
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row of pins, whereas the outlet was LD = 15D downstream of the center of the100

last row of pins (this gives Xinlet = −10D and Xoutlet = 32.5D), respectively.101

Note that these two distances were both equal to 7.75D in the experimental setup102

but are not sufficient to perform reliable CFD calculations (see Afgan et al. (2007)103

and Parnaudeau et al. (2008)), in particular the upstream distance, unless one104

represents the nozzle of the experiment which would lead to added computational105

costs. On the other hand, the height of the computational model was set to match106

the experimental set-up, H = 2D.107

For the computations, the temperature was treated as a passive scalar with an108

imposed temperature at the inlet, and an imposed heat flux at the bottom wall109

with adiabatic conditions elsewhere. For the Large Eddy Simulations (LES), a110

uniform inflow velocity was imposed without any synthetic or precursor turbulence111

generation. Note that the reported inflow turbulence intensity in the experiment112

was about 1.4%. In fact, different inlet conditions would have certainly affected the113

flow around the first and the second rows but not around the subsequent rows. On114

the other hand, for URANS a uniform velocity and 5% turbulence intensity were115

imposed at the inlet. This latter condition triggers the production of the Reynolds116

stresses, mandatory for their development. Some tests (not reported herein) which117

were carried out without inlet turbulence showed that the computations degenerate118

to a solution where the Reynolds stresses vanish. However, preliminary tests also119

showed that the level of inlet turbulence intensity only affects the flow around the120

first two rows and that a value of 5% leads to results in better agreement with121

the measurements. The inlet condition for the dissipation rate (ε) in URANS was122

given by the standard relation used for internal flows123

ε =
C

3/4
µ k3/2

0.1κH
(1)

where k is the turbulent kinetic energy, H = 2D (the height of the channel),124

κ = 0.42 and Cµ = 0.09. Isotropy of turbulence is assumed at the inlet for the125

Reynolds-stress model.126

For the computations, a Cartesian co-ordinate system was used with X, Y127

and Z-axes in the stream-wise, span-wise (lateral) and wall-normal directions,128

respectively. 1-D profiles were drawn along lines A1, B & C (see Figure 2(b)) for129

post-processing/comparisons. The main lines for the velocity components and the130

Reynolds stresses were A1 and B and the main line for the pressure coefficient was131

C (mid-span location). The exact positions of the lines were:132

• A1- Line at mid-span (Y/D = 0) location between two adjacent pins of the133

same row along the channel height (Z-axis).134

• B- Surface to surface line between two adjacent pins of the same row at mid135

channel height (Z/D = 1.0) along the lateral (Y ) direction.136

• C- Circumferential line around the pin surface from 00 − 1800, at mid channel137

height (Z/D = 1.0). Angle zero (00) on the leading edge of the pins with a138

counter-clockwise orientation.139

The local Nusselt number is given by Nu = qwD/(λ(Tw − Tref )) where λ is140

the thermal conductivity, and Tw & Tref are the time averaged temperatures at141

the wall and the reference value, respectively. Tref takes into account the increase142

in the bulk temperature of the fluid from the heated surface as it flows down the143
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(a)

(b)

Fig. 2 (a) Sketch of the complete computational domain (b) Row numbering and lines (A1,
B and C) locations. i = 1, .., 8. Line A1: (X = 2.5D(i− 1), Y = 0 if i is even and Y = 1.25D
if i is odd, 0 ≤ Z ≤ 2D). Line B: (X = 2.5D(i − 1), −0.75D ≤ Y ≤ 0.75D if i is even and
0.5D ≤ Y ≤ 2D if i is odd, Z = D). Line C : Centerline of the cylinder (Z = D), 00 at the
leading edge (sense of rotation: counter clockwise with Z-axis from bottom to top wall).

array (see Nordquist (2006)). Therefore, at a given X location, one gets: Tref =144

qwSh(X)/(ρCpV0Si), where Sh(X) is the heated surface from the inlet to X.145

Nordquist (2006) used an estimate of this surface Sh = (−Xinlet + X)Shtot/LX146

where Xinlet is the X coordinate of the inlet plane, Shtot the total heated surface147

(here the surface is from Xinlet to Xoutlet) and LX the total length of the domain148

(LX = Xoutlet −Xinlet). ρ, Cp and Si are the fluid density, the specific heat and149

the inlet surface area, respectively.150

3 Numerical Treatment and Models151

3.1 General Description of the computations152

All numerical simulations were performed using the Électricité de France (eDF)153

in-house open source solver Code Saturne (http://code-saturne.org) (Archambeau154

et al. (2004)). The code is based on an unstructured collocated finite-volume ap-155

proach for cells of any shape. It uses a predictor/corrector method with Rhie and156

Chow interpolation (Rhie and Chow (1982)) and a SIMPLEC algorithm, (Ferziger157

and Perić (2012)) for the pressure correction. For LES, pure second-order central158
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Table 3.1.1 Experimental flow conditions. Reynolds number based on pin diameter (ReD),
inlet temperature (Tinlet), inflow velocity (V0), fluid viscosity (ν), specific heat at constant
pressure (C), thermal conductivity (λ), prescribed wall heat flux(q)

ReD Tinlet(K) V0(m/s) ν(m2/s) C(J/kg/K) λ(W/m/K) q(W/m2)

3,000 300 1.06 0.000015 1005 0.0255 100
10,000 300 3.54 0.000015 1005 0.0255 300
30,000 300 10.62 0.000015 1005 0.0255 1000

differencing scheme was applied for the velocity components whereas for the tem-159

perature a central difference scheme with a slope test was used. Here the slope test160

determines whether to use a pure central scheme or to use first-order upwinding161

based on limiting of the overshoots. It is worth mentioning here that the slope test162

is done locally both in time and space. The time-advancing scheme was second-163

order, based on Crank-Nicolson/Adams Bashforth (the scheme for diffusion in-164

cluding the velocity gradient was totally implicit, for convection semi-implicit and165

for diffusion including the transpose of the velocity gradient explicit). For URANS,166

a centered scheme with a slope test was used for the velocity components and the167

temperature, whereas a first-order upwind scheme was utilized for the turbulence168

quantities. The time-advancing scheme in this case was first-order Euler which169

needs substantially smaller time steps for stability reasons. However, the use of170

the first-order Euler scheme here is justified as it is substantially faster than a171

second-order semi-implicit scheme such as the one used for the LES simulations.172

Three Reynolds numbers were computed: ReD = 3, 000 only with LES, ReD =173

10, 000 with both LES and URANS and ReD = 30, 000 only with URANS. For174

the test cases the experimental flow conditions are listed in Table 3.1.1. For the175

computations a Prandtl number of 0.71 was used with fluid thermal conductivity176

defined as λ = 1/(PrReD). The temperature was treated as a passive scalar with177

the inlet temperature set as 00 and the imposed heat flux set to unity. Zero-178

gradient boundary conditions were used for all the variables at the outlet and an179

implicit periodic condition was set in the lateral direction for all the variables. All180

the computations were run on EDF BlueGene/P and BlueGene/Q supercomputers181

using up to 4096 cores costing just under 3 million core Central Processing Unit182

(CPU) hours (approximately 45,000 kAU) for each LES simulation and around 2183

million (approximately 30,000 kAU) for each URANS simulation.184

3.2 Turbulence models185

The LES implementation in Code Saturne (Benhamadouche 2006) is based on186

the dynamic Smagorinsky model (Germano et al. (1991)) with Lilly’s minimiza-187

tion (Lilly (1992)) in which the Smagorinsky constant CS is clipped below zero188

and above 0.065. This model has been successfully used for flows around bluff189

bodies and in turbo-machinery; please see the effect of clipping of CS in Afgan190

et al. (2011). A turbulent Prandtl number of 0.5 was used when solving for the191

temperature with LES, see Grotzbach (2011).192

In the current study three low Reynolds number URANS models were chosen193

based on their availability and relative popularity in the heat transfer community:194
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Fig. 3 Computational mesh used for LES at ReD = 3, 000.

the k-ω-SST model (Menter (1994)), the φ-model (Laurence et al. (2005)) and the195

EB-RSM model (Manceau (2015)).196

The k-ω-SST model uses a blending between the standard k − ω and k − ε197

models. The φ-model uses the elliptic relaxation concept introduced by Durbin198

(1991). It is a stabilized version of the v2 − f model (Durbin 1995), based on the199

variable φ = v2/k, where v2 characterizes the energy of the wall-normal fluctua-200

tions and is used in the evaluation of the eddy viscosity. For the present study, in201

both eddy-viscosity models, a Simple Gradient Diffusion Hypothesis (SGDH) was202

used for the temperature equation with a turbulent Prandtl number of 0.9.203

The EB-RSM model proposed by Manceau and Hanjalić (2002) and later mod-204

ified by Manceau (2015) is inspired by the elliptic relaxation concept for the205

Reynolds stresses. Instead of using six relaxation equations, it solves one ellip-206

tic equation for a parameter α which is equal to zero at the wall and goes to207

1 far from the wall. This parameter is then used to blend near-wall and remote208

(away from the wall) regions for the redistribution and dissipation terms of the209

Reynolds-stress transport equations. In the current formulation the EB-RSM uses210

the Speziale, Sarkar and Gatski model (Speziale et al. (1991)) for the homoge-211

neous part of the redistribution term. For the temperature equation a Generalized212

Gradient Diffusion Hypothesis (GGDH) approach is used with a constant of 0.23.213

In the present simulations the use of more advanced models such as the AFM214

(Algebraic Flux Model), the EB-AFM or the EB-GGDH (Dehoux et al. 2012) did215

not affect the results for global quantities such as the mean Nusselt number. This216

suggests that in the forced convection regime, good predictions of heat transfer can217

be obtained with simple models for temperature diffusion as long as the dynamics218

of the flow is accurately resolved.219

3.3 Computational meshes220

Figure 3 shows the zoomed in views of the mesh used for LES at ReD = 3, 000.221

The mesh resolutions for the different computations are given in Table 3.3.2 (see222

table caption for details).223

Note that for URANS, only the parameters used for the finest grid are men-224

tioned. The two coarser levels were obtained by coarsening the grid spacing by a225

factor of 2 in all the directions. Particular attention was paid to the grid refine-226

ment near the solid walls. Two meshes containing 18 million and 76 million cells227

were utilized in LES to simulate the two Reynolds numbers ReD = 3, 000 and228

ReD = 10, 000, respectively, ensuring that the non-dimensional wall distance of229
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Table 3.3.2 Mesh information. (*) Only the information of the finest meshes is given. Total
number of cells in the domain (nb), number of cells around the pins in circumferential direction
(nbθ), number of cells in the wall normal (Z) direction (nbz), normalized wall-adjacent cell
size in the wall normal direction around the pins (nθ/D), normalized wall-adjacent cell size in
the wall normal direction-at the bottom wall (nz/D), -at the top wall (nzh/D).

Computation nb nbθ nbz nθ/D nz/D nzh/D

LES ReD = 3, 000 18.2 million 176 90 0.0028 0.0065 0.0536
LES ReD = 10, 000 76.2 million 320 120 0.0015 0.0019 0.0584
URANS(*) ReD = 10, 000 17 million 128 112 0.00075 0.001 0.065
URANS(*) ReD = 30, 000 29 million 128 160 0.00025 0.00025 0.0625

the first computational cell (n+) remained below 2 almost everywhere. Moreover,230

it was also carefully checked that the near-wall cells satisfy the usual refinement231

criteria. The current non-dimensional values of y+ ≈ 2 and ∆z+ ≤ 40, clearly232

satisfy the resolved LES refinement criteria of y+ < 2, ∆x+ = 50 − 150 and233

∆z+ = 15 − 40, (Frohlich et al. 2005; Temmerman et al. 2003) (also see the wall234

treatment figures in the ERCOFTAC-KB-Wiki for further details).235

An additional way to ensure that the mesh is sufficiently fine is to carry out236

simulations without using a subgrid-scale (sgs) model in order to quantify its237

effect on the solution. It was observed that the influence of the sgs model was very238

limited for the present level of mesh refinement (see the Sensitivity to the sub-grid239

scale model section and relevant figures in the ERCOFTAC-KB-Wiki for details).240

3.4 Grid convergence study for URANS241

A separate grid convergence study was performed for all the three URANS models242

at the two higher Reynolds numbers. Here only the study performed for ReD =243

10, 000 with the EB-RSM model is presented for the grid convergence study as244

conclusions for all other models were similar. Three levels of refinement were used245

for all the models as described before.246

Figures 4a and 4b show the mean stream-wise velocity and the pressure co-247

efficient along the line B (pin mid-line) for the ReD = 10, 000 case for row 3,248

respectively. As the computations were unsteady, the r.m.s. values, or more gener-249

ally the Reynolds stresses were combined as the sum of the resolved and modelled250

parts: Rij = Rresij +Rmodij . These modelled and resolved parts are not shown in the251

current paper but can be downloaded from the ERCOFTAC-KB-Wiki database.252

It is observed from figure 4 that the coarse mesh results are very far from the253

experiments. However, the two finest meshes only show slight difference in pro-254

files. Thus, the discussions in sections 4 and 5 are based on the results obtained255

with the finest mesh (called here “very fine mesh”). In order to gain confidence in256

the finest mesh results, a further sensitivity study on the numerical discretization257

schemes with and without slope test was also performed. Based on the results it258

was concluded that the use of a centered scheme for the turbulent quantities did259

not affect the results. Other tests were also carried out such as introducing outer260

iterations for pressure/velocity coupling but none of them exhibited a noticeable261

effect on the results and are hence not reported here (please see the Sensitivity262

http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18


Numerical Simulations of Flow and Heat Transfer in a Wall-Bounded Pin Matrix 9

(a) (b)

Fig. 4 Grid convergence study: Mean stream-wise velocity and mean pressure coefficient
profiles along the pin mid-line (Line-B) obtained using EB-RSM at ReD = 10, 000.

Table 3.4.3 Parameters of the main computations which are reported in the current paper.
Where T imestep+ is the non-dimensional time step, TotPass the number of total flow through
passes and AvePass is the number of passes over which the flow statistics were averaged.

Test− case ReD VBG V0 T imestep+ TotPass AvePass CFLmax

LES DynSmag 3, 000 2.02 1.21 0.0015 39 16 0.8
LES DynSmag 10, 000 6.18 3.71 0.0002 11 7 0.8
EB −RSM 10, 000 6.18 3.71 0.001 43 20 1.8
φ−model 10, 000 6.18 3.71 0.001 44 36 1
k-ω-SST 10, 000 6.18 3.71 0.001 43 32 1.3
EB −RSM 30, 000 18.53 11.12 0.0000625 11 9 0.6
φ−model 30, 000 18.53 11.12 0.00025 19 14 0.9
k-ω-SST 30, 000 18.53 11.12 0.00025 22 16 1.8

study to convection scheme on the ERCOFTAC-KB-Wiki database for detailed263

plots).264

Table 3.4.3 summarizes the main computations for which results are reported265

in sections 4 and 5. Note that all simulations were run for a substantially long266

period of time for the flow to fully develop. For the simulations a complete flow267

through pass was defined based on the time the flow took from the inlet of the268

domain to the outlet, TPass. Based on this, the total number of passes over which269

each of the individual cases were run (TotPass = Total Simulation time/TPass)270

and the number of passes over which the flow statistics were averaged (AvePass),271

are given in table 3.4.3. The maximum local CFL number for each of the cases is272

also given in the same table which is less than 1 for all LES simulations and less273

than 2 for URANS.274

4 Results and Discussions (Global Quantities)275

4.1 Pressure loss coefficient276

In this section we discuss the measured values of the pressure loss coefficient in277

Ames et al. experiments as well as those obtained from the current numerical278

simulations at the three computed Reynolds numbers. The pressure loss coefficient279

http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
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(a)

(b)

Fig. 5 (a) Pressure loss coefficient (b) Average Nusselt number at the bottom wall.

is based on the total pressure drop from the inlet to the outlet of the domain and280

is defined as f = ∆P/(2ρV 2
BGN), where N is the number of rows.281

Figure 5a shows the computed pressure loss coefficient comparison with the282

measured values of Ames et al. and correlations of Jacob (1938) and Metzger283

et al. (1982)284

285

Jacob (1938):286

f = (0.25 + 0.1175/(P/D − 1)1.08)Re−0.16
287

Metzger et al. (1982):288

f = 0.317ReD
−0.132 for ReD < 104

289

f = 1.76ReD
−0.318 for ReD > 104

290

Table 4.1.1 compares various computations to the experiments and gives the291

relative errors. LES shows a very good agreement with the Metzger et al. (1982)292
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Table 4.1.1 Pressure loss coefficient for the different computations compared to Ames et al.
experimental values.

ReD = 3, 000 Exp.. LES

Value 0.111 0.1076
Error (%) - 3

ReD = 10, 000 Exp. LES EB −RSM φ k-ω-SST

Value 0.095 0.0939 0.0963 0.0789 0.0883
Error (%) - 1 1 17 7

ReD = 30, 000 Exp. EB −RSM φ k-ω-SST

Value 0.07 0.0771 0.0615 0.0744
Error (%) - 10 12 6

correlation and Ames et al. experimental results. The relative error is equal to293

1% and 3% for the two computed Reynolds numbers, respectively. The EB-RSM294

model shows a satisfactory pressure loss coefficient at ReD = 10, 000 (1% error)295

but the result is worse at ReD = 30, 000 (where the error is 10%). The k-ω-296

SST model also exhibits globally good results (7% and 6% errors). On the other297

hand the φ-model gives the worst results with errors of 17% and 12% for the298

two Reynolds numbers, respectively. This will be further explained in section 5.2299

later. Wall resolved LES can thus be seen as an excellent candidate to obtain300

satisfactory pressure loss coefficients in the present configuration. It is important301

to note here that although the k-ω-SST model exhibits good results for the pressure302

loss coefficient, the physics of the present flow is not properly captured as will be303

shown later and thus one cannot rely on this model.304

4.2 Average Nusselt Number Comparisons305

Figure 5b shows all comparisons between simulations, experiments provided by306

Ames et al. and the correlations of VanFossen (1981) and Metzger et al. (1982).307

VanFossen (1981): Nus = 0.153Re0.686308

Metzger et al. (1982): Nus = 0.079Re0.717309

Note that the local experimental results have an uncertainty of ±12%, ±11.4%,310

and ±10.5% for the 3, 000, 10, 000, and 30, 000 Reynolds numbers, respectively, in311

the end-wall regions adjacent to the pins and ±9% away from the pins. For the312

simulations, the total area of the bottom wall was used for the calculation of the313

average Nusselt number.314

Table 4.2.2 compares the computations with the experiments and gives the rel-315

ative errors. One can see that the two models using an eddy-viscosity (φ-model and316

k-ω-SST) are quite far from the experimental results, except for the φ-model at317

ReD = 30, 000. However, as will be shown later, this model exhibits wrong physics.318

LES and EB-RSM yielded satisfactory values within the experimental error inter-319

val. The superiority of these two models will be discussed later when showing the320

results of the local normalized Nusselt number on the bottom wall. Ames and321

Dovrak (2006a) using standard Realizable k− ε and RNG k− ε models also found322
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Table 4.2.2 Average Nusselt number comparison on the bottom wall for ReD = 3, 000 (Exp.-
Ames et al., DLES-Delibra et al. (2010), URANS*-Delibra et al. (2009)).

ReD = 3, 000 Exp. LES

Value 22.1 21.6
Error (%) - 2

ReD = 10, 000 Exp. LES DLES EB−RSM φ k-ω-SST URANS*

Value 54.1 48.6 44.1 48.1 37.6 33.1 46.2
Error (%) - 10 18 11 30 39 14

ReD = 30, 000 Exp. EB−RSM φ k-ω-SST URANS*

Value 111.5 114.8 93.3 72 122.3
Error (%) - 3 16 35 9

a substantial underestimation of the average Nusselt number when the pins were323

heated. Delibra et al. (2009) used the URANS ζ − f model (which is very similar324

to the φ-model utilized in the present work) at the 10, 000 and 30, 000 Reynolds325

numbers and obtained average Nusselt numbers of 46.2 and 122.3, respectively.326

These values are also substantially different from the experimental results but it327

should be mentioned here that these values were obtained by using an imposed328

constant temperature at the wall. Using this boundary condition in the present329

work with the φ-model also led to higher values of the average Nusselt numbers (41330

and 100, respectively, not shown here). This shows that imposing the temperature331

gives higher Nusselt numbers than the ones obtained by imposing the heat flux332

with this model. The effect of the temperature boundary condition was also tested333

with the LES at ReD = 10, 000 and with the EB-RSM model at ReD = 30, 000.334

The average Nusselt numbers were found to be equal to 46 and 115.2, respec-335

tively. Hence, clear conclusions concerning the effect of imposing the temperature336

instead of the heat flux at the bottom wall can be drawn for these two models337

which gave more realistic physics than the eddy-viscosity models. However, one can338

state that there is clearly a strong influence of the thermal boundary conditions339

on the results. Delibra et al. (2008) also reported LES computations. However,340

the one carried out for ReD = 30, 000 was fairly coarse with a short integration341

time and will thus not be considered here for comparisons. Furthermore, their LES342

at ReD = 10, 000 gave an average Nusselt number of 44.3 with an error of 18%343

compared to the experiments of Ames et al. This led Delibra et al. (2010) to test a344

hybrid RANS/LES approach but the results were still less accurate than the ones345

obtained with their URANS approach based on the ζ − f model (see table 4.2.2).346

5 Results and Discussions (Local Quantities)347

5.1 Mean velocity348

Figure 6 displays the dimensional mean stream-wise velocity field in the mid-plane349

(Z = D). The wakes downstream of the cylinders are similar in LES and EB-RSM350

and are shorter downstream of the cylinders from row 4 on-wards. This was not351
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observed at all for the φ-model and the k-ω-SST model. Furthermore, both eddy-352

viscosity models (EVM) over-predicted the pin adjacent gap velocities. One can353

thus conclude at this stage that the tested EVM models are not able to predict354

the present flow. Clearly, they predict too long and too weak recirculation regions355

behind the pins. It is well known that, in the case of wakes of infinite cylinders356

(Durbin 1995) or wall-mounted obstacles (Iaccarino et al. 2003), the RANS models357

(steady state computations) cannot accurately predict the recirculation region,358

and that URANS can drastically improve the prediction by resolving a significant359

part of the large-scale unsteadiness, which is a major contributor to the mixing360

of momentum. It can be anticipated that the main difference between the EB-361

RSM and the eddy-viscosity models lies in the tendency of the latter to provide a362

steady solution because of their strongly diffusive character. It can also be argued363

that eddy-viscosity models tend to overestimate turbulent production close to364

stagnation points and thus overestimate the turbulent energy in the boundary365

layers around the cylinders and, consequently, in their wake. This hypothesis will366

be investigated below.367

Figure 7 shows the mean axial velocity component along line B of rows 3 and 5368

for the different computations (for further row comparisons see the ERCOFTAC-369

KB-Wiki database). One observes from figure 7b that the EB-RSM model and370

LES predictions are very close to each other. In fact, for row 3, the EB-RSM371

model captures the near wall behavior even better than LES, as the peak value372

by LES is slightly overpredicted. For row 5, both LES and the EB-RSM model373

slightly overpredict the mean velocity near the pin. On the other hand, the eddy-374

viscosity models fail to capture the near-wall and the inter-gap flow behavior, see375

the underprediction at Y/D = 0.1 and Y/D = 0.75 in figure 7b, particularly for376

the row 3 profile.377

It is further observed that the two eddy-viscosity models exhibit a dramatic378

deficit of the mean axial velocity midway between the tubes, in accordance to the379

overestimation of the size of the recirculation regions as first observed in figure 6.380

On the other hand, LES and EB-RSM models perform well compared to the exper-381

imental data with a slight overestimation of the mean stream-wise velocity peaks382

close to the walls at several locations, in particular starting from row 3. Note that383

the convergence study shown in section 3 proved that the refinement needed to384

obtain a convergent solution around pin 2 is very important (with the first two385

levels of refinement, a deficit in the central velocity was observed). This is an in-386

dication that the accurate reproduction of the large-scale unsteadiness is crucial387

in this flow: Lardeau and Leschziner (2005) showed that the correct reproduction388

of the unsteadiness of the wake of an obstacle requires a careful elimination of389

sources of numerical diffusion. This remark suggests that the origin of the failure390

of the eddy-viscosity models is in their inability to reproduce realistic large-scale391

unsteadiness.392

Figure 8 shows the mean axial velocity component along line A1 for the highest393

Reynolds number case. It is observed that the two eddy-viscosity models severely394

underestimate the mean streamwise velocity, supporting the earlier observations395

made from figures 6 and 7. Both EVM models overpredict the length of the recir-396

culation region behind each pin, such that the recovery of the boundary layer in397

between the subsequent pins is slowed down. In contrast, the RSM model provides398

a solution very close to the experimental profiles but slightly underestimates the399

velocity all along the A1 line. However, this must not be interpreted as a deficit400

http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
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(a)

(b)

Fig. 6 Dimensional mean stream-wise velocity (m/s) in the mid-plane z = D (a) ReD =
10, 000 (b) ReD = 30, 000.

of flow rate, which is conserved as the velocity underestimations on line A1 are401

compensated by overestimations elsewhere.402

5.2 r.m.s Velocity403

The best way to gain insight into the very different behavior of the models is to404

investigate the relative contributions of the resolved and modelled parts of the405

velocity field to the total r.m.s velocities, as shown in figure 9. Here, the contri-406

bution of the subgrid scales is neglected for LES (as it is not explicitly evaluated407

in the present Smagorinsky model formulation). Since no synthetic turbulence is408

prescribed at the inlet, there is no resolved content before the first pin, and the409

resolved contribution rapidly develops after the first row. However, as observed410

from the figure, the flow reaches a fully developed state only around the last row,411

in accordance with the experiments. The EB-RSM model also exhibits a rapid412

development of the resolved motion, with r.m.s. levels of the same order of mag-413

nitude as those of LES. In addition, a smaller, but significant level of modelled414

stress contributes to the total fluctuations.415

From figure 9 it is further observed that the behavior of the two eddy-viscosity416

models (EVM) is completely different from LES and EB-RSM. For the EVM417

cases, the contribution of the resolved motion remains small compared to that of418
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(a)

(b)

(c)

Fig. 7 Mean stream-wise velocity component along line B - LES and URANS computations
(a) ReD = 3, 000 (b) ReD = 10, 000 (c) ReD = 30, 000.

the modelled motion, up to at least row 4 and even up to row 7 for the k-ω-SST419

model. This result indicates that these models face difficulties to reproduce un-420

steadiness in the wake. As mentioned above, predicting the correct level of mixing421

in wakes dominated by large-scale vortex shedding, such as behind cylinders or422

wall-mounted obstacles (Durbin 1995; Iaccarino et al. 2003), requires a URANS423

solution with a very significant amount of resolved unsteadiness. This is the reason424

why the two eddy-viscosity models exhibit longer recirculation regions in figure 6425

and consequently underestimate the mean stream-wise velocity in between the426

subsequent pins (figures 7 and 8). Note that at Re = 30, 000, the φ-model remains427

steady all the way down to the last row. It is interesting to remark here that with a428

coarser mesh (not shown here), the φ-model rapidly developed unsteadiness. This429

is in agreement with the findings of Fadai-Ghotbi et al. (2008); in coarse RANS430
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Fig. 8 Mean stream-wise velocity component along line A1 - URANS computations at ReD =
30, 000.

simulations, dispersive numerical errors (oscillations) can trigger an unsteady be-431

havior, which can paradoxically improve the predictions. The present results show432

that on fine-enough grids, the solution of eddy-viscosity models remains steady for433

the first rows and only gradually develops unsteadiness on subsequent rows.434

This difficulty to develop an unsteady content, compared to the EB-RSM, can435

be attributed to an overestimation of diffusion in the wake that prevents the growth436

of resolved fluctuations. A first possible explanation would be that turbulence is437

generated in excess by EVM models in the region of the stagnation point (Taulbee438

and Tran 1988; Durbin 1996). For example, it is clear from Fig. 9, in the right-hand439

column, that the φ-model produces a high level of turbulence upstream of the first440

cylinder. Convection of this turbulence downstream may cause an overestimation441

of the turbulent diffusion in the wake. However, this stagnation point anomaly is,442

at least, partially corrected in the k-ω-SST model by the introduction of a produc-443

tion limiter: P = min(Pk, 10ε), where Pk = 2νtSijSij is the standard production444

term derived from the Boussinesq relation (Menter et al. 2003). Indeed, Fig. 9445

shows that this model does not exhibit the same overestimation of turbulence pro-446

duction as the φ-model in the stagnation region. Therefore, another explanation is447

more convincing, even if the two problems can be combined: it appears in Fig. 9,448

particularly for the SST model, that the overestimation of production takes place449

mainly in the wake of the cylinders. Indeed, as shown by Carpy and Manceau450

(2006) for the case of a periodic flow (synthetic jet), the Boussinesq relation used451

in eddy-viscosity models, i.e., the linear relation between the turbulent anisotropy452

tensor and the mean strain tensor, is at the origin of a strong overestimation of453

the modelled turbulent production, and, consequently, of the modelled turbulent454

diffusion of momentum, when the deformation varies rapidly in space or time and455

the Reynolds stress tensor does not have time to follow this evolution. This over-456
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(a)

(b)

Fig. 9 Resolved (left) and modelled (right) contributions to the dimensional r.m.s of the
stream-wise velocity component (m/s) in the mid-plane (Z = D)- LES and URANS compu-
tations (a) ReD = 10, 000 (b) ReD = 30, 000.

production bears some similarity to the problem of the stagnation point anomaly,457

since it is also to be traced to the use of the linear Boussinesq relation, but is458

active in other situations, far from the wall, when turbulence is out of equilibrium459

(see Hadžić et al. (2001), Hamlington and Dahm (2009) and Revell et al. (2011)).460

For instance, in a 2D-flow, it can be easily shown (Carpy and Manceau 2006) that461

the exact production of turbulent energy involves a factor of cos(2Θ), where Θ is462

the angle between the eigenvectors of the anisotropy tensor and those of the strain463

tensor (stress-strain lag), such that eddy-viscosity models, which assume Θ = 0,464

overestimate production. This can be generalized to 3D-flows by considering the465

so-called stress-strain lag parameter Cas = −aijSij/
√

2SijSij (Revell et al. 2011).466

In the case of 2D tube bundles, a case very similar to the present pin-fin-array, it467

was shown, using experimental data of Simonin and Barcouda3, that the stress-468

3 http://cfd.mace.manchester.ac.uk/ercoftac, case 78

http://cfd.mace.manchester.ac.uk/ercoftac/
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(a) (b)

(c)

Fig. 10 r.m.s of the stream-wise velocity component along line B - LES and URANS com-
putations for row 3 (a) ReD = 3, 000 (b) ReD = 10, 000 (c) ReD = 30, 000.

(a) (b)

Fig. 11 Resolved, u′res and modelled, u′mod contributions to the r.m.s of the stream-wise
velocity component along line B - URANS computations (a) ReD = 10, 000 (b) ReD = 30, 000.

strain misalignment is so strong that large regions of negative production (Θ > 45469

deg) are observed in between subsequent tubes (see Fig. 2.17 of Viollet et al. 1998).470

The lack of consideration of this stress-strain lag prevents the large-scale unsteadi-471

ness to be captured in cylinder wakes (Revell et al. 2011), a problem that can be472

avoided by using a Reynolds-stress model (Carpy and Manceau 2006).473
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Figure 10 shows the r.m.s. profiles of the stream-wise velocity along line B.474

Here again only the profiles along row 3 are shown and the remaining profiles475

can be accessed via the ERCOFTAC-KB-Wiki database. The quantity plotted in476

the figure is u′ =
√
u′21 +R11, where u′1 is the resolved streamwise velocity fluc-477

tuation and R11 the time-averaged value of the stream-wise modelled Reynolds478

normal stress R11. LES and EB-RSM models perform very well compared to the479

experimental data. As mentioned earlier, it can be seen in Fig. 11 that for the480

stream-wise stresses, a major part of the total fluctuations of the EB-RSM model481

comes from the resolved part, which again shows that this model easily repro-482

duces the large-scale unsteadiness appearing in the wake of the pins. However,483

in contrast with LES, the modelled part is not negligible. Figure 10 shows that484

the eddy-viscosity models severely underestimate the total stream-wise fluctua-485

tions, except in the central region. It is not expected from these models to provide486

very accurate r.m.s. velocities, since they are based on the Boussinesq relation,487

which is not designed to reproduce the individual normal stresses. However, the488

amplitude of u′ is underestimated by a factor of more than 2 close to the pin sur-489

faces, which shows that a significant amount of turbulent energy is missing in this490

region. Figure 11 and more prominently the contours of Fig. 9 provide a rather491

enlightening explanation for this result. In contrast to the cylinder wake (regions492

far from the wall), where, as mentioned above, eddy-viscosity models yield a high493

level of modelled turbulent energy, it can be seen that the contribution of the494

modelled part close to the pin surfaces is of the same order of magnitude as that495

of the EB-RSM, but the resolved content remains very small, such that the to-496

tal, including the resolved and modelled parts, is significantly underestimated. In497

particular, the near-wall peak, which is largely contributed by the resolved part498

for the EB-RSM, is completely missed by the eddy-viscosity models. This result499

is of course consistent with the contourplots of Fig. 9, and definitely supports the500

conclusion that the main issue with the eddy-viscosity models is their difficulty to501

grow unsteadiness in the wake of the pins, due to their over-diffusive character.502

5.3 Mean pressure coefficient503

Figure 12 shows the profiles of the mean pressure coefficient along the midline504

of pins 3 and 5 for the three Reynolds numbers. Profiles along other pins can505

be accessed via the ERCOFTAC-KB-Wiki database. Note that the experimental506

results have an uncertainty of ±0.075 at ReD = 3, 000 and of ±0.025 at ReD =507

10, 000 and ReD = 30, 000. LES results are in relatively good agreement with the508

experimental data. EB-RSM exhibits overall satisfactory results as well. In fact for509

ReD = 10, 000 for Row 3, the EB-RSM prediction is even better than LES. This510

result is surprising at first glance, but it is important to emphasize that the LES511

does not have any fluctuating content at the inlet. Therefore, it takes some rows512

for the resolved turbulent energy to reach a level compatible with the experiments,513

in contrast to the EB-RSM for which the turbulence intensity at the inlet is 5%.514

This discrepancy is not observed at row 5, since the resolved energy content in the515

LES has developed.516

On the other hand, both the eddy-viscosity models show less accurate results,517

in particular the φ-model. This is expected since the mean flow characteristics are518

http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
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(a)

(b)

(c)

Fig. 12 Pressure coefficient along the line C- LES and URANS computations (a) ReD = 3, 000
(b) ReD = 10, 000 (c) ReD = 30, 000.

not correctly reproduced, especially the size of the recirculation regions behind519

the pins, as seen and discussed before. It is also observed that for these models520

separation was delayed, which led to a weak prediction downstream of the pins.521

This can also be seen in the contour plots of the mean stream-wise velocity in522

Fig. 6. On the other hand, the φ-model comparisons are somewhat better for the523

deeper rows. It can, however, be noticed that at the highest Reynolds number524

the pressure recovery in general is not predicted very accurately by all the tested525

models; in addition to the local separation and reattachment, the strong vortex526

shedding from the sides of the pins make this condition the most difficult to predict527

with even the most advanced of the RANS closures.528
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(a)

(b)

(c)

Fig. 13 Comparisons of the Local Nusselt number normalized by its average (Nus/Nusav)
(a) ReD = 3, 000 (b) ReD = 10, 000 (c) ReD = 30, 000.
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(a)

(b)

(c)

Fig. 14 Local Nusselt number normalized by its average (Nus/Nusav) at mid-span Y/D = 0
plane (a) ReD = 3, 000 (b) ReD = 10, 000 (c) ReD = 30, 000.
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5.4 Nusselt number on the bottom wall529

Figure 13 shows the contours of the Nusselt number normalized by its average value530

over the bottom wall. LES computations exhibit an excellent behavior compared531

to the experimental results. The Nusselt number seems however overestimated at532

the locations of the horseshoe vortices and underestimated in the wake of the third533

row, in particular for the highest Reynolds number case. Recall here that the errors534

made on the average of the normalized Nusselt number were equal to 3% and 1%535

for the ReD = 3, 000 and ReD = 10, 000 cases, respectively.536

For the two eddy-viscosity models, owing to the misprediction of the flow topol-537

ogy and the fluctuation level observed in previous sections, it is not surprising that538

both these models cannot predict the local quantities such as the Nusselt number539

properly. Moreover, it can be observed that for the k−ω-SST model, the contours540

are not fully symmetrical, even with a very long averaging time, which suggests541

the presence of very low frequencies that are probably not physical. On the other542

hand, the EB-RSM model exhibits a very satisfactory global behavior in particular543

at the highest Reynolds number. However, the Nusselt number is underestimated544

in the wake of the first cylinder as the unsteadiness is lower than that predicted545

by the LES. The prediction for the next rows is satisfactory although an overesti-546

mation of the heat transfer in the wake of the cylinders was observed for the last547

4 rows.548

Figure 14 shows the detailed profiles of the normalized Nusselt number at mid-549

span (Y/D = 0 plane). LES exhibits very good results in general, except in the550

wake of the first pin, where roughly halfway between the two pins, the maximum551

of the Nusselt number is overestimated for both the tested Reynolds numbers. The552

Nusselt number is also underestimated just after each pin, but this discrepancy is553

present for all the models and at all the tested Reynolds numbers. This suggests554

that the underestimation is not due to the turbulence modelling but rather due to555

the use of adiabatic conditions on the pin walls, which is not fully representative556

of the experimental setup.557

The results provided by the URANS models are mixed. Clearly, the k-ω-SST558

is the least satisfactory model, since the results do not match the experiments559

anywhere. In the wake of the first pin, where turbulence is not yet fully developed,560

mixing is dominated by the large-scale unsteadiness, which is not reproduced by561

this model. In contrast, in the wake of the last two pins, turbulence has developed,562

as seen in Fig. 9, and the model overestimates turbulent mixing and heat transfer.563

The φ-model better reproduces the Nusselt number in the wake of the last pin,564

but, in accordance with what has been said earlier, the model does not reproduce565

the large-scale unsteadiness either, such that the mixing of momentum and heat is566

underestimated in the wakes of the first few pins. On the other hand the behaviour567

of the EB-RSM is globally comparable to that of LES, although after the first row,568

the Nusselt number is significantly underestimated.569

6 Conclusions570

Simulations were carried out for the flow through a wall-bounded pin matrix in a571

staggered arrangement with an imposed heat flux at the bottom wall, at various572
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Reynolds numbers (3, 000, 10, 000, 30, 000) based on the gap velocity and the di-573

ameter of the pins. Two LES simulations (with 18 and 76 million computational574

cells) and six URANS simulations (utilizing 17 and 29 million cells) were per-575

formed. For URANS, the φ-model, k-ω-SST model (both associated to the SGDH576

with a constant turbulent Prandtl number) and the EB-RSM model combined577

to the GGDH were used. For LES, the dynamic Smagorinsky model with Lilly’s578

minimization was used. Both global and local comparisons were drawn against579

experimental data of Ames et al. and hybrid model simulations of Delibera et al.580

A global evaluation of the results was performed by computing pressure loss581

coefficients and average Nusselt numbers. For a more detailed evaluation, the mean582

pressure coefficient, the mean velocity profiles, r.m.s. of stream-wise velocity, re-583

solved and modelled contributions to r.m.s. values and the Nusselt number at the584

bottom wall were computed for all the models.585

For the global pressure loss coefficient, LES at ReD = 3, 000 and ReD =586

10, 000 exhibited excellent comparisons with both experimental and analytical587

correlations. For the URANS models, it was observed that only the EB-RSM model588

produced reliable results but only for ReD = 10, 000. For the higher ReD case of589

30, 000 none of the models seems to perform particularly well; the worst results590

were obtained by the eddy-viscosity models. For the average Nusselt number the591

current LES and EB-RSM results were again found to be in good agreement with592

the experiments for all the tested ReD numbers. Once again, the two eddy-viscosity593

models did not provide accurate results mainly due to their inability to reproduce594

the unsteadiness of the flow.595

The detailed comparison of the results with the experiments and amongst the596

models is particularly interesting and the complete set of results can be accessed via597

the ERCOFTAC-KB-Wiki. It is observed that the models fall into two categories:598

those which are able to reproduce the unsteadiness of the wakes of the pins (LES599

and EB-RSM) and those which essentially provide a steady solution, at least for600

the first few rows (eddy-viscosity models). The correct reproduction of the global601

topology of the flow, in particular the length of the recirculation regions behind the602

pins, is closely related to the presence of a major unsteady contribution. This can603

be traced to the fact that the turbulent/unsteady structures which efficiently mix604

momentum in the wake of bluff bodies are the very large-scale structures, which605

are resolved by LES and EB-RSM, but not by the eddy-viscosity models. This is in606

line with several previous studies, such as Durbin (1995) or Iaccarino et al. (2003),607

in which it was shown that the pure RANS models, i.e., RANS models used in a608

steady-state computation, are not able to correctly reproduce such wakes, while609

the same models used in URANS mode, i.e., in a time-dependent computation,610

provide excellent results.611

Consequently, reproducing the characteristics of pin-fin-array flows, in which612

each row of pins is affected by the wake of the preceding row, requires a time-613

dependent computation in which the unsteadiness develops rapidly, starting from614

the first row. This behavior is not only observed for LES, but also for the Reynolds-615

stress model, for which the mixing is dominated by the resolved contribution. In616

contrast, EVM models face strong difficulties to develop unsteadiness at the first617

few rows, which severely affects the global predictions. Following previous studies618

(Hadžić et al. 2001; Carpy and Manceau 2006; Hamlington and Dahm 2009), this619

issue can be related to the misalignment of the Reynolds-stress and mean strain620

tensors in non-equilibrium flows (stress-strain lag), such as cylinder wakes, which621

http://www.kbwiki.ercoftac.org/w/index.php/Abstr:UFR_4-18
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is ignored by the eddy-viscosity models; the resulting overestimation of modelled622

turbulence energy in the wake prevents the development of resolved unsteadiness.623

In conclusion, for such a complex configuration, consisting of a staggered ar-624

rangement of wall-mounted obstacles, with heat transfer, LES can provide accurate625

and reliable solutions. URANS can provide an alternative solution, particularly at-626

tractive for high Reynolds numbers, for which LES can become prohibitively costly,627

but the choice of the RANS closure is crucial. Due to the importance of avoiding628

an overestimation of turbulent diffusion in the wakes of the pins, eddy-viscosity629

models should be avoided and a Reynolds-stress model, or, possibly, a lag eddy-630

viscosity model (Revell et al. 2011), should be used. For this case, in the forced631

convection regime, the model for the turbulent heat fluxes is not crucial; associated632

with the EB-RSM, which globally provides accurate flow dynamics, the General-633

ized Gradient Diffusion Hypothesis (GGDH) appears sufficient to reproduce the634

main heat transfer characteristics.635
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