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Abstract
This paper presents the results from direct numerical simulations of the primary atomization of a turbulent
liquid jet injected into liquid crossflow. The simulations are performed for an experimentally analyzed
configuration of Brown and McDonell (2006, “Near Field Behavior of a Liquid Jet in a Crossflow”, ILASS
Americas, 19th Annual Conference on Liquid Atomization and Spray Systems). The turbulent liquid jet
(q = 6.6, Re = 14 000, We = 2178) is injected into a subsonic gaseous crossflow (Re = 570 000, We = 330).
The liquid/gas interface is captured using a coupled level set volume of fluid (CLSVOF) method. The jet
penetration obtained from the simulations show good agreement with the experimental correlations and also
to the findings from the literature. Two breakup mechanisms are observed: column breakup mode in which
waves on the windward side of the jet propagate, roll up and form bag-like structures until they breakup;
and ligament breakup mode caused by the corrugations of the liquid core surface forming thin ligaments on
the liquid jet sides that subsequently breakup into droplets. Analysis of the crossflow velocity component
of the liquid packets from the simulation shows that a number of liquid packets exist in the domain whose
velocities are same as that of the gaseous crossflow.
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Introduction

The method of atomizing liquid fuel injected
into a crossflowing gas stream has been commonly
employed for fuel injection in aircraft engines. With
the growing number of high altitude aircrafts, it be-
comes increasingly interesting to study the atomiza-
tion process of liquid fuel in such a configuration.
The process of atomization of liquid fuel has a di-
rect impact on its efficient combustion and on the
production of pollutant emissions. With increasing
stringent emission norms, it becomes imperative to
study and control the atomization process based on
its physics and characteristics of the liquid droplets
and ligaments that are produced. Earlier studies
of non-turbulent liquid atomizing jets in crossflow
configurations have been reviewed by Aalburg et
al [1]. More studies on the experimental work of
non-turbulent liquid jets in crossflow are reported
in Refs. [2, 3, 4]. A recent study by Sallam et
al [5] focused on investigation of the effect of noz-
zle geometry on jet trajectory in supersonic condi-
tions. The recent work of Leask et al [6] provide
a systematic study examining different formulations
of the injection velocity and their respective effects
on momentum flux ratio of the liquid jet in cross-
flows. Many of these experimental works were fo-
cused on jet penetration under ambient atmospheric
conditionss. Based on the experimental data, the
investigators of the studies derived correlations such
as that of Wu et al [7] valid in the near-injector re-
gion and Stenzler et al [8]. Such correlations depend
on characteristic non-dimensional numbers such as
momentum flux ratio, Weber number, and viscosity
ratio between liquid fuel and liquid water.

There are many numerical studies that emulated
the experimental work such as Herrmann [9, 10, 11]
performing detailed numerical simulations of turbu-
lent liquid jet in crossflow using balanced force re-
fined level set grid (RLSG) method [12]. These stud-
ies provided the insights into the impact of finite grid
spacing and density ratio on the atomization char-
acteristics and jet dynamics. Moreover, Herrmann
[9] identified two breakup mechanisms causing the
atomization of liquid fuel in the simulations: col-
umn breakup mode and ligament breakup mode.
Recently, Li and Soteriou [13, 14, 15] investigated
the effect of increasing density, high liquid fuel vis-
cosity and intermeditate Weber number effects on
the liquid jet penetration, evolution of Sauter Mean
Diameter (SMD) as a function of crossflow direction,
and jet dynamics of the crossflow atomization of liq-
uid jets. The study by Owkes et al [16] performed
investigation of the effect of liquid fuel injection noz-
zle geometry on the atomization characteristics us-

ing large eddy simulations (LES). In this study, they
used a round edged injector and sharp edged injec-
tor for injecting liquid fuel into the crossflow domain.
An excellent agreement between simulations and ex-
periments of Gopala [17] was found from their study
for jet penetration for both the injector geometries.
A more recent study by Ghods and Herrmann [18]
performed an interesting investigation of the effect of
nozzle geometry and liquid injection velocity inflow
boundary conditions on the atomization character-
istics. They used different inflow velocity profiles: a
velocity profile from LES of in-nozzle flow and fully
developed turbulent pipe flow each respectively with
and without nozzle geometry for two different den-
sity ratio. They found that consistently, the results
for the jet penetration using the LES of in-nozzle in-
flow yielded better agreement with the experimental
correlation of Wu et al [7]. Furthermore, they also
found that the liquid column is more deformed when
using fully developed turbulent pipe inflow without
nozzle geometry than when when including the noz-
zle geometry.

In this work, we have attempted to numerically
simulate the epxerimental configuration of Brown
and McDonell [2] of primary atomization of a turbu-
lent liquid jet (q = 6.6, Re = 14 000, We = 2178) in-
jected into subsonic gaseous crossflow (Re = 570 000,
We = 330) through a direct numerical simulation
(DNS) approach using a coupled level set volume of
fluid (CLSVOF) method [19]. The liquid density,
dynamic viscosity, and velocity are modified from
the experimental conditions to keep the same non-
dimensional characteristic numbers in order to have
accurate results from the detailed simulations at less
computational expense. Our first objective in this
work is to study the atomization characteristics of
the liquid jet in crossflow for the lower density ra-
tio compared to the experimental density ratio. The
second objective is to find the effect of an imposed
fully developed turbulent velocity profile in the liq-
uid phase on the atomization characteristics.

This paper is organized as follows: first, the
governing equations solved in our in-house Navier-
Stokes solver are presented which is followed by a
brief presentation of the CLSVOF method. The
computational domain and the operating conditions
used in the DNS are then presented. Finaly, the re-
sults obtained from the simulations are subsequently
presented and discussed.

Governing Equations

The solver used in this study is ARCHER, whose
capabilities are described extensively in multiple
works [19, 20, 21]. This solver is structured, par-
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allel and developed for direct numerical simulations
(DNS) of complex and turbulent multiphase flows
with the application to study primary breakup of
liquid fuel jets.

The pressure and velocity fields describing the
flow are obtained by solving the incompressible
Navier–Stokes equations. The following form of the
Navier–Stokes equations are solved in ARCHER:

∇ · u = 0, (1)

∂ρu

∂t
+ ∇ · (ρuu) = −∇P + ∇ · (2µD) + B, (2)

where u is the velocity field, P is the pressure field,
µ is dynamic viscosity, ρ is density, D is the strain
rate tensor given as D = 1

2 (∇u + (∇u)T ), and B
is the sum of the body and surface tension forces.
B = Bb +Bst where Bb is the force due to gravity
and Bst is the force due to surface tension which
is given as Bst = σκδIn. σ represent the surface
tension coefficient, κ is the curvature of the interface
computed using the liquid/gas interface unit normal
n as κ = −∇ ·n, and δI is the Dirac delta function
centered on it. It is to be remarked that the force
due to gravity is not considered in our simulations,
thus, Bb = 0. A consistent mass and momentum
flux computation [20] is employed.

A staggered variable configuration is used with
central finite difference scheme for least numerical
dissipation. A projection method as described in
Ménard et al [19] is used for solving the Navier-
Stokes equations given above. A 2nd order central
difference scheme is employed for discretization of
the spatial derivatives to limit dissipation. How-
ever, the convection term is discretized using a 5th

order WENO scheme to ensure a robust behavior of
the solution. A consistent mass and momentum flux
computation [20] is employed. The viscous term is
discretized following the method described in Suss-
man et al [22]. The ghost fluid method (GFM) [23] is
employed for the spatial discretization of the Poisson
equation for taking into account the force due to sur-
face tension as a pressure jump. The resulting linear
system is symmetric and positive definite with five
diagonals is solved using a multigrid algorithm for
preconditioning a conjugate gradient (CG) method
[21]. The temporal derivatives in this study are dis-
cretized using a one-step forward Euler scheme.

Numerical Method

The coupled level set volume of fluid (CLSVOF)
method of Ménard et al [19] is used for capturing the
liquid/gas interface. The details of this method are
briefly presented in the following subsections.

Level Set

The backbone of the CLSVOF method is the
level set function φ the basis of which has been pro-
posed by Osher and Sethian [24]. This function is a
signed distance function (i.e., φ > 0 in liquid phase
regions and φ < 0 in gas phase regions of the sim-
ulation domain) defined as the algebraic minimum
distance between any point of the domain and the in-
terface. The liquid/gas interface is then represented
as the zero-level of this level set function. The ad-
vantage of this function is the ease of computation
of geometric quantities pertaining to the interface.
For example, the interface unit normal is computed
as

n =
∇φ

‖∇φ‖2
, (3)

and interface curvature κ is computed as

κ = −∇ · n. (4)

The advection of the level set function is performed
by solving the following transport equation.

∂φ

∂t
+ u ·∇φ = 0 (5)

One of the problems that arise when solving this
equation is that, due to the wide spreading and
stretching of the level set in the numerical simulation
domain, the level set function will no longer satisfy
the condition of ‖∇φ‖2 = 1. Thus, a redistancing
procedure [25] is required to ensure the satisfaction
of this condition and keep φ as the algebraic distance
function.

Coupling Level Set and Volume of Fluid

The combined procedure of solving Equation (5)
and redistancing can create loss of mass in the nu-
merical domain especially when reconstructing the
interface for under-resolved liquid structures. In or-
der to solve this problem, the level set method is cou-
pled with a classical volume of fluid (VOF) method
[26, 27, 28]. This coupling is performed similar to
the work of Sussman and Puckett [29] the details
of which are explained in Ménard et al [19]. The
main differences with the CLSVOF method consist
in keeping the initial re-distancing algorithm in our
approach, and modifying the reconstruction tech-
nique to define the interface in a cell from the level
set position.

With regards to the reconstruction of the liq-
uid/gas interface, a PLIC method is used. Thus, a
linear interface is used as an approximation of the
original/reference interface. Hence, the equation of
the interface in 3D is ax + by + cz + d = 0 where
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the interface unit normal n = [a, b, c]T and d is the
shortest distance of the interface from the center of
each computational cell. The components of the unit
normal are determined from the level set signed dis-
tance function. In the CLSVOF method, the com-
putation of d is performed by satisfying the volume
conservation condition, i.e.,∥∥F ref − F act(n, d)

∥∥
2

= 0, (6)

using a Newton-Raphson method upto the machine
precision. In this condition, F represents the liq-
uid volume fraction and the superscript “ref” corre-
sponds to the original/reference interface while “act”
corresponds to the reconstructed/actual interface.
The idea of solving the above equation is to perform
interface reconstruction by conserving the liquid vol-
ume in the numerical simulation domain. For more
details, the reader is referred to Ménard et al [19].

Computational Domain and Operating Con-
ditions

The configuration of the liquid jet in crossflow
atomization presented in this paper is the one stud-
ied experimentally by Brown and McDonell [2]. The
operating conditions used in the DNS are given in
Table 1. It is to be noted that the density, dynamic
viscosity and velocity of the liquid phase have been
modified to keep the non-dimensional numbers such
as Reynolds number (Re), Weber number (We), and
momentum flux ratio (q) for both phases the same
as that of the experimental conditions.

The domain considered for the DNS is of the size
(−10Dj . . . 30Dj×−5Dj . . . 5Dj×−20Dj . . . 0) with
the liquid injector exit located at (0, 0, 0). This do-
main is smaller than the experimental domain size of
(−77Dj . . . 127Dj × 0 . . . 54Dj ×−27Dj × 27Dj) [2].
The rationale behind this reduction in the domain
size is to capture the atomization characteristics ac-
curately at less computational cost. Moreover, the
study by Herrmann [9] also used a reduced domain
size for the same configuration to study the mesh in-
dependence on the droplet characteristics. A sketch
of the DNS domain considered in this work is illus-
trated in Figure 1.

A uniform structured Cartesian mesh contain-
ing about 262 million cells is used for discretiz-
ing the domain resulting in a mesh resolution of
∆x = ∆y = ∆z = Dj/32 throughout the domain.
In contrast to the work of Herrmann [9], we impose
a fully developed turbulent pipe flow velocity profile
to the liquid injected into the domain instead of per-
forming in-nozzle large eddy simulations (LES). Fig-
ure 2 shows the instantaneous snapshots of the three
components of velocity at the injector exit plane at

Figure 1: Illustration of computational domain used
for DNS along with boundary conditions.

an instant after the first breakup event has occurred.
As reported in the work of Herrmann [9], imposing
a velocity profile to the liquid inlet can potentially
change the droplet characteristics. The work of Gh-
ods and Herrmann [30] studied the variation in at-
omization characteristics based on nozzle geometry
and boundary conditions.

At t∗ = tUj/Dj = 0, the liquid jet is initialized
in the computational domain by a cylinder of diame-
ter Dj and height 4∆x protruding into the crossflow
channel.

Results and Discussion

Figure 3 shows the time evolution of the to-
tal liquid non-dimensionalized mass in the domain.
This mass is non-dimensionalized using the follow-
ing expression

Total Mass =

∑
x,y,z

F (x, y, z) ∆x∆y∆z

D3
j

× ρj
ρc
. (7)

We can see that there is an initial increase in
the total mass in the domain that is attributed to
the liquid fuel injection into the domain. It can
also be observed that from about t∗ = 28, the total
mass is stabilized in the domain. This means that
from this time instant, a statistical steady state is
reached whereby a balance exists between the in-
jected liquid mass and the outgoing liquid mass (the
liquid mass going out of the x+plane in the DNS do-
main, c.f. Figure 1). Since a steady state is reached
for t∗ > 28, all the statistics presented in this pa-
per are evaluated only for t∗ > 28 for a total of 29
non-dimensional time units. The remainder of this
section is divided into qualitative and quantitative
results.

Qualitative results

The averaged side view of the liquid jet in cross-
flow for t∗ > 28 is shown in Figure 4. In order to be
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Table 1: Operating conditions and non-dimensional numbers

Quantity Unit Experiment Simulation
Jet diameter (Dj) [mm] 1.3 1.3
Jet density (ρj) [kg/m3] 1000 12.25
Jet velocity (Uj) [m/s] 10.83 97.84
Jet viscosity (µj) [kg/ms] 1.0× 10−3 1.11× 10−4

Surface tension (σ) [N/m] 0.07 0.07
Crossflow gas density (ρc) [kg/m3] 1.225 1.225
Crossflow gas velocity (uc) [m/s] 120.4 120.4
Crossflow viscosity (µc) [kg/ms] 1.82× 10−5 1.82× 10−5

Momentum flux ratio (q) [-] 6.6 6.6
Jet Weber number (Wej) [-] 2178 2178
Jet Reynolds number (Rej) [-] 14079 14079
Crossflow Weber number (Wec) [-] 330 330
Crossflow Reynolds number (Rec) [-] 5.7× 105 5.7× 105

(a) u/uj (b) v/uj (c) w/uj

Figure 2: Instantaneous snapshots of the velocity at the injector exit plane. The velocity component values
in the legend in each figure has been non-dimensionalized using jet injection velocity.
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Figure 3: Temporal evolution of total non-
dimensionalized liquid mass in the DNS domain.

consistent in post-processing the results, the averag-
ing is performed directly on the images. The differ-
ence between averaging the data and averaging the
visual images is out of the scope of this paper and is
currently considered as further steps to be taken af-
ter this work. In this figure, the jet penetration and
bending is compared against two experimentally fit
correlations: first, the correlation by Wu et al [7]
given by the expression

y

Dj
= 1.37

(
x

Dj

)1/2

, (8)

and second, the expression given by Stenzler et al [8]

y

Dj
= 2.63q0.442

(
x

Dj

)0.39

We−0.088
c

(
µexperi
j

µH2O

)−0.027

.

(9)

In this expression, the term µexperi
j refers to the dy-

namic viscosity of the liquid used in the experiments.
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Figure 4: Averaged side view of the liquid jet in
crossflow with experimental curve fit. Wu et al [7]
( ) (upper curve) and Stenzler et al [8] ( )
(lower curve)

In the experiments of Brown and McDonell [2] liquid
water was used. Since this work emulates the ex-
perimental work, we thus have, µexperi

j /µH2O = 1 in
the above mentioned Stenzler correlation (c.f. Equa-
tion (9)). It is to be noted that the correlation
from Wu et al [7] (c.f. Equation (8)) is valid only
in the near-injectory region. Analyzing this figure,
we can find that our simulation results qualitatively
matches better with the correlation by Stenzler et
al [8] shown by the green dashed line as the lower
curve than the correlation by Wu et al [7] shown by
the blue solid line as the upper curve. Such an ob-
servation has been found in both experimental [2]
and simulation works [9, 11]. Thus, we find that our
simulation results agree well with the experimental
correlations and also with the findings from the lit-
erature.

Figures 5 and 6 shows the snapshots of the visu-
alization of the atomizing liquid jet at different time
instants. Two main mechanisms of atomization can
be observed from these visualization images. First,
the instability waves are formed predominantly on
the windward side of the liquid jet that roll-up along
the jet axis forming a bag-like structure which then
breaks up into droplets. Such a mechanism of atom-
ization is similar to the column breakup mode which
generates small droplets of the size of the thickness of
the bag-like structures. The second breakup mecha-
nism is the ligament breakup wherein corrugations in
the liquid jet surface are stretched out into ligaments
at the side of the liquid jet (as seen in Figure 6).

Such a breakup mechanism produces medium and
large droplets that are of the size of the ligaments.

Quantitative results

In order to understand the atomization char-
acteristics and further develop secondary breakup
models, quantitative results extracted from the re-
sults of the DNS are presented in this section. In
this section, result from a preliminary quantitative
analysis is presented. To this end, statistics about
the liquid packets in the domain are extracted. In
order to uniquely count the liquid packets, we set up
a control volume that is of length 6∆x along the x
direction in the farthest x+plane in the downstream
direction. The liquid packets that fall within this
6∆x×Ly×Lz domain at any time instant are consid-
ered to be going out of the domain or are about to go
out of the domain the next sampling time step. Here,
Ly = 10Dj and Lz = 20Dj represent the lengths of
the domain along y and z directions.

Figure 7 shows the discrete number based fre-
quency distribution of crossflow velocity component
of the liquid packets in the domain. The information
about the velocity distribution is pertinent for the
development of models for the primary atomization
processes that involve injection of drops along pro-
jected mean liquid core paths with a given velocity
[31]. This frequency distribution has been generated
by binning the liquid packets into 20 equally sized
bins between the minimum and maximum velocities
along the crossflow direction. This velocity compo-
nent is non-dimensionalized using the crossflow gas
velocity as the relevant velocity scale in this direc-
tion. From this plot, we can observe that velocity
of numerous liquid structures are same as that of
gaseous crossflow, i.e., these structures are following
the gaseous crossflow streamlines. The shift in the
peak of this distribution from the value 1 could be
caused due to the blockage of the gaseous flow by
the jet.

Conclusions

The results from direct numerical simulations
(DNS) of an experimentally analyzed liquid jet
in subsonic crossflow configuration have been pre-
sented. The domain has been reduced in size in
comparison to the experiments to have accurate re-
sults at relatively less computational expense. All
the non-dimensional characteristic numbers for the
flow are maintained the same as in the experiment
except the artificial reduction of the density ratio
to study its effect on the jet penetration, breakup
mechanism, and atomization characteristics.

The jet penetration has been studied by averag-
ing all the side view visualisation images of the cross-

6



(a) t∗ = 4.52 - side view (b) t∗ = 4.52 - front view (c) t∗ = 4.52 - top view

(d) t∗ = 14.25 - side view (e) t∗ = 14.25 - front view (f) t∗ = 14.25 - top view

(g) t∗ = 24.65 - side view (h) t∗ = 24.65 - front view (i) t∗ = 24.65 - top view

Figure 5: Side view (left column), front view (middle column), and top view (right column) of the atomization
of liquid jet in crossflow

flow liquid jet and comparing with the experimental
correlations. The jet penetration has been found
to be consistent with the experimental correlations
and findings from the literature. Preliminary quali-
tative analysis of the jet shows that the atomization
is governed by two main mechanisms: first, a column
breakup-like mechanism in which there is generation
of instability waves in the windward side of the liq-
uid core that roll up and continue to grow along the
axis of the jet thereby forming bag-like structures
leading to formation of droplets; and second, a liga-
ment breakup mechanism wherein the corrugations
in the liquid jet surface are stretched out into liga-
ments on the side of the liquid jet near the exit of
the injector. These ligaments get further stretched
and eventually break up into droplets.

An initial quantitative analysis of the crossflow
velocity component of the liquid packets in the sim-
ulation domain has been made. To that end, the
discrete number based frequency distribution of the
crossflow component of the velocity has been com-
puted. This distribution revealed that numerous liq-

uid packets exist in the domain with the velocity
about the same as that of the gas phase crossflow.

In the future, employment of multiple mesh res-
olutions with varying density and viscosity ratio to
investigate the mesh independence, impact of den-
sity and viscosity ratio on the atomization charac-
teristics and jet dynamics are under consideration.
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Figure 6: Visualization of liquid jet in crossflow at t∗ = 32.
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