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A SIMPLE METHOD TO FIND ALL SOLUTIONS TO THE
FUNCTIONAL EQUATION OF THE SMOOTHING

TRANSFORM

By Gerold Alsmeyer∗ and Bastien Mallein†

University of Münster and Université Paris 13

Given a nonincreasing null sequence T = (Tj)j>1 of nonnegative
random variables, the well-known functional equation

f(t) = E
(∏

j>1 f(tTj)
)
,

related to the so-called smoothing transform and a min-type variant,
is reconsidered within the class of nonnegative and nonincreasing
functions. In order to characterize all solutions within this class, we
provide a new three-step method which does not only considerably
simplify earlier approaches but also works under weaker, close to
optimal conditions. Furthermore, we expect it to work as well in more
general setups like random environment. At the end of the article, we
also give a one-to-one correspondence between those solutions that
are Laplace transforms and thus correspond to the fixed points of
the smoothing transform and certain fractal random measures. The
latter are defined on the boundary of a weighted tree related to an
associated branching random walk.

1. Introduction. Given a nonincreasing null sequence T = (Tj)j>1 of
nonnegative random variables such that

(1) E

(∑
j>1

1{Tj>0}

)
> 1,

consider the mapping f 7→ E
∏
j>1 f(tTj) for suitable functions f : R → R.

Any f satisfying

(2) f(t) = E

(∏
j>1

f(tTj)

)
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is called a fixed point of this transformation. The problem of identifying all
fixed points within certain classes of functions, here Laplace transforms of
probability measures on R> = [0,∞) or, more generally, survival functions of
nonnegative random variables, has been dealt with in a host of articles such
as [11, 14, 7], with most general results obtained in [3]. The last reference
should also be consulted for a more detailed account of the earlier literature
and for further background information.

If f is the Laplace transform of a probability law ν on R>, then it solves
Eq. (2) iff ν is a distributional fixed point of the (homogeneous) smoothing
transform S which maps ν to the law of the random variable

∑
j>1 TjXj ,

where X,X1, X2, . . . denote i.i.d. random variables with common law ν and
independent of T . Hence, Eq. (2) corresponds to S(ν) = ν or, equivalently,

(3) X
d
=
∑
j>1

TjXj

where
d
= means equality in distribution.

In the case when f is the (left continuous) survival function of a proba-
bility distribution ν on R>, viz. f(t) = ν([t,∞)) for t > 0, the fixed-point
property (2) corresponds to the distributional fixed-point equation

(4) X
d
= inf{Xj/Tj : j > 1 and Tj > 0}

with X,X1, X2, . . . as before. Here the infimum over the empty set is defined
to be ∞.

As in [3], let S(M) denote the set of solutions to Eq. (2) within the class

M = {f : R> → [0, 1] : f is nonincreasing and left continuous,

f(0) = f(0+) = 1 and 0 < f(t) < 1 for some t > 0}

which comprises all survival functions on R> as well as its subclass L of
Laplace transforms of probability measures on R>, ruling out only the triv-
ial solutions f ≡ 1 and f = 1{0} + q 1R> , where q denotes the extinction
probability of the associated branching random walk (BRW) described be-
low. Note that the last fact entails S(L) ⊂ S(M). In order to determine
S(M) (and thus S(L)), which has already been done in [3], we provide here
a new approach that works under relaxed conditions on the random sequence
T and also considerably simplifies some of the key arguments used in [3].
This novel approach consists of three steps that will be outlined further be-
low, after the introduction of some necessary notation, further background
information and the most important assumptions.
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It is well-known that the fixed points of the smoothing transform are
intimately related to certain martingale limits of an associated BRW that
we describe next. Let V =

⋃
n>0 Nn be the Ulam-Harris tree of finite integer

words, with the convention that N0 = {∅} equals the set containing the
empty word (and root of the tree). As common, we use v1 . . . vn as shorthand
for v = (v1, . . . , vn), |v| = n for its length, and uv for the concatenation of
two vertices u, v ∈ V. The restriction of v to its first j coordinates, thus its
ancestor at level j, is denoted v(j), thus v(j) = v1 . . . vj . We set ∂V = NN,
which represents the boundary of the tree V.

Now let (T vj )j>1 be i.i.d. copies of T for any v ∈ V and define the multi-
plicative BRW (also called weighted branching process) as the random map

L : V→ R>, v 7→ L(v) :=

|v|∏
j=1

T v(j−1)
vj .

Note that, by (1), L forms a supercritical BRW and that with positive prob-
ability, for all n ∈ N, there exists v ∈ Vn := {u : |u| = n} such that L(v) > 0.
This event is called the survival set of the BRW. Thinking of T vj as a weight
attached to the edge connecting vertex v with its child vj, we see that L(v)
equals the total weight of the unique shortest path from the root ∅ (with
L(∅) := 1) to v obtained by multiplying the edge weights along this path.
The natural filtration of the BRW, reflecting its genealogical structure, is
defined by

Fn = σ
(
L(v), |v| 6 n

)
, n ∈ N0.

There is a deep and meaningful relationship between the fixed points of the
smoothing transform and the BRW just introduced. This will be further
explained in Section 6.

A second, also well-known fundamental assumption for the existence of
nontrivial solutions to (2) is the existence of a minimal positive α, called
characteristic exponent of T in [3], such that

(5) E

(∑
j>1

Tαj

)
= 1.

Then these solutions can be expressed in terms of an associated martingale
limit. Namely, by the branching property of the BRW, the process

(6) Wn :=
∑
|v|=n

L(v)α, n > 0
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constitutes a nonnegative martingale, and it was shown by Biggins [5] (see
also [15] for a simpler proof of his result) that Wn converges a.s. and in L1

to a nondegenerate limit W provided that, additionally,

E

(∑
j>1

Tαj log Tj

)
< 0(7)

and

E (W1 logW1) < ∞(8)

hold. Alsmeyer and Iksanov [4] further proved that these conditions are
indeed necessary and sufficient whenever E

(∑
j>1 T

α
j log Tj

)
is well-defined.

The law of W forms a solution to the SFPE (3) with weight sequence Tα =
(Tαj )j>1.

Assuming (7) and (8), we will see that S(M), and thus the fixed points
of Eqs. (3) and (4), can be determined quite easily. It requires just one more
integrability condition, namely

(9) E

(∑
j>1

Tαj log Tj

)
> −∞.

We therefore call this situation the regular case, as opposed to the more com-
plicated boundary case that will be described further below. The structure
of the fixed points depends on the lattice-type of T . We call T geometric
with span r if r > 1 is the maximal number such that

(10) P (Tj ∈ {rn : n ∈ Z} for all j > 1) = 1,

and nongeometric if no such r exists. A function h : R> → R> is called
multiplicatively r-periodic if h(rt) = h(t) for all t > 0. Given r > 1, let Hr
denote the set of all such functions such that t 7→ h(t)tα is nondecreasing
for α as in (5). Let also H1 be the the set of positive constant functions on
R>. In order to be able to describe S(L), we put P1 = H1 and denote by
Pr for r > 1 the set of h ∈ Hr such that tαh(t) has a completely monotone
derivative. When α = 1, the latter requirements force h to be constant, thus
Pr = P1. These classes were first introduced in [11].

Theorem 1.1. Let T satisfy (1), (5), (7), (8), (9) and r > 1 denote its
span.. Then the elements of S(M) are the functions

f(t) = E(exp(−h(t)tαW )), t > 0

with left continuous h ∈ Hr. Moreover, S(L) is nonempty only if 0 < α 6 1
in which case it consists of all f ∈ S(M) with h ∈ Pr.
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This result was first derived in [3] by showing first that t−1(1 − Ee−tW )
is slowly varying at t = 0 (Thm. 3.1) and then, given any f ∈ S(M), the
same property for (1 − f(t))/tαh(t) for a suitable h ∈ Hr (Thms. 3.2 and
3.3). Our proof is simpler and does not rely on these properties.

Remark 1.2. If α = 1, then the only fixed point of Eq. (3), modulo
positive multiplicative constants, is given by the limit W of the Biggins
martingale defined in (6). This fixed point is endogenous in the sense of
Aldous and Bandyopadhyay [2] which means that W can be constructed as
a measurable function of the BRW or, equivalently, that it is F∞-measurable,
where F∞ := σ(Fn, n > 0). If α < 1, there are no endogenous fixed points.

Nontrivial solutions to Eq. (2) also exist in the following so-called bound-
ary case when

(11) E

(∑
j>1

Tαj log Tj

)
= 0,

holds in the place of (7). In this case, the martingale limit W is a.s. zero.
However, assuming (11), the process

(12) Zn =
∑
|v|=n

L(v)α(− logL(v)), n > 0

is also a martingale, known as the derivative martingale. Aı̈dékon [1] deter-
mined necessary conditions, that Chen [8] found sufficient, for Zn to converge
to a nonnegative and nondegenerate limit. More precisely, if

(13) E

(∑
j>1

Tαj log T 2
j

)
∈ (0,∞), EW1 logW 2

1 + EX̃ log X̃ < ∞,

where X̃ :=
∑

j>1 T
α
j log+Tj , then

(14) Z := lim
n→∞

Zn a.s.

exists and is almost surely positive on the survival set of the BRW.

Biggins and Kyprianou [7] and Alsmeyer et al. [3] proved analogs of Theo-
rem 1.1 in the boundary case, where the limit Z of the derivative martingale
replaces the limit W of the additive martingale. Their proofs required some
exponential integrability condition, see (A) in [7] and (A4b) in [3]. Using
the same techniques as in the proof of Theorem 1.1, we can extend their
results without any additional assumption other than those ensuring the
nondegeneracy of the derivative martingale.
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Theorem 1.3. Let T satisfy (1), (5), (11) and (13). Then all assertions
of Theorem 1.1 remain valid when replacing W with Z in the definition of
the solutions f .

Although the proofs of Theorems 1.1 and 1.3 need different estimates,
they follow the same three-step scheme that we now outline (in the regular
case) and believe to work also in more general situations. Given any solution
f ∈ S(M), it is easily checked that, for each t > 0,

Mn(t) :=
∏
|v|=n

f(tL(v)), n > 0

constitutes a positive bounded product martingale whose limit

M(t) := lim
n→∞

∏
|v|=n

f(tL(v))

exists a.s. and in L1. These martingales are called in [3] the disintegration
of the fixed point f .

1. Tameness: Using the convergence of the disintegration along a sequence
of stopping lines (see Section 2), the first step is to show that any
nondegenerate fixed point f must satisfy

lim sup
t→0

− log f(t)

tα
< ∞.

2. Harmonic analysis: This property enables us to derive that − logM(t)
is an integrable random variable with

F (t) := E(− logM(t)) = E

( ∑
|v|=1

F (tL(v))

)
6 Ctα

for all t > 0 and suitable C ∈ (0,∞). The shown equality can be trans-
lated as follows: the function G(x) := eαxF (e−x) defines a bounded
harmonic function of a certain random walk associated with the BRW
(see Section 2). By a Choquet-Deny-type lemma, we then deduce that
G is constant on the subgroup generated by the walk.

3. Identification of M(t): It follows by the previous step that F is of the
form F (t) = h(t)tα for some h ∈ Hr, r the span of T . To find the value
of M(t), we finally observe that

logM(t) = lim
n→∞

E (logM(t)|Fn)
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= − lim
n→∞

∑
|v|=n

F (tL(v)) = −h(t)tαW.

This completes the proof of the main theorem as f(t) = EelogM(t).

We devote the next section to some classical BRW tools and then prove
Theorem 1.1 in Section 3. Before turning to the more difficult proof of The-
orem 1.3 in Section 5, we need to show in Section 4 a Choquet-Deny-type
result asserting that any right-continuous and at most linearly growing har-
monic function of a centered random walk killed upon entering R> equals
the Tanaka solution (see (31)) up to a constant, or periodic function in the
lattice case. Finally, in Section 6 we briefly describe a one-to-one connection
between the solutions of (3) and certain fractal random measures on the
boundary of the weighted tree related to the BRW.

2. Preliminary results for the classical branching random walk.
This section collects some well-known tools in the study of BRW’s that will
be needed later on, namely the many-to-one lemma and some facts about
stopping lines.

The many-to-one lemma is a widely known result, which can be traced
back at least to Peyrière [16] and Kahane and Peyrière [13]. It links additive
moments of the BRW to random walk estimates. Consider a zero-delayed
random walk (Sn)n>0 with increment distribution specified as

(15) Eg(S1) = E

(∑
j>1

Tαj g(− log Tj)

)
.

for nonnegative measurable g.

Lemma 2.1 (Many-to-one lemma). For all n > 0 and all nonnegative
measurable functions g, we have

Eg(S1, . . . , Sn) = E

( ∑
|v|=n

L(v)αg(− logL(v(j)), j 6 n)

)
.

The result can be thought of as a first step towards the spinal decompo-
sition due to Lyons [15] that describes the law of the BRW when size-biased
by the martingale (Wn)n>0 as a BRW with a designated path, called spine,
along which offspring particles have displacement law defined by (15).

As moments of functionals of the tL(u) will often be considered hereafter,
it is convenient to define Pt as the law of the above random walk (Sn)n>0
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when its delay equals S0 = − log t. In other words, the random walk is
starting from − log t under Pt, and its laws under P and P1 coincide. With
this notation, Lemma 2.1 can be rewritten as

(16) E

( ∑
|v|=n

L(v)αg(tL(v(j)), j 6 n)

)
= Etg(e−S1 , . . . , e−Sn).

We now recall some facts about stopping lines, in fact so-called very simple
stopping lines, a name coined by Biggins and Kyprianou [6, p. 557]. A line
is a set L ⊂ V satisfying the two following assumptions:

∀u, v ∈ L : u � v ⇒ u = v,

∀v ∈ ∂V : v(n) ∈ L for some n ∈ N.
(17)

In other words, a line is a minimal set separating the root ∅ from the
boundary ∂V. In BRW’s, stopping lines take the role of stopping times for
random walks. In particular, a very simple stopping line is a random line
such that for all v ∈ V,

(18) {v ∈ L} ∈ σ(L(v(j)), j 6 |v|).

In other words, whether or not a vertex v belongs to the line depends only
on the weights of the tree along the unique path from the root to v.

In this article, only the following first passage lines will be of interest. For
all a > 0, we set

(19) Υa := {v ∈ V : L(v(j)) > a for j < |v| and L(v) < a} .

Note that limn→∞ sup|v|=n L(v) = 0 a.s. under the assumptions of our two
theorems. Therefore, Υa is a well-defined very simple stopping line for any
a > 0 and consists of all particles entering the interval [0, a] for the first time.
Biggins and Kyprianou [6] proved that a theorem similar to the optional
stopping theorem holds for the additive martingale of the BRW. We state
and use here a simplified version of their result. Further defining

Ga := σ (L(v(j)), j 6 |v|, v ∈ Υa) ,(20)

note that (Ge−t)t>0 forms a filtration for the BRW. The following result is a
version of the many-to-one lemma along the stopping lines Υa.

Lemma 2.2. For all a ∈ (0, 1] and all measurable nonnegative functions
g, we have

E

( ∑
v∈Υa

L(v)αg(L(v(j)), j 6 |v|)

)
= Eg

(
e−Sj , j 6 σ(− log a)

)
,
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where σ(b) := inf{n > 0 : Sn > b} and (Sn)n>0 equals the random walk with
increment law defined by (15).

Proof. The result is obtained by a decomposing the cutting line generation-
wise and the applying the many-to-one lemma, viz.

E

(∑
v∈Υa

L(v)αg(L(v(j)), j 6 |v|)

)

=
∑
n>0

E

( ∑
|v|=n

1{v∈Υa}L(v)αg(L(v(j)), j 6 n)

)

=
∑
n>0

Eg(e−S1 , . . . , e−Sn)1{σ(− log a)=n}

= Eg
(
e−Sj , j 6 σ(− log a)

)
.

This completes the proof.

3. The regular case: proof of Theorem 1.1. Given any solution
f ∈ S(M), recall that, for each t > 0, the disintegration

Mn(t) :=
∏
|v|=n

f(tL(v)), n > 0

constitutes a positive bounded product martingale whose limit M(t) exists
a.s. and in L1. We start by proving the tameness of any solution f ∈ S(M).

Lemma 3.1. Under the assumptions of Theorem 1.1, any f ∈ S(M)
satisfies

(21) sup
0<t61

− log f(t)

tα
6 C

for some 0 < C <∞.

Proof. Assuming lim supt→0
− log f(t)

tα = ∞, we will derive that for all
t > 0 we have f(t) 6 P(W = 0). Since P(W = 0) < 1, this contradicts the
property f(0+) = 1.

By the stated assumption, there exists a decreasing null sequence (tn)n61

such that

− log f(tn)

tαn
> n2 for all n > 1.
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Setting cn := n1/α and observing that t 7→ − log f(t) and t 7→ tα are both
nonnegative and nondecreasing functions, we find that

− log f(s)

sα
>
− log f(tn)

(cntn)α
> n for all s ∈ [tn, cntn].

Therefore, we can define decreasing null sequences (ϑn)n>1 and (ρn)n>1 such
that

(22)
− log f(s)

sα
> n for all s ∈ [ρnϑn, ϑn].

We will now bound the conditional mean of M(t) given Gϑn/t, where
(Gϑn/t)n>1 is the first passage filtration defined in (20). By dominated con-
vergence,

E
(
M(t)

∣∣Gϑn/t) = lim
m→∞

E
(
Mm(t)

∣∣Gϑn/t) ,
and the branching property of the BRW implies

E
(
Mm(t)

∣∣Gϑn/t) = exp

( ∑
v∈Υϑn/t
|v|6m

log f(tL(v)) +
∑
|v|=m

tL∗(v)>ϑn

f(tL(v))

)
,

where L∗(v) := min06k6|v| L(v(k)). Hence, using supv∈Υϑn/t
|v| <∞ a.s., we

infer upon letting m→∞

E
(
M(t)

∣∣Gϑn/t) = exp

 ∑
v∈Υϑn/t

log f(tL(v))


6 exp

(
− n

∑
v∈Υϑn/t

(tL(v))α1{tL(v)>ρnϑn}

)
,(23)

where we have bounded − log f(tL(v)) by 0 if tL(v) 6∈ [ρnϑn, ϑn], and with
the help of (22) otherwise.

On the other hand, by another use of the branching property of the BRW,
we obtain, for all a > 0 and m ∈ N,

E (Wm|Ga) =
∑
v∈Υa
|v|6m

L(v)α +
∑
|v|=m
L∗(u)>a

L(v)α a.s.
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and thus E (W |Ga) =
∑

v∈Υa
L(v)α a.s. as m→∞. Now let a→ 0 and use

F∞ =
∨
a>0 Ga to infer

(24) lim
a→0

∑
v∈Υa

L(v)α = W a.s.

Next, Lemma 2.2 provides us with

E

 ∑
v∈Υθn/t

(tL(v))α1{tL(v)<θnρn}

 = Pt
(
Sσ(− log(θn/t)) > − log(θnρn/t)

)
,

where σ(a) = inf{n 6 0 : Sn > a} should be recalled. Use (7) and (9) to
infer

ES1 = −E

(∑
j>1

Tαj log Tj

)
∈ (0,∞).

Consequently, the family {Sσ(− log s) + log s : 0 < s 6 1} of overshoots of the
random walk is tight (see e.g. Gut [12, Thm. 3.10.3]) and thus, as ρn → 0,

lim
n→∞

∑
v∈Υϑn/t

(tL(v))α1{tL(v)<ρnϑn} = 0 in probability.

In combination with with (24), this proves that

lim
n→∞

∑
v∈Υϑn/t

(tL(v))α1{tL(v)>ρnϑn} = W in probability.

Combining this conclusion with (23), we obtain that

lim inf
n→∞

E
(
M(t)

∣∣Gϑn/t) 6 1{W=0} a.s.

and since
(
E(M(t)

∣∣Gϑn/t))n>0
forms a bounded martingale, we finally infer

M(t) 6 1{W=0} a.s. for all t > 0 and thereupon the announced contradiction
f(t) = EM(t) 6 P(W = 0) for all t > 0.

Remark 3.2. In the above proof, Assumption (9) is only needed for the
conclusion that the quantity∑

v∈Υϑn/t

(tL(v))α1{tL(v)>ρnϑn}

converges to a positive random variable with positive probability. We suspect
that it can be replaced with a weaker assumption while keeping the assertions
of Theorem 1.1.
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With the help of Lemma 3.1, we can now identify the function defined by

(25) F (t) := E (− logM(t))

for a given f ∈ S(M). Doing so, we make use of the subsequent Choquet-
Deny lemma, for convenience reformulated here in our setting, which iden-
tifies all bounded harmonic functions of the random walk.

Lemma 3.3. Let G : R → R be a right-continuous bounded function
satisfying

(26) G(x) = EG(x+ S1)

for all x ∈ R. Then G d-periodic if (Sn)n>0 is d-arithmetic, and it is constant
everywhere if (Sn)n>0 is nonarithmetic.

Proof. Note that, possibly upon adding a constant, we can assume G
to be nonnegative. We denote by ν the law of S1, and we let λ denote the
measure with density G with respect to Lebesgue measure. Then (26) can
be rewritten as

λ = λ ∗ ν.

The Choquet-Deny lemma [9] entails that, for each a in the support of ν, the
measure λ is a-periodic. In particular, G(x+a) = G(x) for Lebesgue almost
all x ∈ R. Thus using the right-continuity of G, this equation in fact holds for
all x ∈ R and a in the support of ν. The set of periods of a right-continuous
function being a closed group, we deduce that G is d-periodic if (Sn)n>0 is
d-arithmetic for some d > 0, and that G is constant otherwise.

We now turn to the identification of the function F .

Lemma 3.4. Given the assumptions of Theorem 1.1, let f ∈ S(M) with
disintegration (Mn(t))n>0. Then there exists a function h ∈ Hr, r the span
of T , such that

(27) F (t) = h(t)tα

for all t > 0.

Proof. Since M(t) = limn→∞Mn(t) a.s., we see that

lim
n→∞

∑
|v|=n

− log f(tL(v)) = − logM(t) a.s.
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Moreover, by Lemma 3.1, there exists C > 0 such that∑
|v|=n

− log f(tL(u)) 6 CtαWn.

for all n so large that sup|v|=n L(v) 6 1. Hence, 0 6 − logM(t) 6 CtαW
follows upon letting n → ∞. Since EW = 1 under the assumptions of
Theorem 1.1, we infer

(28) 0 6 F (t) 6 Ctα,

where F is the function defined in (25) (for the given f). One can readily
check that F is nondecreasing and left continuous.

Put G(x) := e−αxF (e−x) and use the branching property of the BRW to
obtain, for any m ∈ N,

(29) M(t) =
∏
|u|=m

M (u)(tL(u)),

where M (u)(s) = limn→∞
∏
|v|=n f(sL(uv)

L(u) ) are i.i.d. copies of M and inde-
pendent of Fm for u ∈ Vm. Equality in law is already enough to infer that

G(x) = e−αx E logM(e−x) = e−αx E

(
log

∏
|v|=1

M (v)(e−xL(v))

)

= E

( ∑
|v|=1

L(u)αG(x− logL(v))

)
= EG(x+ S1),

by the many-to-one lemma. Therefore, by (28), G is a bounded, nonnegative
and right continuous harmonic function of the random walk (Sn)n>0, and the
latter is log r-arithmetic. It follows by Lemma 3.3, that G is log r-periodic,
thus G(x+ log r) = G(x) for all x ∈ R. Equivalently, (27) holds with h ∈ Hr
given by h(t) := G(log t) for t > 0.

Remark 3.5. The previous proof has also shown that, if (7) and (8)
fail and thus Wn → 0 a.s., any solution f ∈ S(M) satisfying (21) must be
trivial, i.e. f(t) = 1 for all t > 0. In particular, no nontrivial solution f can
satisfy (21) in the boundary case.

We are now ready to provide the proof of Theorem 1.1.
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Proof of Theorem 1.1. Given any f ∈ S(M), we denote by M(t) its
disintegration and put F (t) = E(− logM(t)). It folows from (29) that

E (− logM(t)|Fn) =
∑
|v|=n

F (tL(v)) a.s.

for all n ∈ N. By letting n→∞ and an appeal to Lemma 3.4, we obtain

− logM(t) = lim
n→∞

∑
|v|=n

F (tL(v)) = h(t)tα lim
n→∞

Wn = h(t)tαW a.s.

for some h ∈ Hr, r the span of T , and then f(t) = EM(t) = Ee−h(t)tαW . If
f ∈ S(L), we even infer h ∈ Pr because f is a Laplace transform.

4. Harmonic functions of random walks on the positive halfline.
We now turn to the proof of Theorem 1.3 and thus work under assumptions
(11) and (13). In this case, instead of using the Choquet-Deny lemma, we
need to identify harmonic functions of a centered random walk with finite
variance, killed upon entering the nonpositive halfline. This is the content
of the present section.

We recall that (Sn)n>0 is the random walk associated with the BRW by
the many-to-one lemma. Since ES1 = 0 by (11) and 0 < ES2

1 <∞ by (13),
(Sn)n>0 is a centered random walk with finite variance. A harmonic function
G of the walk, killed at the first time it leaves the positive halfline R>, is a
function such that G(x) = 0 for x 6 0 and

(30) G(x) = EG(x+ S1)1{x+S1>0} = ExG(S1)1{S1>0}.

for all x > 0.
Let us define

τ(a) := inf{n > 0 : Sn 6 a}, τ := τ(0),

and recall that

σ(a) := inf{n > 0 : Sn > a}, σ := σ(0),

for a ∈ R. Further, put Ra := Sσ(a)− a, and let (τn)n>1 and (σn)n>1 denote
the sequences of weakly descending and strictly ascending ladder epochs,
respectively. Note that Px(τ(a) ∈ ·) = P0(τ(a− x) ∈ ·) for a 6 0 and x > 0
and recall that P = P0.

Even without assuming finite variance, Tanaka [18] obtained a solution of
(30) defined by

(31) Ĥ(x) := Ex

(
σ−1∑
k=0

1(0,x](Sk)

)
, x > 0.
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By the duality lemma, it also equals the renewal function of the weakly
descending ladder heights S∗n = Sτn , n > 1, of the given walk (up to a
reflection), viz.

Ĥ(x) =
∑
n>0

P(S∗n > −x) =
∑
n>0

P(τ∗(−x) > n) = Eτ∗(−x)

for x > 0, where τ∗(a) := inf{n > 0 : S∗n 6 a}. Now, if E|S∗1 | < ∞, a
sufficient condition being ES2

1 <∞, then Wald’s identity further ensures

Ĥ(x) =
ES∗τ∗(−x)

ES∗1
, x < 0,

and by finally observing S∗τ∗(−x) = Sτ(−x), we arrive at

(32) Ĥ(x) =
ESτ(−x)

ES∗1
=

ExSτ − x
ES∗1

.

In other words, if 0 < ES2
1 < ∞, then Ĥ(x) and H(x) := x − ExSτ differ

only by a multiplicative positive constant.

An interesting aspect of this last observation is that, unlike Ĥ, the func-
tion H is very easily shown to be harmonic. Namely, as P(τ(−x) > 1) = 1
for x > 0 and ES1 = 0, we infer by a standard renewal argument

H(x) = −ESτ(−x) =

∫
R>
−ESτ(−y) Px(S1 ∈ dy) = ExH(S1)

for all x > 0 as required.

A well-known result from renewal theory asserts that

E|S∗τ∗(−y) + y|
y

y→∞−−−→ 0

if ES∗1 <∞, see e.g. [12, Thm. 3.10.2], giving

(33) x 6 H(x) 6 x(1 + o(1)) as x→∞.

Moreover, we point out that, by definition, H is right-continuous with left
limits at each point.

Our main result of this section is the following Choquet-Deny-type lemma.
It states that any right-continuous function of at most linear growth and
satisfying (30) equals H up to multiplication by a constant, or d-periodic
function if the walk is d-arithmetic.
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Proposition 4.1. Given a nontrivial, centered random walk with lattice-
span d > 0 and ES2

1 < ∞, let G : R → R be a right-continuous function
satisfying (30) and supx60 |G(x)/(1+|x|)| <∞. Then there exists a function
κ, d-periodic if d > 0 and constant if d = 0, such that

G(x) = κ(x)H(x) for all x ∈ R.

For centered random walks on the integer lattice Z, where (30) must only
hold for x ∈ Z, it was already shown by Spitzer [17, Thm. E3, p. 332] that
there is only one positive solution to (30) up to positive multiples (even
without additional moment assumptions). More recent work by Doney [10,
Thm. 1] also considers the case when the Z-valued random walk has nonzero
drift.

Before proving our result, we provide some useful estimates and begin
with an extension of the harmonic property of G at random times.

Lemma 4.2. Under the assumptions of Proposition 4.1,

G(x) = ExG(Sσ(y))1{σ(y)<τ}

holds for all for all 0 < x < y.

Proof. By (30), (G(Sτ∧n)n>0 is a martingale. Hence, the optional sam-
pling theorem implies

G(x) = ExG(Sσ(y)∧τ∧n)

= ExG(Sσ(y)1{σ(y)<τ∧n} + ExG(Sn)1{n<σ(y)∧τ}

for all 0 < x < y and n ∈ N. As n→∞, we have

ExG(Sσ(y)1{σ(y)<τ∧n} → ExG(Sσ(y)1{σ(y)<τ}

by the monotone convergence theorem, and

ExG(Sn)1{n<σ(y)∧τ} 6 C(y + 1)Px(n < σ(y) ∧ τ) → 0.

This completes the proof.

Next are some asymptotic estimates involving the level a overshoot Ra =
Sσ(a) − a of the random walk killed upon entering the positive halfline. As
a by-product, another formula for H is obtained.
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Lemma 4.3. Let (Sn)n>0 be a centered random walk with 0 < ES2
1 <∞.

Then for all x > 0, we have

lim
b→∞

lim sup
a→∞

ExSσ(a)1{σ(a)<τ,Ra>b} = 0(34)

and

lim
a→∞

ExRa1{σ(a)<τ} = 0.(35)

Proof. Step 1 We first show that

(36) lim
a→∞

ExH(Sσ(a))1{σ(a)<τ<∞, Sσ(a)>(1+ε)a} = 0

for all ε > 0 and x > 0. As H grows like the identity, we may replace
H(Sσ(a)) with Sσ(a). It is further no loss of generality to choose x = 0. We
then have

ESσ(a)1{σ(a)<τ, Sσ(a)>(1+ε)a} =

∫ ∞
(1+ε)a

P(σ(a) < τ, Sσ(a) > y) dy

=

∫ ∞
(1+ε)a

∫ a

0
P(S1 > y − x) Ua(dx) dy

6
∫ ∞

(1+ε)a
P(S1 > y − a) Ua([0, a]) dy(37)

where

Ua(dx) =
∑
n>0

P(Sn ∈ dx, 0 < Sk 6 a for k = 0, . . . , n)

=
∑
n>0

P(Sn ∈ dx, 0 < Sn − Sn−k 6 a for k = 0, . . . , n)

=
∑
n>0

∑
k>0

P
(
σk = n, Sσk ∈ dx, Sσk 6 a+ min

06j6σk
Sj

)

=
∑
k>0

P
(
Sσk ∈ dx, Sσk 6 a+ min

06j6σk
Sj

)
6
∑
k>0

P (Sσk ∈ dx ∩ (0, a]) .

Since ES2
1 <∞ ensures ESσ1 <∞, we infer that

Ua([0, a]) 6
∑
k

P(Sσk 6 a) 6 Ca
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for some C > 0 and all a > 1. Returning to (37), we now obtain

ESσ(a)1{σ(a)<τ, Sσ(a)>(1+ε)a} 6 Ca

∫ ∞
(1+ε)a

P(S1 > y − a) dy

6
C

ε

∫ ∞
εa

y P(S1 > y) dy

and the last expression goes to 0 as a→∞ under the proviso ES2
1 <∞.

Step 2. Next, we show that

lim
b→∞

lim sup
a→∞

ExH(Sσ(a))1{σ(a)<τ<∞, Ra>b} = 0

for all x > 0, thus proving (34). Using the strong Markov property at time
σ(a/3), we have

ExH(Sσ(a))1{σ(a)<τ<∞, Ra>b} = ExH(Sσ(a/3))Ψ(Sσ(a/3))1{σ(a/3)<τ<∞},

where

Ψ(x) := Ex
(
H(Sσ(a))

H(x)
1{σ(a)<τ<∞, b<Ra6a}

)
for x > 0. Observe that

Ψ(x) 6 Ex
(
H(Sσ(a))

H(x)
1{σ(a)<τ<∞}

)
= P↑x(σ(a) <∞) = 1,

where P↑x denotes the harmonic transform with respect to H. Using this, we
further obtain

ExH(Sσ(a/3))Ψ(Sσ(a/3))1{σ(a/3)<τ<∞}

6 ExH(Sσ(a/3))1{Sσ(a/3)>2a/3}

+ ExH(Sσ(a/3))1{σ(a/3)<τ<∞, Sσ(a/3)62a/3} sup
a/36y62a/3

Ψ(y).

(38)

The first of the two terms on the right-hand side of this inequality converges
to 0 as a→∞ by Step 1. As for the second one, we use that H is harmonic
and of linear growth together with Lemma 4.2 (which also holds for H in
the place of G) to bound it by

ExH(Sσ(a/3))1{σ(a/3)<τ<∞} sup
a/36y62a/3

Ψ(y) = H(x) sup
a/36y62a/3

Ψ(y).

Furthermore,

sup
a/36y62a/3

Ψ(y) 6
H(2a)

H(a/3)
sup

a/36y62a/3
Py(σ(a) < τ <∞, b < Ra 6 a)
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6
H(2a)

H(a/3)
sup

06y6a
P(Ra−y > b)

= (6 + o(1)) sup
y>0

P(Ry > b) as a→∞.

Consequently, recalling that ES2
1 <∞ implies the tightness of the overshoots

Ra for a > 0, the second term on the right-hand side of (38) converges to 0
as well when first letting a and then b tend to infinity.

Step 3. In order to finally prove the last assertion of the lemma, we first
note that, by another appeal to (36), it suffices to show

lim
a→∞

ExRa1{σ(a)<τ<∞, Ra6a} = 0

for all x > 0. Fix an arbitrary ε > 0. By Step 2 and (33), we can pick b > 0
so large that

lim sup
a→∞

ExH(Sσ(a))1{σ(a)<τ<∞, b<Ra6a} <
ε

2

and thus also a0 > 0 such that

ExH(Sσ(a))1{σ(a)<τ<∞, Ra>b} < ε

for all a > a0. Consequently, as a→∞,

ExRa1{σ(a)<τ<∞, Ra6a} ' ExH(Ra)1{σ(a)<τ<∞, Ra6a}

6 bPx(σ(a) < τ <∞) + ExH(Sσ(a))1{σ(a)<τ<∞, Ra>b}

6 o(1) + ε

which completes the proof.

This result particularly implies the following identity for H that will be
useful below in the proof of Proposition 4.1.

Corollary 4.4. For all x > 0, we have

H(x) = lim
y→∞

y Px(σ(y) < τ).

Proof. By Lemma 4.2, for all y > x > 0, we have

H(x) = ExH(Sσ(y))1{σ(y)6τ}.

Using (33), for all ε > 0 and all y large enough, we deduce
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(1− ε)
(
y Px(σ(y) < τ) + ExRy1{σ(y)<τ}

)
6 H(x) 6 y Px(σ(y) < τ) + ExRy1{σ(y)<τ}.

Now use Lemma 4.3 upon letting y → ∞ and then ε → 0 to arrive at the
assertion.

We are now ready to give the proof of the main result of this section.

Proof of Proposition 4.1. Our proof follows along the same lines as
the original one by Choquet and Deny [9]. Note first that, for all A > 0, the
function G + AH satisfies the same assumptions as G and is nonnegative
on [1,∞) for large enough A. Therefore, we may assume without loss of
generality that G is bounded from below.

We consider the following regularization of the function G. For δ > 0 and
x ∈ R, put

Gδ(x) :=
1

δ

∫ x+δ

x
G(z)dz.

The function Gδ is differentiable, and by assumption its derivative satisfies

|(Gδ)′(x)| = |G(x+ δ)−G(x)| 6 2C(1 + x+ + δ).

for some C > 0. As a consequence, x 7→ Gδ(x)/(1 + x+) is uniformly
continuous and bounded. Hence, by the Arzela-Ascoli theorem, there exist
0 < yn ↑ ∞ such that x 7→ Gδ(x+ yn)/(1 + (x+ yn)+) converges, uniformly
on compact sets, to a bounded and continuous limit denoted as κδ. The yn
may further be chosen from dN if the random walk is d-arithmetic. The next
argument shows this function to be harmonic for the random walk (without
killing).

Indeed, as G(x) = 0 for x 6 0, we infer from (30) that

G(x) = EG(x+ S1)1{x+S1>0} = EG(x+ S1)

and thereupon, by Fubini’s theorem,

Gδ(x) = EGδ(x+ S1) for all x > 0.(39)

As a consequence,

κδ(x) = lim
n→∞

Gδ(x+ yn)

1 + (x+ yn)+
= lim

n→∞

Gδ(x+ yn)

yn
(40)

= lim
n→∞

EGδ(x+ yn + S1)

yn
= E

(
lim
n→∞

Gδ(x+ yn + S1)

yn

)
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= Eκδ(x+ S1),

for all x ∈ R, having used (39), then the domination assumption on G, and
finally the dominated convergence theorem. This proves that κδ is indeed
harmonic for the random walk (Sn)n>0 and thus, by Lemma 3.3, either a
d-periodic continuous function or a constant.

As the next step, we show that

(41) Gδ(x) = κδ(x)Hδ(x) + ExGδ(Sτ ).

for all x > 0. First, writing (39) as Gδ(x) = ExGδ(x+S1∧τ ) for all x > 0, it
follows that (Gδ(x+Sn∧τ ))n>0 forms a martingale and then as in the proof
of Lemma 4.2 that

Gδ(x) = ExGδ(Sσ(y)∧τ ) = ExGδ(Sσ(y))1{σ(y)<τ} + ExGδ(Sτ )1{τ<σ(y)}

for all 0 < x < y. Observe that ExGδ(Sτ )1{τ<σ(y)} = ExGδ(Sτ ) as y →∞.

Compactly uniform convergence ofGδ(x+yn)/yn to κδ will now be utilized
to compute limn→∞ ExGδ(Sσ(yn))1{σ(yn)<τ} by bounding it from above and
from below separately. Let ε,K > 0 and choose n large enough such that

(42) sup
x∈[0,K]

|Gδ(x+ yn)/yn − κδ(x)| 6 ε.

Then

ExGδ(Sσ(yn))1{σ(yn)<τ} > ExGδ(Sσ(yn))1{σ(yn)<τ,Ryn6K}

> (κδ(x)− ε)yn Px
(
σ(yn) < τ,Ryn 6 K

)
,

using that κδ(Sσ(yn) − yn) = κδ(x) Px-a.s. by the periodicity or constancy

of κδ (recall here that the yn are all chosen from dN if the random walk has
lattice-span d > 0). By letting n→∞ and use of Corollary 4.4, this yields

lim inf
n→∞

ExGδ(Sσ(yn))1{σ(yn)<τ} >

(κδ(x)− ε)
(
H(x) − lim sup

a→∞
aPx (σ(a) < τ,Ra > K)

)
,

and thereupon, with the help of (34),

lim inf
n→∞

ExGδ(Sσ(yn))1{σ(yn)<τ} > H(x)κ(x).

when letting K →∞ and then ε→ 0.
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For the upper bound, we obtain by proceeding similarly

ExGδ(Sσ(yn))1{σ(yn)<τ} 6 (κδ(x) + ε) (yn +K)Px (σ(yn) < τ,Ryn 6 K)

+ 2C ExSσ(yn)1{σ(yn)<τ,Ryn>K},

for sufficiently large n, where Gδ(y) 6 2Cy for sufficiently large y has been
utilized. Now, by another use of Corollary 4.4, (34) and also

lim
n→∞

K Px (σ(yn) < τ,Ryn 6 K) = 0,

we find
lim sup
n→∞

ExGδ(Sσ(yn))1{σ(yn)<τ} 6 H(x)κδ(x)

upon letting n → ∞, then K → ∞ and finally ε → 0. This completes the
proof of (41).

Finally, we observe that the right continuity of G implies Gδ(x) → G(x)
as δ → 0 and in combination with Gδ(z) = 0 for z < −δ also

|ExGδ(Sτ )| 6 sup
z∈[0,δ]

|G(z)| → 0 as δ → 0.

Consequently, by letting δ → 0 in (41), we conclude that κδ converges as
well. Its limit κ is also d-periodic or constant, right-continuous and satisfies
κ(x) = G(x)/H(x) for all x > 0. This finishes the proof.

5. The boundary case: proof of Theorem 1.3. In essence, the same
techniques as those used in Section 3 can be used to prove Theorem 1.3. How-
ever, additional complications arise because, as predicted by the theorem,

− logM(t) = h(t)tαZ,

is no longer integrable. As a consequence, it is impossible to directly give an
analog of the function F here. Instead, we will have to work with a truncated
version of the BRW that only includes individuals in the tree that never went
“too high”.

Again, let f ∈ S(M) be an arbitrary solution to Eq. (2) and a > 0. For
n > 0, define

(43) M (a)
n (t) :=

∏
|v|=n

tL∗(v)<a

f(tL(v)),

recalling that L∗(v) = maxk6|v| L(v(k)). By another appeal to the branching

property of the BRW, it follows immediately that (M
(a)
n (t))n>0 constitutes
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a bounded submartingale and therefore converges a.s. to a limit that we
denote by M (a)(t).

Recall that assumption (13) ensures limn→∞ sup|v|=n L(v) = 0 a.s. and
thus supv∈V L(v) <∞. As a consequence,

M (a)(t) = M(t) a.s. for all 0 6 t < a/ sup
v∈V

L(v).

In particular, M (a)(t) is positive with positive probability for a large enough.

For t > 0, a > 1 and n ∈ N0, we now define

Z(a)
n (t) :=

∑
|v|=n

(tL(v))αH(− log(tL(v)/a)) 1{tL∗(v)<a}

where H(x) = −ESτ(−x) = x − ExSτ for x > 0 is the essentially unique
right-continuous harmonic solution to (30). The last property entails that

(Z
(a)
n (t))n>0 constitutes a nonnegative martingale. It converges a.s. and in

L1 (see [1, Proposition A.3]) to a limit Z(a)(t). By similar arguments as the
ones above for the martingale M (a)(t) in combination with H(x) = 0 for
x 6 0 and H(x) ' x as x→∞, we see that, if t > 0 and a > t supv∈V L(v),
then almost surely

Z(a)(t) = lim
n→∞

∑
|v|=n

(tL(v))αH(− log(tL(v)/a))

= lim
n→∞

∑
|v|=n

(tL(v))α(− log(tL(v)/a))

= lim
n→∞

∑
|v|=n

(tL(v))α(− logL(v)) + tα log(a/t)
∑
|v|=n

L(v)α = tαZ,

where we have also used that the additive martingale
∑
|v|=n L(v)α, n > 0,

converges to 0 a.s. as n→∞ (see [15]).

Using these observations, we now prove the following tameness result and
counterpart of Lemma 3.1 in the boundary case.

Lemma 5.1. Under the assumptions of Theorem 1.3, any function f ∈
S(M) satisfies

(44) sup
0<t61

log f(t)

tα log t
6 C

for some 0 < C <∞.
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Proof. Proceeding in a similar manner as in the proof of Lemma 3.1,
we prove that, given any f ∈ S(M), failure of (44), that is

(45) lim sup
t→0

log f(t)

tα log t
= ∞,

entails M(t) 6 1{Z=0} a.s. for all t, a > 0 and thus f(0+) < 1 which is
impossible. We confine ourselves to the main steps of the proof as technical
details are very similar to those in the proof of Lemma 3.1.

Given (45), we can find two decreasing null sequences (ϑn)n>1 and (ρn)n>1

such that, for all n ∈ N and x ∈ [ρnϑn, ϑn],

− log f(x) > nxα(− log x).

We then bound the conditional expectation of M (a)(t) given Gϑn/t. Namely,
by the branching property of the BRW,

M (a)(t) = lim
n→∞

∏
v∈Υϑn/t
tL∗(v)<a

f(tL(v)) = exp

(
− lim
n→∞

∑
v∈Υϑn/t
tL∗(v)<a

− log f(tL(v))

)
.

Bounding − log f(x) by nxα(− log x) if x ∈ [ρnϑn, ϑn], and by 0 otherwise,
we then obtain

M (a)(t) 6 exp

(
− lim sup

n→∞
n

∑
v∈Υϑn/t

tL(v)>ρnϑn, tL∗(v)<a

(tL(v))α(− log tL(v))

)
.(46)

On the other hand, as
∨
n>1 Gϑn/t = F∞, we infer

Z(a)(t) = lim
n→∞

E
(
Z(a)(t)|Gϑn/t

)
= lim

n→∞

∑
v∈Υϑn/t
tL∗(v)<a

(tL(v))αH
(
− log(tL(v)/a)

)
.

Therefore, by another use of limn→∞max|v|=n L(v) = 0 and H(x) ' x as
x→∞, we obtain for all t > 0

lim
n→∞

∑
v∈Υϑn/t
tL∗(v)<a

(tL(v))α(− log(tL(v)))
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= lim
n→∞

 ∑
v∈Υϑn/t

(tL(v))αH(− log(tL(v)/a)) + log a
∑

v∈Υϑn/t

L(v)α


= Z(a)(t) a.s.

Next, the many-to-one lemma provides us with

E

( ∑
v∈Υϑn/t

tL(v)6ρnϑn, tL∗(v)<a

(tL(v))α(− log tL(v))

)

= tα E(Sσ(log(t/ϑn)) − log t)1{Rlog(t/ϑn)>− log ρn, σ(log(t/ϑn))6τ(log(t/a))}

= tα E− log tSσ(log(1/ϑn))1{Rlog(1/ϑn)>− log ρn, σ(log(1/ϑn))6τ(log(1/a))},

which converges to 0 as n→∞ by Lemma 4.3.
By combining the previous facts, we obtain

lim
n→∞

∑
v∈Υϑn/t

tL(v)>ρnϑn, tL∗(v)<a

(tL(v))α(− log tL(v)) = Z(a)(t) a.s.

and therefore with the help of (46) that M (a)(t) 6 1{Z(a)(t)=0} for all a, t > 0.
But the latter entailsM(t) 6 1{Z=0} upon letting a→∞ which is impossible
because it would imply f(t) = P(Z = 0) < 1 for all t > 0, a contradiction to
f(0+) = 1.

Using the tameness assumption for fixed points of the smoothing trans-
form, we now can identify the function defined by

(47) F (a)(t) = E
(
− logM (a)(t)

)
.

We prove this function to be harmonic for the random walk (Sn)n>0 killed
when hitting (−∞, 0] and therefore to be a multiple of H.

Lemma 5.2. Let r > 1 be the span of T . Assuming (13), for any function
f ∈ S(M) with disintegration M(t) and all a > 0, there exists a function
h(a), multiplicatively r-periodic if r > 1 and constant otherwise, such that

F (a)(t) = tαH(− log(t/a))h(a)(t)

for all t > 0.
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Proof. The proof follows similar lines as the one of Lemma 3.4. We prove
that the function F (a) defined in (47) is related to a harmonic function
for the random walk conditioned to stay positive which in turn allows us
to characterize it up to multiplication by a multiplicatively r-periodic or
constant function.

Recalling that

− logM (a)(t) = lim
n→∞

∑
|v|=n

− log f(tL(v))1{tL∗(v)<a} a.s.

for all a 6 1 and t > 0, Lemma 5.1 implies

0 6 − logM (a)(t) 6 CZ(a)(t) a.s.(48)

Consequently, as (Z
(a)
n (t))n>0 is uniformly integrable, we infer that

F (a)(t) = E
(
− logM (a)(t)

)
∈ [0, CtαH(− log(t/a))].

for all t 6 a.
By conditioning with respect to F1 and use of the many-to-one lemma, it

follows that

F (a)(t) = E

∑
|u|=1

F (a)(tL(u))1{tL(u)<a}


= E

(
F (a)(te−S1)eαS11{S1−log t>− log a}

)
for all t 6 a. Hence, the function g(a)(x) := a−αeαxF (a)(ae−x) satisfies

g(a)(x) = Eg(a)(x+ S1)1{x+S1>0}

for all x > 0, and it is right-continuous because f is left-continuous, by
dominated convergence. Furthermore, (48) implies that

g(a)(x) 6 Ca−αeαxEZ(a)(ae−x) 6 CH(x),

and thus the required boundedness of (1 + x)−1g(a)(x). Invoking Proposi-
tion 4.1, we conclude that g(a) equals κ(a)H for some κ(a) which is log r-
periodic if T has span r 6= 1, and is constant otherwise. The proof is com-
pleted by rewriting this result in terms of F (a)(t) and putting h(a)(t) :=
κ(a)(− log(t/a)).
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With the help of the last lemma, we are now able to given an explicit
expression for M (a)(t) and thereby to find the value of M(t) upon letting
a→∞.

Proof of Theorem 1.3. By the branching property of the BRW, we
have almost surely

E
(
− logM (a)(t)

∣∣∣Fn) =
∑
|v|=n

F (a)(tL(v)) 1{tL∗(v)<a}

= h(a)(t)
∑
|v|=n

(tL(v))αH(− log(tL(v)/a)) 1{tL∗(v)<a} = h(a)(t)Z(a)
n (t)

for all n ∈ N. Letting n→∞, this yields

M (a)(t) = e−h
(a)(t)Z(a)(t) a.s.

Therefore, for all a large enough and all t ∈ [0, a/ supv∈V L(v)],

M(t) = M (a)(t) = e−h
(a)(t)tαZ a.s

In particular, as h(a) is multiplicatively r-periodic or constant, we infer that
h(a) = h does not depend on a for a large enough. Since

Ψ(t) = E (M(t)) = E
(
e−h(t)tαZ

)
,

the proof is complete when finally noting that h ∈ Hr follows from the fact
that Ψ(t) is nonincreasing.

6. Fixed points of the smoothing transform and fractal measures
on the boundary of the BRW. The purpose of this supplementary sec-
tion is to show that any fixed point of the smoothing transform (3) can be
thought of as the total mass of a random fractal measure on the boundary
of the associated BRW. More precisely, this connection is established by a
one-to-one map between these fixed points and random measures ν on the
boundary ∂V of the tree (see below for details) such that, for all u ∈ V,

ν ({v ∈ ∂V : v(|u|) = u})
L(u)

is independent of F|u| and has the same law as ν(V). Any random measure
ν of this kind is called fractal.

Let X be a random variable with Laplace transform f ∈ S(L), its law
thus a fixed point of the smoothing transform. Then there exists a family
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(X(v))v∈V of copies of X, defined on the same probability space as the
multiplicative BRW L = (L(v))v∈V (possibly enlarged) such that

(49) X(v) =
∑
j>1

T vj X(vj) =
∑
j>1

L(vj)

L(v)
X(vj)

for all v ∈ V. Namely, let {X(n)(v) : |v| = n} for any n ∈ N denote a family
of independent copies of X which are also independent of {L(v) : |v| = n}.
For v ∈ V with |v| < n, we then define recursively

X(n)(v) =
∑
j>1

L(vj)

L(v)
X(n)(vj).

As X satisfies (3) and by the branching property of the BRW, we see that
each X(n)(v) is a copy of X and depends only on the variables defined on
the subtree rooted at vertex v. The existence of (X(v))v∈V with the claimed
properties is now ensured by Kolmogorov’s consistency theorem because the
laws of

{(X(n)(v), L(v)) : |v| 6 n}, n ∈ N

constitute a projective familiy.

Recall that ∂V = NN denotes the boundary of the tree V and becomes a
complete metric space when endowed with the ultrametric distance

d(u, v) = exp(−min{k > 1 : uk 6= vk}).

Putting

B(u) := {v ∈ ∂V : v(|u|) = u}

for u ∈ V, the family (B(u))u∈V forms a basis of the topology on ∂V and its
Borel σ-field.

With the help of the familiy (X(v))v∈V introduced above, a one-to-one
map between the fixed points of the smoothing transform and the random
fractal measures on ∂V can now be constructed as follows. Observe that, for
any such ν, the total mass ν(∂V) is a fixed point of the smoothing transform
associated with L. This follows because, by σ-additivity of ν,

ν(∂V) = ν

( ⋃
|v|=1

B(v)

)
=
∑
|v|=1

ν(B(v)) =
∑
|v|=1

L(v)
ν(B(v))

L(v)
,

and the fractal property of ν.
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Conversely, the above construction allows us to define a fractal measure ν
for each fixed point of the smoothing transform such that the law of ν(∂V)
equals this fixed point. Namely, with (X(v))v∈V as defined above, we put

ν(B(v)) := X(v)L(v)

for any v ∈ V. By (49), this provides a well-defined consistent σ-additive
measure on Nk for each k ∈ N. Thus, by another use of Kolmogorov’s con-
sistency theorem, we can extend ν to a random measure on ∂V, and it has
the fractal property by definition as X(v) is independent of F|v| for any v.

Under the assumptions of Theorem 1.1 or 1.3, the fractal measure ν can
be even explicitly defined as a marked Poisson point process, namely

ν =
∑
j>1

ξjδvj ,

where (ξj , v
j) are the atoms of a bivariate Poisson point process on R>×∂V

with intensity π(dx)µα(dv). Here π equals the Lévy jump measure of a Lévy
process with characteristic exponent h(t)tα, h the function associated with
f by the respective theorem. Moreover, µα denotes the random measure on
∂V defined by

µα(B(v)) = lim
n→∞

∑
|u|=n,u�v

L(u)α

in the regular case (assuming (7) and (8)), and by

µα(B(v)) = lim
n→∞

∑
|u|=n,u�v

(− logL(u))L(u)α

in the boundary case (assuming (11) and (13)) where the former definition
would only give the null measure. Indeed, with µα thus defined and Camp-
bell’s formula, we obtain that

Ee−tν(B(v)) = E exp(−tαh(t)µα(B(v))) = f(t),

for all v ∈ V as expected.
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[1] Elie Aı̈dékon, Convergence in law of the minimum of a branching random walk, Ann.
Probab. 41 (2013), no. 3A, 1362–1426. MR3098680

[2] David J. Aldous and Antar Bandyopadhyay, A survey of max-type recursive distri-
butional equations, Ann. Appl. Probab. 15 (2005), no. 2, 1047–1110. MR2134098
(2007e:60010)

[3] Gerold Alsmeyer, John D. Biggins, and Matthias Meiners, The functional equation
of the smoothing transform, Ann. Probab. 40 (2012), no. 5, 2069–2105. MR3025711

[4] Gerold Alsmeyer and Alexander Iksanov, A log-type moment result for perpetuities
and its application to martingales in supercritical branching random walks, Electron.
J. Probab. 14 (2009), no. 10, 289–312. MR2471666 (2010e:60183)

[5] John D. Biggins, Martingale convergence in the branching random walk, J. Appl.
Probab. 14 (1977), no. 1, 25–37. MR0433619 (55 #6592)

[6] John D. Biggins and Andreas E. Kyprianou, Measure change in multitype branching,
Adv. Appl. Probab. 36 (2004), no. 2, 544–581.

[7] , Fixed points of the smoothing transform: the boundary case, Electron. J.
Probab. 10 (2005), 609–631 (electronic). MR2147319 (2006j:60086)

[8] Xinxin Chen, A necessary and sufficient condition for the nontrivial limit of the
derivative martingale in a branching random walk, Adv. in Appl. Probab. 47 (2015),
no. 3, 741–760. MR3406606

[9] Gustave Choquet and Jacques Deny, Sur l’équation de convolution µ = µ ∗ σ, C. R.
Acad. Sci. Paris 250 (1960), 799–801. MR0119041 (22 #9808)

[10] R. A. Doney, The Martin boundary and ratio limit theorems for killed random walks,
J. London Math. Soc. (2) 58 (1998), no. 3, 761–768. MR1678162

[11] Richard Durrett and Thomas M. Liggett, Fixed points of the smoothing transforma-
tion, Z. Wahrsch. Verw. Gebiete 64 (1983), no. 3, 275–301. MR716487 (85e:60059)

[12] Allan Gut, Stopped Random Walks. Limit Theorems and Applications, 2nd ed.,
Springer Series in Operations Research and Financial Engineering, Springer, New
York, 2009. MR2489436

[13] J.-P. Kahane and J. Peyrière, Sur certaines martingales de Benoit Mandelbrot, Ad-
vances in Math. 22 (1976), no. 2, 131–145. MR0431355

[14] Quansheng Liu, Fixed points of a generalized smoothing transformation and applica-
tions to the branching random walk, Adv. in Appl. Probab. 30 (1998), no. 1, 85–112.
MR1618888

[15] Russell Lyons, A simple path to Biggins’ martingale convergence for branching ran-
dom walk, Classical and modern branching processes (Minneapolis, MN, 1994), IMA
Vol. Math. Appl., vol. 84, Springer, New York, 1997, pp. 217–221. MR1601749

[16] Jacques Peyrière, Turbulence et dimension de Hausdorff, C. R. Acad. Sci. Paris Sér.
A 278 (1974), 567–569. MR0431354

[17] Frank Spitzer, Principles of random walks, 2nd ed., Springer-Verlag, New York, 1976,
Graduate Texts in Mathematics, Vol. 34. MR0388547 (52 #9383)

[18] Hiroshi Tanaka, Time reversal of random walks in one-dimension, Tokyo J. Math.
12 (1989), no. 1, 159–174. MR1001739 (90m:60083)

http://www.ams.org/mathscinet-getitem?mr=3098680
http://www.ams.org/mathscinet-getitem?mr=MR2134098
http://www.ams.org/mathscinet-getitem?mr=MR2134098
http://www.ams.org/mathscinet-getitem?mr=3025711
http://www.ams.org/mathscinet-getitem?mr=2471666
http://www.ams.org/mathscinet-getitem?mr=MR0433619
http://www.ams.org/mathscinet-getitem?mr=MR2147319
http://www.ams.org/mathscinet-getitem?mr=3406606
http://www.ams.org/mathscinet-getitem?mr=MR0119041
http://www.ams.org/mathscinet-getitem?mr=1678162
http://www.ams.org/mathscinet-getitem?mr=MR716487
http://www.ams.org/mathscinet-getitem?mr=MR2489436
http://www.ams.org/mathscinet-getitem?mr=0431355
http://www.ams.org/mathscinet-getitem?mr=1618888
http://www.ams.org/mathscinet-getitem?mr=1601749
http://www.ams.org/mathscinet-getitem?mr=0431354
http://www.ams.org/mathscinet-getitem?mr=MR0388547
http://www.ams.org/mathscinet-getitem?mr=1001739


THE FUNCTIONAL EQUATION OF THE SMOOTHING TRANSFORM 31

G. Alsmeyer
Inst. Math. Stochastics,
Department of Mathematics
and Computer Science
University of Münster
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