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A SIMPLE METHOD TO FIND ALL SOLUTIONS TO THE
FUNCTIONAL EQUATION OF THE SMOOTHING
TRANSFORM

BY GEROLD ALSMEYER* AND BASTIEN MALLEIN†

University of Münster and Université Paris 13

Given a nonincreasing null sequence \( T = (T_j)_{j \geq 1} \) of nonnegative
random variables satisfying some classical integrability assumptions
and \( \mathbb{E}(\sum_j T_j^\alpha) = 1 \) for some \( \alpha > 0 \), we characterize the solutions of
the well-known functional equation

\[
f(t) = \mathbb{E}\left( \prod_{j \geq 1} f(tT_j) \right), \quad t \geq 0,
\]
related to the so-called smoothing transform and its min-type variant.
In order to do so within the class of nonnegative and nonincreasing
functions, we provide a new three-step method whose merits are that
(1) it simplifies earlier approaches in some relevant aspects,
(2) it works under weaker, close to optimal conditions in the so-called
boundary case when \( \mathbb{E}(\sum_{j \geq 1} T_j^\alpha \log T_j) = 0 \),
(3) it can be expected to work as well in more general setups like
random environment.

At the end of this article, we also give a one-to-one correspondence
between those solutions that are Laplace transforms and thus corre-
spond to the fixed points of the smoothing transform and certain
fractal random measures. The latter are defined on the boundary of
a weighted tree related to an associated branching random walk.

1. Introduction. Given a nonincreasing null sequence \( T = (T_j)_{j \geq 1} \) of
nonnegative random variables, the mapping \( f \mapsto \mathbb{E}\prod_{j \geq 1} f(tT_j) \) for suitable
functions \( f : \mathbb{R}_+ \to \mathbb{R} \) with \( \mathbb{R}_+ = [0, \infty) \) is called the smoothing transform
and any \( f \) satisfying

\[
f(t) = \mathbb{E}\left( \prod_{j \geq 1} f(tT_j) \right)
\]
a fixed point of this mapping. The problem of identifying all fixed points within certain function classes, here Laplace transforms of probability measures on $\mathbb{R}_+$ or, more generally, survival functions of nonnegative random variables, has been dealt with in a host of articles such as [11, 15, 7], with most general results obtained in [3]. The last reference should also be consulted for a more detailed account of the earlier literature and for further background information.

The existence of fixed points of the smoothing transform has been studied mostly under the following standard conditions which are also assumed throughout this article: First,

$$
E\left(\sum_{j \geq 1} 1_{\{T_j > 0\}}\right) > 1,
$$

which ensures that the product in (1) remains nonempty with positive probability upon iterating the fixed point equation; second, the existence of $\alpha > 0$ such that

$$
E\left(\sum_{j \geq 1} T_j^\alpha\right) = 1,
$$

and third that

$$
E\left(\sum_{j \geq 1} T_j^\alpha \log T_j\right) \leq 0.
$$

We mention that nonnegative solutions to (6) may still exist if (3) for some $\alpha > 0$ is weakened to

$$
E\left(\sum_{j \geq 1} T_j^\beta\right) \leq 1 \quad \text{for some } \beta \in [0, 1].
$$

This was shown by Liu [15, Thm. 1.1] using a truncation argument.

The aim of this article is to introduce a new and simple method that provides the characterization of all fixed points of the smoothing transform within the framework just given and some extra integrability conditions. Not working under most general conditions as in [3] allows us to simplify and streamline the presentation of our method while, on the other hand, still being able to treat the so-called boundary case (see (14)) under close to optimal conditions and to thus improve related earlier results in [7, 3].
If $f$ is the Laplace transform of a probability law $\nu$ on $\mathbb{R}_+$, then it solves Eq. (1) iff $\nu$ is a distributional fixed point of the (homogeneous) smoothing transform $\mathbb{S}$ which maps $\nu$ to the law of the random variable $\sum_{j \geq 1} T_j X_j$, where $X, X_1, X_2, \ldots$ denote i.i.d. random variables with common law $\nu$ and independent of $T$. Hence, Eq. (1) corresponds to $\mathbb{S}(\nu) = \nu$ or, equivalently,

$$X \overset{d}{=} \sum_{j \geq 1} T_j X_j$$

where $\overset{d}{=}$ means equality in distribution.

In the case when $f$ is the (left continuous) survival function of a probability distribution $\nu$ on $\mathbb{R}_+$, viz. $f(t) = \nu([t, \infty))$ for $t \geq 0$, the fixed-point property (1) corresponds to the distributional fixed-point equation

$$X \overset{d}{=} \inf\{X_j/T_j : j \geq 1 \text{ and } T_j > 0\}$$

with $X, X_1, X_2, \ldots$ as before. Here the infimum over the empty set is defined to be $\infty$.

As in [3], let $\mathcal{S}(\mathcal{M})$ denote the set of solutions to Eq. (1) within the class

$$\mathcal{M} = \{ f : \mathbb{R}_+ \to [0, 1] : f \text{ is nonincreasing and left continuous}, f(0) = f(0+) = 1 \text{ and } 0 < f(t) < 1 \text{ for some } t > 0 \}$$

which comprises all survival functions on $\mathbb{R}_+$ as well as its subclass $\mathcal{L}$ of Laplace transforms of probability measures on $\mathbb{R}_+$, ruling out only the trivial solutions $f \equiv 1$ and $f = 1_{[0]} + q 1_{\mathbb{R}_+}$, where $q$ denotes the extinction probability of the associated branching random walk (BRW) described below. Note that the last fact entails $\mathcal{S}(\mathcal{L}) \subset \mathcal{S}(\mathcal{M})$. In order to determine $\mathcal{S}(\mathcal{M})$ (and thus $\mathcal{S}(\mathcal{L})$), which has already been done in [3], we provide here a new approach that works under relaxed conditions on the random sequence $T$ and also considerably simplifies some of the key arguments used in [3]. This novel approach consists of three steps that will be outlined further below, after the introduction of some necessary notation, further background information and the most important assumptions.

It is well-known that the fixed points of the smoothing transform satisfying (3) are intimately related to the essentially unique fixed-point of the modified smoothing transform

$$\bar{X} \overset{d}{=} \sum_{j \geq 1} T_j^\alpha \bar{X}_j,$$
where the \( \tilde{X}_j \) are i.i.d. copies of \( \tilde{X} \) (see also Remark 1.3 below). Here we work under conditions ensuring that \( \tilde{X} \) can be obtained as the limit of a martingale of an associated BRW that we describe next. Let \( \mathcal{V} = \bigcup_{n \geq 0} \mathbb{N}^n \) be the Ulam-Harris tree of finite integer words, with the convention that \( \mathbb{N}^0 = \{\emptyset\} \) equals the set containing the empty word (and root of the tree). As common, we use \( v_1 \ldots v_n \) as shorthand for \( v = (v_1, \ldots, v_n) \), \( |v| = n \) for its length, and \( uv \) for the concatenation of two vertices \( u, v \in \mathcal{V} \). The restriction of \( v \) to its first \( j \) coordinates, thus its ancestor at level \( j \), is denoted \( v(j) \), thus \( v(j) = v_1 \ldots v_j \). We set \( \partial \mathcal{V} = \mathbb{N}^\infty \), which represents the boundary of the tree \( \mathcal{V} \).

Now let \( (T_v^u)_{j \geq 1} \) be i.i.d. copies of \( T \) for any \( v \in \mathcal{V} \) and define the multiplicative BRW (also called weighted branching process) as the random map

\[
L : \mathcal{V} \to \mathbb{R}_+, \quad v \mapsto L(v) := \prod_{j=1}^{|v|} T_{v(j-1)}^v.
\]

Assumption (2) entails that \( L \) forms a supercritical BRW, thus with positive probability, for any \( n \in \mathbb{N} \) there exists a vertex \( v \in \mathcal{V}_n := \{u : |u| = n\} \) such that \( L(v) > 0 \). This event is called the survival set of the BRW. Thinking of \( T_j^v \) as a weight attached to the edge connecting vertex \( v \) with its child \( v_j \), we see that \( L(v) \) equals the total weight of the unique shortest path from the root \( \emptyset \) (with \( L(\emptyset) := 1 \)) to \( v \) obtained by multiplying the edge weights along this path. The natural filtration of the BRW, reflecting its genealogical structure, is defined by

\[
\mathcal{F}_n = \sigma \left( L(v), \ |v| \leq n \right), \quad n \in \mathbb{N}_0.
\]

There is a deep and meaningful relationship between the fixed points of the smoothing transform and the BRW just introduced. This will be further explained in Section 6.

A second fundamental assumption for the existence of nontrivial solutions to (1), though not necessary as shown in [15] and already mentioned, is the existence of a minimal positive \( \alpha \), called characteristic exponent of \( T \) in [3], such that (3) holds. Then these solutions can be expressed in terms of an associated martingale limit. Namely, by the branching property of the BRW, the process

\[
W_n := \sum_{|v|=n} L(v)^\alpha, \quad n \geq 0
\]

constitutes a nonnegative martingale. It was shown by Biggins [5] (see also [16]...
for a simpler proof of his result) that $W_n$ converges a.s. and in $L^1$ to a non-degenerate limit $W$ provided that, additionally,

\begin{equation}
\mathbb{E}\left(\sum_{j \geq 1} T_j^\alpha \log T_j\right) < 0
\end{equation}

and

\begin{equation}
\mathbb{E}(W_1 \log W_1) < \infty
\end{equation}

hold. Alsmeyer and Iksanov [4] further proved that these conditions are indeed necessary and sufficient whenever $\mathbb{E}(\sum_{j \geq 1} T_j^\alpha \log T_j)$ is well-defined. The law of $W$ forms the unique (up to scaling) solution to the SFPE (8).

**Remark 1.1.** Under more general conditions, for instance, when replacing (3) with (5), the a.s. limit of the martingale $(W_n)_{n \geq 0}$ may be 0, but yet a regularly varying sequence $(a_n)_{n \geq 0}$, called Heyde-Seneta norming, exists such that $a_n W_n$ converges a.s. to a non-degenerate solution of (8).

Condition (10) is obviously more restrictive than Condition (4), for it requires $\mathbb{E}(\sum_{j \geq 1} T_j^\alpha \log T_j)$ to be strictly negative. We call this situation the regular case, as opposed to the more difficult boundary case, where this expectation is zero and which will be discussed further below. Assuming (10) and (11) (naturally besides (2) and (3)) allows the construction of a natural solution to the SFPE. Moreover, we will see that under one more integrability condition, namely

\begin{equation}
\mathbb{E}\left(\sum_{j \geq 1} T_j^\alpha \log T_j\right) > -\infty,
\end{equation}

the set $\mathcal{S}(\mathcal{M})$, and thus all fixed points of Eqs. (6) and (7), can be determined quite easily. The structure of the fixed points depends on the lattice-type of $T$. As in [3], $T$ is called geometric with span $r$ or $r$-geometric if $r > 1$ is the maximal number such that

\begin{equation}
P\left(T_j \in \{r^n : n \in \mathbb{Z}\} \text{ for all } j \geq 1\right) = 1,
\end{equation}

and nongeometric if no such $r$ exists. A function $h : \mathbb{R}_+ \to \mathbb{R}_+$ is called multiplicatively $r$-periodic if $h(rt) = h(t)$ for all $t \geq 0$. Given $r > 1$, let $\mathcal{H}_r$ denote the set of all such functions such that $t \mapsto h(t)t^\alpha$ is nondecreasing for $\alpha$ satisfying (3). Let also $\mathcal{H}_1$ be the the set of positive constant functions on $\mathbb{R}_+$. In order to be able to describe $\mathcal{S}(\mathcal{L})$, we put $\mathcal{P}_1 = \mathcal{H}_1$ and denote by $\mathcal{P}_r$ for $r > 1$ the set of $h \in \mathcal{H}_r$ such that $t^\alpha h(t)$ has a completely monotone derivative. When $\alpha = 1$, the latter requirements force $h$ to be constant, thus $\mathcal{P}_r = \mathcal{P}_1$. These classes were first introduced in [11].
Theorem 1.2. Let $T$ satisfy (2), (3), (10), (11), (12) and $r \geq 1$ denote its span. Then the elements of $S(M)$ are the functions

$$f(t) = \mathbb{E}(\exp(-h(t)t^\alpha W)), \quad t \geq 0$$

with left continuous $h \in H_r$ and $W = \lim_{n \to \infty} W_n$ a.s. Moreover, $S(L)$ is nonempty only if $0 < \alpha \leq 1$ in which case it consists of all $f \in S(M)$ with $h \in P_r$.

This result was derived in [3] by first showing the slow variation of the function $(1 - \mathbb{E}e^{-tW})/t$ at $t = 0$ (Thm. 3.1) and then, given any $f \in S(M)$, the same property for $(1 - f(t))/t^\alpha h(t)$ for a suitable $h \in H_r$ (Thms. 3.2 and 3.3). Our method of proof does not need these intermediate results, but rather replaces them by a simpler boundedness argument.

Remark 1.3. If $\alpha = 1$, then Eq. (6) becomes Eq. (8), and the only fixed point, modulo positive multiplicative constants, is given by the limit $W$ of the Biggins martingale defined in (9). This fixed point is endogenous in the sense of Aldous and Bandyopadhyay [2] which means that $W$ can be constructed as a measurable function of the BRW or, equivalently, that it is $\mathcal{F}_\infty$-measurable, where $\mathcal{F}_\infty := \sigma(\mathcal{F}_n, n \geq 0)$. If $\alpha < 1$, there are no endogenous fixed points.

Remark 1.4. Although working here under conditions that ensure the convergence of the additive martingale, our method can be adapted to the case of Heyde-Seneta-type norming mentioned in Rem. 1.1. Then one has to replace the function $t^\alpha$ by a suitable regularly varying function of index $\alpha$ in the proof of Theorem 1.2.

Nontrivial solutions to Eq. (1) also exist in the boundary case when

$$\mathbb{E}\left(\sum_{j \geq 1} T_j^\alpha \log T_j\right) = 0, \quad (14)$$

holds in the place of (10). In this case, the martingale limit $W$ is a.s. zero. However, assuming (14), the process

$$Z_n = \sum_{|v| = n} L(v)^\alpha(-\log L(v)), \quad n \geq 0, \quad (15)$$

is also a martingale, known as the derivative martingale. Quite general, but nonoptimal conditions for the almost sure convergence of $Z_n$ to a nonnegative and nondegenerate limit were provided by Biggins and Kyprianou [6].
Later Aidékon [1] determined necessary conditions, that Chen [8] found sufficient. More precisely, if

\[ E \left( \sum_{j \geq 1} T_j^\alpha \log^2 T_j \right) \in (0, \infty), \]  
\[ EW_1 \log^2 W_1 + E\bar{X} \log \bar{X} < \infty, \]

where \( \bar{X} := \sum_{j \geq 1} T_j^\alpha \log^+ T_j \), then

\[ Z := \lim_{n \to \infty} Z_n \quad \text{a.s.} \]

exists and is almost surely positive on the survival set of the BRW.

Biggins and Kyprianou [7] and Alsmeyer et al. [3] proved analogs of Theorem 1.2 in the boundary case, where the limit \( Z \) of the derivative martingale replaces the limit \( W \) of the additive martingale. Their proofs required some exponential integrability condition, see (A) in [7] and (A4b) in [3]. Using the same techniques as in the proof of Theorem 1.2, we can extend their results without any additional assumption other than those ensuring the nondegeneracy of the derivative martingale. This can be seen as a major advantage of our approach.

**Theorem 1.5.** Let \( T \) satisfy (2), (3), (14) and (16). Then all assertions of Theorem 1.2 remain valid when replacing \( W \) with \( Z \) in the definition of the solutions \( f \).

**Remark 1.6.** The following example shows that one can easily provide sequences \((T_n)_{n \geq 1}\) to which Theorem 1.5 applies but which are not covered by the corresponding result in [3] because they fail to satisfy the condition (A4b) in that article. Define

\[ T_j = X(j/\log^3(j + 1))^{1/\alpha}, \quad j \geq 1, \]

and let \( X \) be any nonnegative random variable such that (3), (14) and (16) hold. Then we obviously have \( E(\sum T_j^\beta) = \infty \) for all \( \beta < \alpha \).

Although the proofs of Theorems 1.2 and 1.5 need different estimates, they follow the same three-step scheme that we now outline (in the regular case) and believe to work also in more general situations. Given any solution \( f \in \mathcal{S}(\mathcal{M}) \), it is easily checked that, for each \( t \geq 0, \)

\[ M_n(t) := \prod_{|v|=n} f(tL(v)), \quad n \geq 0 \]
constitutes a positive bounded product martingale whose limit
\[ M(t) := \lim_{n \to \infty} \prod_{|v|=n} f(tL(v)) \]
exists a.s. and in \( L^1 \). These martingales are called in [3] the disintegration of the fixed point \( f \).

**1. Tameness:** Using the convergence of the disintegration along a sequence of stopping lines (see Section 2), the first step is to show that any nondegenerate fixed point \( f \) must satisfy
\[ \limsup_{t \to 0} - \frac{\log f(t)}{t^\alpha} < \infty. \]

**2. Harmonic analysis:** This property enables us to derive that \(- \log M(t)\) is an integrable random variable with
\[ F(t) := \mathbb{E}(- \log M(t)) = \mathbb{E} \left( \sum_{|v|=1} F(tL(v)) \right) \leq Ct^\alpha \]
for all \( t > 0 \) and suitable \( C \in (0, \infty) \). The shown equality can be translated as follows: the function \( G(x) := e^{\alpha x} F(e^{-x}) \) defines a bounded harmonic function of a certain random walk associated with the BRW (see Section 2). By a Choquet-Deny-type lemma, we then deduce that \( G \) is constant on the subgroup generated by the walk.

**3. Identification of \( M(t) \):** It follows by the previous step that \( F \) is of the form \( F(t) = h(t)t^\alpha \) for some \( h \in \mathcal{H}_r \), \( r \) the span of \( T \). To find the value of \( M(t) \), we finally observe that
\[ \log M(t) = \lim_{n \to \infty} \mathbb{E} (\log M(t)|\mathcal{F}_n) \\
= - \lim_{n \to \infty} \sum_{|v|=n} F(tL(v)) = -h(t)t^\alpha W \]
and thus complete the proof of the main theorem as \( f(t) = \mathbb{E}e^{\log M(t)} \).

In the boundary case, this three-step method requires the identification of a harmonic function of at most linear growth for a killed random walk. This is done in Proposition 4.1, where we prove that there is only one such function modulo scalars, namely the renewal function of a random walk. This result, which may also be of independent interest, forms a generalization of a result by Spitzer [18, Thm. E3, p. 332] and shows that the Martin boundary of a
centered random walk with finite variance and conditioned to stay positive reduces to a single point.

We devote the next section to some classical BRW tools and then prove Theorem 1.2 in Section 3. Before turning to the more difficult proof of Theorem 1.5 in Section 5, we need to show in Section 4 a Choquet-Deny-type result asserting that any right-continuous and at most linearly growing harmonic function of a centered random walk killed upon entering $\mathbb{R}_+$ equals the Tanaka solution (see (34)) up to a constant, or a periodic function in the lattice case. Finally, in Section 6 we briefly describe a one-to-one connection between the solutions of (6) and certain fractal random measures on the boundary of the weighted tree related to the BRW.

2. Preliminary results for the classical branching random walk. This section collects some well-known tools in the study of BRW’s that will be needed later on, namely the many-to-one lemma and some facts about stopping lines.

The many-to-one lemma is a widely known result, which can be traced back at least to Peyrière [17] and Kahane and Peyrière [13]. It links additive moments of the BRW to random walk estimates. Consider a zero-delayed random walk $(S_n)_{n \geq 0}$ with increment distribution specified as

$$Eg(S_1) = E \left( \sum_{j \geq 1} T_j^\alpha g(-\log T_j) \right).$$

for nonnegative measurable $g$.

**Lemma 2.1 (Many-to-one lemma).** For all $n \geq 0$ and all nonnegative measurable functions $g$, we have

$$Eg(S_1, \ldots, S_n) = E \left( \sum_{|v| = n} L(v)^\alpha g(-\log L(v(j)), j \leq n) \right).$$

The result can be thought of as a first step towards the spinal decomposition due to Lyons [16] that describes the law of the BRW when size-biased by the martingale $(W_n)_{n \geq 0}$ as a BRW with a designated path, called spine, along which offspring particles have displacement law defined by (18).

As moments of functionals of the $tL(u)$ will often be considered hereafter, it is convenient to define $\mathbb{P}_t$ as the law of the above random walk $(S_n)_{n \geq 0}$ when its delay equals $S_0 = -\log t$. In other words, the random walk is
starting from $-\log t$ under $\mathbb{P}_t$, and its laws under $\mathbb{P}$ and $\mathbb{P}_1$ coincide. With this notation, Lemma 2.1 can be rewritten as

$$
\mathbb{E}\left( \sum_{|v|=n} L(v)^\alpha g(tL(v(j)), j \leq n) \right) = \mathbb{E}_t g(e^{-S_1}, \ldots, e^{-S_n}).
$$

We now recall some facts about stopping lines, in fact so-called very simple stopping lines, a name coined by Biggins and Kyprianou [6, p. 557]. A line is a set $\mathcal{L} \subset \mathcal{V}$ satisfying the two following assumptions:

$$
\forall u, v \in \mathcal{L} : u \preceq v \Rightarrow u = v,
\forall v \in \partial \mathcal{V} : v(n) \in \mathcal{L} \text{ for some } n \in \mathbb{N}.
$$

In other words, a line is a minimal set separating the root $\emptyset$ from the boundary $\partial \mathcal{V}$. In BRW’s, stopping lines take the role of stopping times for random walks. In particular, a very simple stopping line is a random line such that for all $v \in \mathcal{V}$,

$$
\{v \in \mathcal{L}\} \in \sigma(L(v(j)), j \leq |v|).
$$

In other words, whether or not a vertex $v$ belongs to the line depends only on the weights of the tree along the unique path from the root to $v$.

In this article, only the following first passage lines will be of interest. For all $a > 0$, we set

$$
\Upsilon_a := \{v \in \mathcal{V} : L(v(j)) \geq a \text{ for } j < |v| \text{ and } L(v) < a\}.
$$

Note that $\lim_{n \to \infty} \sup_{|v|=n} L(v) = 0$ a.s. under the assumptions of our two theorems. Therefore, $\Upsilon_a$ is a well-defined very simple stopping line for any $a > 0$ and consists of all particles entering the interval $[0, a]$ for the first time. Biggins and Kyprianou [6] proved that a theorem similar to the optional stopping theorem holds for the additive martingale of the BRW. We state and use here a simplified version of their result. Further defining

$$
\mathcal{G}_a := \sigma(L(v(j)), j \leq |v|, v \in \Upsilon_a),
$$

note that $(\mathcal{G}_{t-}, t \geq 0)$ forms a filtration for the BRW. The following result is a version of the many-to-one lemma along the stopping lines $\Upsilon_a$ and can also be found for example in [14]. We give a proof here for sake of completeness.
Lemma 2.2. For all \( a \in (0, 1) \) and all measurable nonnegative functions \( g \), we have
\[
\mathbb{E} \left( \sum_{v \in \mathcal{Y}_a} L(v)^{\alpha} g(L(v)), j \leq |v| \right) = \mathbb{E} g(e^{-S_j}, j \leq \sigma(-\log a)),
\]
where \( \sigma(b) := \inf \{ n \geq 0 : S_n > b \} \) and \( (S_n)_{n \geq 0} \) equals the random walk with increment law defined by (18).

Proof. The result is obtained by a decomposing the cutting line generation-wise and the applying the many-to-one lemma, viz.
\[
\mathbb{E} \left( \sum_{v \in \mathcal{Y}_a} L(v)^{\alpha} g(L(v)), j \leq |v| \right) = \sum_{n \geq 0} \mathbb{E} \left( \sum_{|v| = n} 1_{\{v \in \mathcal{Y}_a\}} L(v)^{\alpha} g(L(v)), j \leq n \right) = \sum_{n \geq 0} \mathbb{E} g(e^{-S_1}, \ldots, e^{-S_n}) 1_{\{\sigma(-\log a) = n\}} = \mathbb{E} g(e^{-S_j}, j \leq \sigma(-\log a)).
\]
This completes the proof. \( \square \)

3. The regular case: proof of Theorem 1.2. Given any solution \( f \in S(M) \), recall that, for each \( t \geq 0 \), the disintegration
\[
M_n(t) := \prod_{|v| = n} f(tL(v)), \quad n \geq 0
\]
constitutes a positive bounded product martingale whose limit \( M(t) \) exists a.s. and in \( L^1 \). We start by proving the tameness of any solution \( f \in S(M) \).

Lemma 3.1. Under the assumptions of Theorem 1.2, any \( f \in S(M) \) satisfies
\[
\sup_{0 < t \leq 1} \frac{-\log f(t)}{t^{\alpha}} \leq C
\]
for some \( 0 < C < \infty \).
Proof. Assuming \( \limsup_{t \to 0} \frac{-\log f(t)}{t^\alpha} = \infty \), we will derive that for all \( t > 0 \) we have \( f(t) \leq \mathbb{P}(W = 0) \). Since \( \mathbb{P}(W = 0) < 1 \), this contradicts the property \( f(0+) = 1 \).

By the stated assumption, there exists a decreasing null sequence \((t_n)_{n \geq 1}\) such that
\[
-\frac{\log f(t_n)}{t_n^\alpha} \geq n^2 \quad \text{for all } n \geq 1.
\]

Setting \( c_n := n^{1/\alpha} \) and observing that \( t \mapsto -\log f(t) \) and \( t \mapsto t^\alpha \) are both nonnegative and nondecreasing functions, we find that
\[
-\frac{\log f(s)}{s^\alpha} \geq \frac{-\log f(t_n)}{(c_n t_n)^\alpha} \geq n \quad \text{for all } s \in [t_n, c_n t_n].
\]

Therefore, we can define decreasing null sequences \((\vartheta_n)_{n \geq 1}\) and \((\rho_n)_{n \geq 1}\) such that
\[
(25) \quad -\frac{\log f(s)}{s^\alpha} \geq n \quad \text{for all } s \in [\rho_n \vartheta_n, \vartheta_n].
\]

We will now bound the conditional mean of \( M(t) \) given \( \mathcal{G}_{\vartheta_n/t} \), where \((\mathcal{G}_{\vartheta_n/t})_{n \geq 1}\) is the first passage filtration defined in (23). By dominated convergence,
\[
\mathbb{E}(M(t) | \mathcal{G}_{\vartheta_n/t}) = \lim_{m \to \infty} \mathbb{E}(M_m(t) | \mathcal{G}_{\vartheta_n/t}),
\]
and the branching property of the BRW implies
\[
\mathbb{E}(M_m(t) | \mathcal{G}_{\vartheta_n/t}) = \exp \left( \sum_{v \in \Upsilon_{\vartheta_n/t}} \log f(t L(v)) + \sum_{|v|=m \atop t L(v) \geq \vartheta_n} f(t L(v)) \right),
\]
where \( L(v) := \min_{0 \leq k \leq |v|} L(v(k)) \). Hence, using \( \sup_{v \in \Upsilon_{\vartheta_n/t}} |v| < \infty \) a.s., we infer upon letting \( m \to \infty \)
\[
\mathbb{E}(M(t) | \mathcal{G}_{\vartheta_n/t}) = \exp \left( \sum_{v \in \Upsilon_{\vartheta_n/t}} \log f(t L(v)) \right)
\]
\[
(26) \quad \leq \exp \left( -n \sum_{v \in \Upsilon_{\vartheta_n/t}} (t L(v))^\alpha \mathbf{1}_{\{t L(v) \geq \rho_n \vartheta_n\}} \right),
\]
where we have bounded \(-\log f(t L(v))\) by 0 if \( t L(v) \not\in [\rho_n \vartheta_n, \vartheta_n] \), and with the help of (25) otherwise.
On the other hand, by another use of the branching property of the BRW, we obtain, for all \(a > 0\) and \(m \in \mathbb{N}\),

\[
\mathbb{E}(W_m|\mathcal{G}_a) = \sum_{v \in \mathcal{Y}_a, |v| \leq m} L(v)^{\alpha} + \sum_{|v| = m, L_+(u) > a} L(v)^{\alpha} \quad \text{a.s.}
\]

and thus \(\mathbb{E}(W|\mathcal{G}_a) = \sum_{v \in \mathcal{Y}_a} L(v)^{\alpha}\) a.s. as \(m \to \infty\). Now let \(a \to 0\) and use \(\mathcal{F}_\infty = \bigvee_{a > 0} \mathcal{G}_a\) to infer

\[
(27) \quad \lim_{a \to 0} \sum_{v \in \mathcal{Y}_a} L(v)^{\alpha} = W \quad \text{a.s.}
\]

Next, Lemma 2.2 provides us with

\[
\mathbb{E}\left( \sum_{v \in \mathcal{Y}_{\sigma/(\log a)}} (tL(v))^{\alpha} 1_{\{tL(v) < \rho_n \sigma_n\}} \right) = t^{\alpha} \mathbb{P}\left( S_{\sigma(-\log(\rho_n\sigma_n/t))} > -\log \left( \frac{\rho_n \sigma_n}{t} \right) \right),
\]

where \(\sigma(a) = \inf\{n \leq 0 : S_n > a\}\) should be recalled. Use (10) and (12) to infer

\[
\mathbb{E}S_1 = -\mathbb{E}\left( \sum_{j \geq 1} T_j^{\alpha} \log T_j \right) \in (0, \infty).
\]

As a consequence, the family \(\{S_{\sigma(-\log s) + \log s : 0 < s \leq 1}\}\) of overshoots of the random walk is tight (see e.g. Gut [12, Thm. 3.10.3]) which in turn implies

\[
\lim_{n \to \infty} \sum_{v \in \mathcal{Y}_{\sigma/(\log a)}} (tL(v))^{\alpha} 1_{\{tL(v) < \rho_n \sigma_n\}} = 0 \quad \text{in probability.}
\]

as \(\rho_n \to 0\). In combination with (27), this further entails that

\[
\lim_{n \to \infty} \sum_{v \in \mathcal{Y}_{\sigma/(\log a)}} (tL(v))^{\alpha} 1_{\{tL(v) \geq \rho_n \sigma_n\}} = W \quad \text{in probability},
\]

and by combining the last conclusion with (26), we obtain

\[
\liminf_{n \to \infty} \mathbb{E}(M(t)|\mathcal{G}_{\sigma_n/t}) \leq 1_{\{W = 0\}} \quad \text{a.s.}
\]

Finally using that \((\mathbb{E}(M(t)|\mathcal{G}_{\sigma_n/t}))_{n \geq 0}\) forms a bounded martingale, we infer \(M(t) \leq 1_{\{W = 0\}}\) a.s. for all \(t > 0\) and thereupon the announced contradiction

\[
f(t) = \mathbb{E}M(t) \leq \mathbb{P}(W = 0) \quad \text{for all } t > 0.
\]
Remark 3.2. In the above proof, Assumption (12) is only needed for the conclusion that
\[
\sum_{v \in \Omega_n/t} (tL(v))^\alpha 1_{\{tL(v) \geq \rho_n \theta_n\}}
\]
converges to a positive random variable with positive probability. We suspect that it can be replaced with a weaker assumption while keeping the assertions of Theorem 1.2.

With the help of Lemma 3.1, we can now identify the function defined by
\begin{equation}
F(t) := \mathbb{E}(-\log M(t))
\end{equation}
for a given \( f \in S(M) \). Doing so, we make use of the subsequent Choquet-Deny lemma, for convenience reformulated here in our setting, which identifies all bounded harmonic functions of the random walk.

Lemma 3.3. Let \( G : \mathbb{R} \to \mathbb{R} \) be a right-continuous bounded function satisfying
\begin{equation}
G(x) = \mathbb{E}G(x + S_1)
\end{equation}
for all \( x \in \mathbb{R} \). Then \( G \) is d-periodic if \((S_n)_{n \geq 0}\) is d-arithmetic, and it is constant everywhere if \((S_n)_{n \geq 0}\) is nonarithmetic.

Proof. Note that, possibly upon adding a constant, we can assume \( G \) to be nonnegative. We denote by \( \nu \) the law of \( S_1 \), and we let \( \lambda \) denote the measure with density \( G \) with respect to Lebesgue measure. Then (29) can be rewritten as
\[
\lambda = \lambda * \nu.
\]
The Choquet-Deny lemma [9] entails that, for each \( a \) in the support of \( \nu \), the measure \( \lambda \) is \( a \)-periodic. In particular, \( G(x + a) = G(x) \) for Lebesgue almost all \( x \in \mathbb{R} \). Thus using the right-continuity of \( G \), this equation in fact holds for all \( x \in \mathbb{R} \) and \( a \) in the support of \( \nu \). The set of periods of a right-continuous function being a closed group, we deduce that \( G \) is \( d \)-periodic if \((S_n)_{n \geq 0}\) is \( d \)-arithmetic for some \( d > 0 \), and that \( G \) is constant otherwise.

We now turn to the identification of the function \( F \).
Lemma 3.4. Given the assumptions of Theorem 1.2, let \( f \in S(M) \) with disintegration \((M_n(t))_{n \geq 0}\). Then there exists a function \( h \in \mathcal{H}_r \), \( r \) the span of \( T \), such that
\[
F(t) = h(t)t^\alpha
\]
for all \( t \geq 0 \).

Proof. Since \( M(t) = \lim_{n \to \infty} M_n(t) \) a.s., we see that
\[
\lim_{n \to \infty} \sum_{|v| = n} -\log f(tL(v)) = -\log M(t) \quad \text{a.s.}
\]
Moreover, by Lemma 3.1, there exists \( C > 0 \) such that
\[
\sum_{|v| = n} -\log f(tL(u)) \leq Ct^\alpha W_n.
\]
for all \( n \) so large that \( \sup_{|v| = n} L(v) \leq 1 \). Hence, \( 0 \leq -\log M(t) \leq Ct^\alpha W \) follows upon letting \( n \to \infty \). Since \( EW = 1 \) under the assumptions of Theorem 1.2, we infer
\[
0 \leq F(t) \leq Ct^\alpha,
\]
where \( F \) is the function defined in (28) (for the given \( f \)). One can readily check that \( F \) is nondecreasing and left continuous.

Put \( G(x) := e^{-\alpha x}F(e^{-x}) \) and use the branching property of the BRW to obtain, for any \( m \in \mathbb{N} \),
\[
M(t) = \prod_{|u| = m} M^{(u)}(tL(u)),
\]
where \( M^{(u)}(s) = \lim_{n \to \infty} \prod_{|v| = n} f(s\frac{L(u)}{L(v)}) \) are i.i.d. copies of \( M \) and independent of \( F_m \) for \( u \in \mathbb{V}_m \). Equality in law is already enough to infer that
\[
G(x) = e^{-\alpha x} \mathbb{E} \log M(e^{-x}) = e^{-\alpha x} \mathbb{E} \left( \log \prod_{|v| = 1} M^{(v)}(e^{-x}L(v)) \right)
\]
\[
= \mathbb{E} \left( \sum_{|v| = 1} L(u)^\alpha G(x - \log L(v)) \right) = \mathbb{E} G(x + S_1),
\]
by the many-to-one lemma. Therefore, by (31), \( G \) is a bounded, nonnegative and right continuous harmonic function of the random walk \((S_n)_{n \geq 0}\), and the latter is log \( r \)-arithmetic. It follows by Lemma 3.3, that \( G \) is log \( r \)-periodic, thus \( G(x + \log r) = G(x) \) for all \( x \in \mathbb{R} \). Equivalently, (30) holds with \( h \in \mathcal{H}_r \) given by \( h(t) := G(\log t) \) for \( t > 0 \). \( \square \)
Remark 3.5. The previous proof has also shown that, if (10) and (11) fail and thus $W_n \to 0$ a.s., any solution $f \in S(M)$ satisfying (24) must be trivial, i.e. $f(t) = 1$ for all $t \geq 0$. In particular, no nontrivial solution $f$ can satisfy (24) in the boundary case.

We are now ready to provide the proof of Theorem 1.2.

Proof of Theorem 1.2. Given any $f \in S(M)$, we denote by $M(t)$ its disintegration and put $F(t) = E(-\log M(t))$. It follows from (32) that
\[
E(-\log M(t)|F_n) = \sum_{|v|=n} F(tL(v)) \quad \text{a.s.}
\]
for all $n \in \mathbb{N}$. By letting $n \to \infty$ and an appeal to Lemma 3.4, we obtain
\[
-\log M(t) = \lim_{n \to \infty} \sum_{|v|=n} F(tL(v)) = h(t)t^\alpha \lim_{n \to \infty} W_n = h(t)t^\alpha W \quad \text{a.s.}
\]
for some $h \in \mathcal{H}_r$, $r$ the span of $T$, and then $f(t) = E M(t) = E e^{-h(t)t^\alpha W}$. If $f \in S(L)$, we even infer $h \in \mathcal{P}_r$ because $f$ is a Laplace transform. □

4. Harmonic functions of random walks on the positive halfline.
We now turn to the proof of Theorem 1.5 and thus work under assumptions (14) and (16). In this case, instead of using the Choquet-Deny lemma, we need to identify harmonic functions of a centered random walk with finite variance, killed upon entering the nonpositive halfline. This is the content of the present section.

We recall that $(S_n)_{n \geq 0}$ is the random walk associated with the BRW by the many-to-one lemma. Since $E S_1 = 0$ by (14) and $0 < E S_2^2 < \infty$ by (16), $(S_n)_{n \geq 0}$ is a centered random walk with finite variance. A harmonic function $G$ of the walk, killed at the first time it leaves the positive halfline $\mathbb{R}_+$, is a function such that $G(x) = 0$ for $x \leq 0$ and
\[
G(x) = E G(x + S_1)1_{\{x + S_1 > 0\}} = E_x G(S_1)1_{\{S_1 > 0\}}.
\]
for all $x > 0$.

Let us define
\[
\tau(a) := \inf\{n \geq 0 : S_n \leq a\}, \quad \tau := \tau(0),
\]
and recall that
\[
\sigma(a) := \inf\{n \geq 0 : S_n > a\}, \quad \sigma := \sigma(0),
\]
for \( a \in \mathbb{R} \). Further, put \( R_a := S_{\sigma(a)} - a \), and let \((\tau_n)_{n \geq 1}\) and \((\sigma_n)_{n \geq 1}\) denote the sequences of weakly descending and strictly ascending ladder epochs, respectively. Note that \( P_x(\tau(a) \in \cdot) = P_0(\tau(a-x) \in \cdot) \) for \( a \leq 0 \) and \( x \geq 0 \) and recall that \( P = P_0 \).

Even without assuming finite variance, Tanaka [19] obtained a solution of (33) defined by

\[
\hat{H}(x) := \mathbb{E}_x \left( \sum_{k=0}^{\sigma-1} 1_{(0,x]}(S_k) \right), \quad x > 0.
\]

By the duality lemma, it also equals the renewal function of the weakly descending ladder heights \( S^*_n = S_{\tau_n}, \ n \geq 1 \), of the given walk (up to a reflection), viz.

\[
\hat{H}(x) = \sum_{n \geq 0} \mathbb{P}(S^*_n > -x) = \sum_{n \geq 0} \mathbb{P}(\tau^*(-x) > n) = \mathbb{E}\tau^*(-x)
\]

for \( x > 0 \), where \( \tau^*(a) := \inf\{n \geq 0 : S^*_n \leq a\} \). Now, if \( \mathbb{E}|S^*_1| < \infty \), a sufficient condition being \( \mathbb{E}S^2_1 < \infty \), then Wald’s identity further ensures

\[
\hat{H}(x) = \frac{\mathbb{E}S^*_\tau(-x)}{\mathbb{E}S^*_1}, \quad x < 0,
\]

and by finally observing \( S^*_\tau^*(-x) = S_{\tau(-x)} \), we arrive at

\[
\hat{H}(x) = \frac{\mathbb{E}S^*_\tau(-x)}{\mathbb{E}S^*_1} = \frac{\mathbb{E}_x S_\tau - x}{\mathbb{E}S^*_1}.
\]

In other words, if \( 0 < \mathbb{E}S^2_1 < \infty \), then \( \hat{H}(x) \) and \( H(x) := x - \mathbb{E}_x S_\tau \) differ only by a multiplicative positive constant.

An interesting aspect of this last observation is that, unlike \( \hat{H} \), the function \( H \) is very easily shown to be harmonic. Namely, as \( \mathbb{P}(\tau(-x) \geq 1) = 1 \) for \( x > 0 \) and \( \mathbb{E}S_1 = 0 \), we infer by a standard renewal argument

\[
H(x) = -\mathbb{E}S_{\tau(-x)} = \int_{\mathbb{R}_+} -\mathbb{E}S_{\tau(-y)} \mathbb{P}_x(S_1 \in dy) = \mathbb{E}_x H(S_1)
\]

for all \( x > 0 \) as required.

A well-known result from renewal theory asserts that

\[
\frac{\mathbb{E}|S^*_{\tau(-y)} + y|}{y} \xrightarrow{y \to \infty} 0
\]
if $E S_1^* < \infty$, see e.g. [12, Thm. 3.10.2], giving

$$ x \leq H(x) \leq x(1 + o(1)) \quad \text{as } x \to \infty. $$

Moreover, we point out that, by definition, $H$ is right-continuous with left limits at each point.

Our main result of this section is the following Choquet-Deny-type lemma. It states that any right-continuous function of at most linear growth and satisfying (33) equals $H$ up to multiplication by a constant, or $d$-periodic function if the walk is $d$-arithmetic.

**Proposition 4.1.** Given a nontrivial, centered random walk with lattice-span $d \geq 0$ and $E S_1^2 < \infty$, let $G : \mathbb{R} \to \mathbb{R}$ be a right-continuous function satisfying (33) and $\sup_{x \leq 0} |G(x)/(1+|x|)| < \infty$. Then there exists a function $\kappa$, $d$-periodic if $d > 0$ and constant if $d = 0$, such that

$$ G(x) = \kappa(x) H(x) \quad \text{for all } x \in \mathbb{R}. $$

For centered random walks on the integer lattice $\mathbb{Z}$, where (33) must only hold for $x \in \mathbb{Z}$, it was already shown by Spitzer [18, Thm. E3, p. 332] that there is only one positive solution to (33) up to positive multiples (even without additional moment assumptions). More recent work by Doney [10, Thm. 1] also considers the case when the $\mathbb{Z}$-valued random walk has nonzero drift.

Before proving our result, we provide some useful estimates and begin with an extension of the harmonic property of $G$ at random times.

**Lemma 4.2.** Under the assumptions of Proposition 4.1,

$$ G(x) = \mathbb{E}_x G(S_{\sigma(y)} 1_{\{\sigma(y) \land n \}}) $$

holds for all for all $0 < x < y$.

**Proof.** By (33), $(G(S_{\tau \land n}))_{n \geq 0}$ is a martingale. Hence, the optional sampling theorem implies

$$ G(x) = \mathbb{E}_x G(S_{\sigma(y) \land \tau \land n}) = \mathbb{E}_x G(S_{\sigma(y)} 1_{\{\sigma(y) < \tau \land n\}}) + \mathbb{E}_x G(S_n) 1_{\{n < \sigma(y) \land \tau\}} $$

for all $0 < x < y$ and $n \in \mathbb{N}$. As $n \to \infty$, we have

$$ \mathbb{E}_x G(S_{\sigma(y)} 1_{\{\sigma(y) < \tau \land n\}}) \to \mathbb{E}_x G(S_{\sigma(y)} 1_{\{\sigma(y) < \tau\}}) $$
by the monotone convergence theorem, and
\[ E_x G(S_n) 1_{n < \sigma(y) \wedge \tau} \leq C(y + 1) \mathbb{P}_x (n < \sigma(y) \wedge \tau) \to 0. \]

This completes the proof. \( \square \)

Next are some asymptotic estimates involving the level a overshoot \( R_a = S_{\sigma(a)} - a \) of the random walk killed upon entering the positive halfline. As a by-product, another formula for \( H \) is obtained.

**Lemma 4.3.** Let \( (S_n)_{n \geq 0} \) be a centered random walk with \( 0 < \mathbb{E} S_1^2 < \infty \). Then for all \( x > 0 \), we have
\[
\lim_{b \to \infty} \limsup_{a \to \infty} E_x S_{\sigma(a)} 1_{\{\sigma(a) < \tau, R_a > b\}} = 0 \tag{37}
\]
and
\[
\lim_{a \to \infty} E_x R_a 1_{\{\sigma(a) < \tau\}} = 0. \tag{38}
\]

**Proof.** Step 1 We first show that
\[
\lim_{a \to \infty} E_x H(S_{\sigma(a)}) 1_{\{\sigma(a) < \tau < \infty, S_{\sigma(a)} > (1 + \epsilon) a\}} = 0 \tag{39}
\]
for all \( \epsilon > 0 \) and \( x \geq 0 \). As \( H \) grows like the identity, we may replace \( H(S_{\sigma(a)}) \) with \( S_{\sigma(a)} \). It is further no loss of generality to choose \( x = 0 \). We then have
\[
E_x S_{\sigma(a)} 1_{\{\sigma(a) < \tau, S_{\sigma(a)} > (1 + \epsilon) a\}} = \int_{(1 + \epsilon) a}^{\infty} \mathbb{P}(\sigma(a) < \tau, S_{\sigma(a)} > y) \, dy
\]
\[
= \int_{(1 + \epsilon) a}^{\infty} \int_0^a \mathbb{P}(S_1 > y - x) \, \mathbb{U}_a(dx) \, dy
\]
\[
\leq \int_{(1 + \epsilon) a}^{\infty} \mathbb{P}(S_1 > y - a) \, \mathbb{U}_a([0, a]) \, dy
\tag{40}
\]
where
\[
\mathbb{U}_a(dx) = \sum_{n \geq 0} \mathbb{P}(S_n \in dx, 0 < S_k \leq a \text{ for } k = 0, \ldots, n)
\]
\[
= \sum_{n \geq 0} \mathbb{P}(S_n \in dx, 0 < S_n - S_{n-k} \leq a \text{ for } k = 0, \ldots, n)
\]
\[
= \sum_{n \geq 0} \sum_{k \geq 0} \mathbb{P}(\sigma_k = n, S_{\sigma_k} \in dx, S_{\sigma_k} \leq a + \min_{0 \leq j \leq \sigma_k} S_j)
\]
\[
= \sum_{k \geq 0} \mathbb{P} \left( S_{\sigma_k} \in dx, S_{\sigma_k} \leq a + \min_{0 \leq j \leq \sigma_k} S_j \right)
\]
\[
\leq \sum_{k \geq 0} \mathbb{P} \left( S_{\sigma_k} \in dx \cap (0, a] \right).
\]

Since \( \mathbb{E} S_1^2 < \infty \) ensures \( \mathbb{E} S_{\sigma_1} < \infty \), we infer that
\[
\mathbb{U}_a([0, a]) \leq \sum_k \mathbb{P}(S_{\sigma_k} \leq a) \leq C a
\]
for some \( C > 0 \) and all \( a \geq 1 \). Returning to (40), we now obtain
\[
\mathbb{E} S_{\sigma(a)} 1_{\{\sigma(a) < \tau, S_{\sigma(a)} > (1+\varepsilon) a\}} \leq C a \int_{(1+\varepsilon) a}^\infty \mathbb{P}(S_1 > y - a) \, dy
\]
\[
\leq C \varepsilon \int_{\varepsilon \alpha}^\infty y \mathbb{P}(S_1 > y) \, dy
\]
and the last expression goes to 0 as \( a \to \infty \) under the proviso \( \mathbb{E} S_1^2 < \infty \).

**Step 2.** Next, we show that
\[
\lim_{b \to \infty} \limsup_{a \to \infty} \mathbb{E}_x H(S_{\sigma(a)}) 1_{\{\sigma(a) < \tau, R_a > b\}} = 0
\]
for all \( x \geq 0 \), thus proving (37). Using the strong Markov property at time \( \sigma(a/3) \), we have
\[
\mathbb{E}_x H(S_{\sigma(a)}) 1_{\{\sigma(a) < \tau < \infty, R_a > b\}} = \mathbb{E}_x H(S_{\sigma(a/3)}) \Psi(S_{\sigma(a/3)}) 1_{\{\sigma(a/3) < \tau < \infty\}},
\]
where
\[
\Psi(x) := \mathbb{E}_x \left( \frac{H(S_{\sigma(a)})}{H(x)} 1_{\{\sigma(a) < \tau < \infty, b < R_a \leq a\}} \right)
\]
for \( x > 0 \). Observe that
\[
\Psi(x) \leq \mathbb{E}_x \left( \frac{H(S_{\sigma(a)})}{H(x)} 1_{\{\sigma(a) < \tau < \infty\}} \right) = \mathbb{P}_x^\uparrow(\sigma(a) < \infty) = 1,
\]
where \( \mathbb{P}_x^\uparrow \) denotes the harmonic transform with respect to \( H \). Using this, we further obtain
\[
\mathbb{E}_x H(S_{\sigma(a/3)}) \Psi(S_{\sigma(a/3)}) 1_{\{\sigma(a/3) < \tau < \infty\}} \leq \mathbb{E}_x H(S_{\sigma(a/3)}) 1_{\{S_{\sigma(a/3)} > 2a/3\}}
\]
\[
+ \mathbb{E}_x H(S_{\sigma(a/3)}) 1_{\{\sigma(a/3) < \tau < \infty, S_{\sigma(a/3)} \leq 2a/3\}} \sup_{y \leq 2a/3} \Psi(y).
\]
The first of the two terms on the right-hand side of this inequality converges to 0 as $a \to \infty$ by Step 1. As for the second one, we use that $H$ is harmonic and of linear growth together with Lemma 4.2 (which also holds for $H$ in the place of $G$) to bound it by

$$
\mathbb{E}_x H(S_{\sigma(a/3)}) 1_{\{\sigma(a/3)<\tau<\infty\}} \sup_{a/3 \leq y \leq 2a/3} \Psi(y) = H(x) \sup_{a/3 \leq y \leq 2a/3} \Psi(y).
$$

Furthermore,

$$
\sup_{a/3 \leq y \leq 2a/3} \Psi(y) \leq \frac{H(2a)}{H(a/3)} \sup_{a/3 \leq y \leq 2a/3} \mathbb{P}_y(\sigma(a) < \tau < \infty, b < R_a \leq a) \leq \frac{H(2a)}{H(a/3)} \sup_{0 \leq y \leq a} \mathbb{P}(R_{a-y} > b)
$$

$$
= (6 + o(1)) \sup_{y \geq 0} \mathbb{P}(R_y > b) \quad \text{as} \quad a \to \infty.
$$

Consequently, recalling that $\mathbb{E}S_1^2 < \infty$ implies the tightness of the overshoots $R_a$ for $a \geq 0$, the second term on the right-hand side of (41) converges to 0 as well when first letting $a$ and then $b$ tend to infinity.

**Step 3.** In order to finally prove the last assertion of the lemma, we first note that, by another appeal to (39), it suffices to show

$$
\lim_{a \to \infty} \mathbb{E}_x R_a 1_{\{\sigma(a) < \tau < \infty, R_a \leq a\}} = 0
$$

for all $x > 0$. Fix an arbitrary $\varepsilon > 0$. By Step 2 and (36), we can pick $b > 0$ so large that

$$
\limsup_{a \to \infty} \mathbb{E}_x H(S_{\sigma(a)}) 1_{\{\sigma(a) < \tau < \infty, b < R_a \leq a\}} < \frac{\varepsilon}{2}
$$

and thus also $a_0 > 0$ such that

$$
\mathbb{E}_x H(S_{\sigma(a)}) 1_{\{\sigma(a) < \tau < \infty, R_a > b\}} < \varepsilon
$$

for all $a \geq a_0$. Consequently, as $a \to \infty$,

$$
\mathbb{E}_x R_a 1_{\{\sigma(a) < \tau < \infty, R_a \leq a\}} \simeq \mathbb{E}_x H(R_a) 1_{\{\sigma(a) < \tau < \infty, R_a \leq a\}}
$$

$$
\leq b \mathbb{P}_x(\sigma(a) < \tau < \infty) + \mathbb{E}_x H(S_{\sigma(a)}) 1_{\{\sigma(a) < \tau < \infty, R_a > b\}}
$$

$$
\leq o(1) + \varepsilon
$$

which completes the proof. \qed
This result particularly implies the following identity for $H$ that will be useful below in the proof of Proposition 4.1.

**Corollary 4.4.** For all $x > 0$, we have

$$H(x) = \lim_{y \to \infty} y \mathbb{P}_x(\sigma(y) < \tau).$$

**Proof.** By Lemma 4.2, for all $y > x > 0$, we have

$$H(x) = \mathbb{E}_x H(S_{\sigma(y)}) \mathbf{1}_{\{\sigma(y) \leq \tau\}}.$$

Using (36), for all $\varepsilon > 0$ and all $y$ large enough, we deduce

$$(1 - \varepsilon) \left( y \mathbb{P}_x(\sigma(y) < \tau) + \mathbb{E}_x R_y \mathbf{1}_{\{\sigma(y) < \tau\}} \right) \leq H(x) \leq y \mathbb{P}_x(\sigma(y) < \tau) + \mathbb{E}_x R_y \mathbf{1}_{\{\sigma(y) < \tau\}}.$$

Now use Lemma 4.3 upon letting $y \to \infty$ and then $\varepsilon \to 0$ to arrive at the assertion.

We are now ready to give the proof of the main result of this section.

**Proof of Proposition 4.1.** Our proof follows along the same lines as the original one by Choquet and Deny [9]. Note first that, for all $A > 0$, the function $G + AH$ satisfies the same assumptions as $G$ and is nonnegative on $[1, \infty)$ for large enough $A$. Therefore, we may assume without loss of generality that $G$ is bounded from below.

We consider the following regularization of the function $G$. For $\delta > 0$ and $x \in \mathbb{R}$, put

$$G^\delta(x) := \frac{1}{\delta} \int_{x}^{x+\delta} G(z)dz.$$

The function $G^\delta$ is differentiable, and by assumption its derivative satisfies

$$|(G^\delta)'(x)| = |G(x + \delta) - G(x)| \leq 2C(1 + x_+ + \delta).$$

for some $C > 0$. As a consequence, $x \mapsto G^\delta(x)/(1 + x_+)$ is uniformly continuous and bounded. Hence, by the Arzela-Ascoli theorem, there exist $0 < y_n \uparrow \infty$ such that $x \mapsto G^\delta(x + y_n)/(1 + (x + y_n)_+)$ converges, uniformly on compact sets, to a bounded and continuous limit denoted as $\kappa^\delta$. The $y_n$ may further be chosen from $d\mathbb{N}$ if the random walk is $d$-arithmetic. The next argument shows this function to be harmonic for the random walk (without killing).
Indeed, as \( G(x) = 0 \) for \( x \leq 0 \), we infer from (33) that
\[
G(x) = \mathbb{E}G(x + S_1)1_{\{x + S_1 > 0\}} = \mathbb{E}G(x + S_1)
\]
and thereupon, by Fubini’s theorem,
\[
G^\delta(x) = \mathbb{E}G^\delta(x + S_1) \quad \text{for all } x > 0.
\]
As a consequence,
\[
\kappa^\delta(x) = \lim_{n \to \infty} G^\delta(x + y_n) = \lim_{n \to \infty} \frac{G^\delta(x + y_n)}{y_n}
\]
(42)
\[
= \lim_{n \to \infty} \mathbb{E}G^\delta(x + y_n + S_1) = \mathbb{E}\left( \lim_{n \to \infty} \frac{G^\delta(x + y_n + S_1)}{y_n} \right)
\]
\[
= \mathbb{E}\kappa^\delta(x + S_1),
\]
for all \( x \in \mathbb{R} \), having used (42), then the domination assumption on \( G \), and finally the dominated convergence theorem. This proves that \( \kappa^\delta \) is indeed harmonic for the random walk \((S_n)_{n \geq 0}\) and thus, by Lemma 3.3, either a \( d \)-periodic continuous function or a constant.

As the next step, we show that
\[
G^\delta(x) = \kappa^\delta(x)H^\delta(x) + \mathbb{E}_x G^\delta(S_\tau).
\]
for all \( x > 0 \). First, writing (42) as
\[
G^\delta(x) = \mathbb{E}_x G^\delta(x + S_1 \wedge \tau) \quad \text{for all } x > 0,
\]
it follows that \( (G^\delta(x + S_n \wedge \tau))_{n \geq 0} \) forms a martingale and then as in the proof of Lemma 4.2 that
\[
G^\delta(x) = \mathbb{E}_x G^\delta(S_{\sigma(y) \wedge \tau}) = \mathbb{E}_x G^\delta(S_{\sigma(y)})1_{\{\sigma(y) < \tau\}} + \mathbb{E}_x G^\delta(S_\tau)1_{\{\tau < \sigma(y)\}}
\]
for all \( 0 < x < y \). Observe that \( \mathbb{E}_x G^\delta(S_\tau)1_{\{\tau < \sigma(y)\}} = \mathbb{E}_x G^\delta(S_\tau) \) as \( y \to \infty \).

Compactly uniform convergence of \( G^\delta(x + y_n)/y_n \) to \( \kappa^\delta \) will now be utilized to compute \( \lim_{n \to \infty} \mathbb{E}_x G^\delta(S_{\sigma(y_n)})1_{\{\sigma(y_n) < \tau\}} \) by bounding it from above and from below separately. Let \( \varepsilon, K > 0 \) and choose \( n \) large enough such that
\[
\sup_{x \in [0,K]} |G^\delta(x + y_n)/y_n - \kappa^\delta(x)| \leq \varepsilon.
\]
Then
\[
\mathbb{E}_x G^\delta(S_{\sigma(y_n)})1_{\{\sigma(y_n) < \tau\}} \geq \mathbb{E}_x G^\delta(S_{\sigma(y_n)})1_{\{\sigma(y_n) < \tau, R_{y_n} \leq K\}} \geq (\kappa^\delta(x) - \varepsilon)y_n \mathbb{P}_x(\sigma(y_n) < \tau, R_{y_n} \leq K),
\]
using that \( \kappa^\delta(S_{\sigma(y_n)} - y_n) = \kappa^\delta(x) \ P_x\text{-a.s.} \) by the periodicity or constancy of \( \kappa^\delta \) (recall here that the \( y_n \) are all chosen from \( d\mathbb{N} \) if the random walk has lattice-span \( d > 0 \)). By letting \( n \to \infty \) and use of Corollary 4.4, this yields

\[
\liminf_{n \to \infty} \mathbb{E}_x G^\delta(S_{\sigma(y_n)})1_{\{\sigma(y_n) < \tau\}} \geq (\kappa^\delta(x) - \varepsilon) \left( H(x) - \limsup_{a \to \infty} a \ P_x(\sigma(a) < \tau, R_a > K) \right),
\]

and thereupon, with the help of (37),

\[
\liminf_{n \to \infty} \mathbb{E}_x G^\delta(S_{\sigma(y_n)})1_{\{\sigma(y_n) < \tau\}} \geq H(x)\kappa(x).
\]

when letting \( K \to \infty \) and then \( \varepsilon \to 0 \).

For the upper bound, we obtain by proceeding similarly

\[
\mathbb{E}_x G^\delta(S_{\sigma(y_n)})1_{\{\sigma(y_n) < \tau\}} \leq (\kappa^\delta(x) + \varepsilon)(y_n + K) \ P_x(\sigma(y_n) < \tau, R_{y_n} \leq K) + 2C\mathbb{E}_x S_{\sigma(y_n)}1_{\{\sigma(y_n) < \tau, R_{y_n} > K}\},
\]

for sufficiently large \( n \), where \( G^\delta(y) \leq 2Cy \) for sufficiently large \( y \) has been utilized. Now, by another use of Corollary 4.4, (37) and also

\[
\lim_{n \to \infty} K \mathbb{P}_x(\sigma(y_n) < \tau, R_{y_n} \leq K) = 0,
\]

we find

\[
\limsup_{n \to \infty} \mathbb{E}_x G^\delta(S_{\sigma(y_n)})1_{\{\sigma(y_n) < \tau\}} \leq H(x)\kappa^\delta(x)
\]

upon letting \( n \to \infty \), then \( K \to \infty \) and finally \( \varepsilon \to 0 \). This completes the proof of (44).

Finally, we observe that the right continuity of \( G \) implies \( G^\delta(x) \to G(x) \) as \( \delta \to 0 \) and in combination with \( G^\delta(z) = 0 \) for \( z < -\delta \) also

\[
|\mathbb{E}_x G^\delta(S_{\tau})| \leq \sup_{z \in [0,\delta]} |G(z)| \to 0 \ \text{as} \ \delta \to 0.
\]

Consequently, by letting \( \delta \to 0 \) in (44), we conclude that \( \kappa^\delta \) converges as well. Its limit \( \kappa \) is also \( d \)-periodic or constant, right-continuous and satisfies

\[
\kappa(x) = G(x)/H(x) \ \text{for all} \ x > 0. \ \text{This finishes the proof.} \quad \Box
\]
5. The boundary case: proof of Theorem 1.5. In essence, the same techniques as those used in Section 3 can be used to prove Theorem 1.5. However, additional complications arise because, as predicted by the theorem,

$$-\log M(t) = h(t)t^\alpha Z,$$

is no longer integrable. As a consequence, it is impossible to directly give an analog of the function $F$ here. Instead, we will have to work with a truncated version of the BRW that only includes individuals in the tree that never went "too high".

Again, let $f \in \mathcal{S}(\mathcal{M})$ be an arbitrary solution to Eq. (1) and $a > 0$. For $n \geq 0$, define

$$(46) \quad M_n^{(a)}(t) := \prod_{|v|=n} f(tL(v)), \quad tL^*(v) < a$$

where $L^*(v) := \max_{k \leq |v|} L(v(k))$. By another appeal to the branching property of the BRW, it follows immediately that $(M_n^{(a)}(t))_{n \geq 0}$ constitutes a bounded submartingale and therefore converges a.s. to a limit that we denote by $M^{(a)}(t)$.

Recall that assumption (16) ensures $\lim_{n \to \infty} \sup_{|v|=n} L(v) = 0$ a.s. and thus $\sup_{v \in \mathcal{V}} L(v) < \infty$. As a consequence,

$$M^{(a)}(t) = M(t) \quad \text{a.s. for all } 0 \leq t < a/\sup_{v \in \mathcal{V}} L(v).$$

In particular, $M^{(a)}(t)$ is positive with positive probability for $a$ large enough.

For $t \geq 0$, $a > 1$ and $n \in \mathbb{N}_0$, we now define

$$Z_n^{(a)}(t) := \sum_{|v|=n} (tL(v))^\alpha H(-\log(tL(v)/a)) 1_{\{tL^*(v) < a\}}$$

where $H(x) = -\mathbb{E}S_{\tau(-x)} = x - \mathbb{E}xS_\tau$ for $x > 0$ is the essentially unique right-continuous harmonic solution to (33). The last property entails that $(Z_n^{(a)}(t))_{n \geq 0}$ constitutes a nonnegative martingale, which is sometimes called the trimmed martingale for obvious reasons. It was introduced in [6] as a positive martingale with an asymptotic behavior that can be linked to the derivative martingale. In particular, it converges a.s. and in $L^1$ to a limit $Z^{(a)}(t)$ under the assumptions of Theorem 1.5 (see [1, Proposition A.3]). By similar arguments as the ones above for the martingale $M^{(a)}(t)$ in combination with $H(x) = 0$ for $x \leq 0$ and $H(x) \simeq x$ as $x \to \infty$, we see that, if $t \geq 0$
and $a > t \sup_{v \in \mathcal{V}} L(v)$, then almost surely

$$Z^{(a)}(t) = \lim_{n \to \infty} \sum_{|v| = n} (tL(v))^\alpha H(-\log(tL(v)/a))$$

$$= \lim_{n \to \infty} \sum_{|v| = n} (tL(v))^\alpha (-\log(tL(v)/a))$$

$$= \lim_{n \to \infty} \sum_{|v| = n} (tL(v))^\alpha (-\log L(v)) + t^\alpha \log(a/t) \sum_{|v| = n} L(v)^\alpha = t^\alpha Z,$$

where we have also used that the additive martingale $\sum_{|v| = n} L(v)^\alpha$, $n \geq 0$, converges to 0 a.s. as $n \to \infty$ (see [16]).

Using these observations, we now prove the following tameness result and counterpart of Lemma 3.1 in the boundary case.

**Lemma 5.1.** Under the assumptions of Theorem 1.5, for any function $f \in \mathcal{S}(\mathcal{M})$ there exists $0 < C < \infty$ such that

$$\sup_{0 < t \leq 1} \frac{\log f(t)}{t^\alpha \log t} \leq C. \tag{47}$$

**Proof.** Proceeding in a similar manner as in the proof of Lemma 3.1, we prove that, given any $f \in \mathcal{S}(\mathcal{M})$, failure of (47), that is

$$\limsup_{t \to 0} \frac{\log f(t)}{t^\alpha \log t} = \infty, \tag{48}$$

entails $M(t) \leq \mathbf{1}_{\{Z=0\}}$ a.s. for all $t, a > 0$ and thus $f(0^+) < 1$ which is impossible. We confine ourselves to the main steps of the proof as technical details are very similar to those in the proof of Lemma 3.1.

Given (48), we can find two decreasing null sequences $(\vartheta_n)_{n \geq 1}$ and $(\rho_n)_{n \geq 1}$ such that, for all $n \in \mathbb{N}$ and $x \in [\rho_n \vartheta_n, \vartheta_n]$,

$$-\log f(x) \geq nx^\alpha (-\log x).$$

We then bound the conditional expectation of $M^{(a)}(t)$ given $\mathcal{G}_{\vartheta_n/t}$. Namely, by the branching property of the BRW,

$$M^{(a)}(t) = \lim_{n \to \infty} \prod_{v \in \mathcal{Y}_{\vartheta_n/t} \atop tL^*(v) < a} f(tL(v)) = \exp \left( - \lim_{n \to \infty} \sum_{v \in \mathcal{Y}_{\vartheta_n/t} \atop tL^*(v) < a} -\log f(tL(v)) \right).$$
Bounding \(-\log f(x)\) by \(nx^{\alpha}(-\log x)\) if \(x \in [\rho_n \theta_n, \theta_n]\), and by 0 otherwise, we then obtain

\[
M^{(a)}(t) \leq \exp\left( -\limsup_{n \to \infty} n \sum_{v \in \Upsilon_{\theta_n/t}} (tL(v)^\alpha(-\log tL(v)) \right).
\]

On the other hand, as \(\bigvee_{n \geq 1} G_{\theta_n/t} = \mathcal{F}_\infty\), we infer

\[
Z^{(a)}(t) = \lim_{n \to \infty} \mathbb{E}(Z^{(a)}(t)|G_{\theta_n/t})
= \lim_{n \to \infty} \sum_{v \in \Upsilon_{\theta_n/t}} (tL(v)^\alpha H(-\log(tL(v)/a)).
\]

Therefore, by another use of \(\lim_{n \to \infty} \max_{|v|=n} L(v) = 0\) and \(H(x) \simeq x\) as \(x \to \infty\), we obtain for all \(t \geq 0\)

\[
\lim_{n \to \infty} \sum_{v \in \Upsilon_{\theta_n/t}} (tL(v)^\alpha(-\log(tL(v)))
= \lim_{n \to \infty} \left( \sum_{v \in \Upsilon_{\theta_n/t}} (tL(v)^\alpha H(-\log(tL(v)/a)) + \log a \sum_{v \in \Upsilon_{\theta_n/t}} L(v)^\alpha \right)
= Z^{(a)}(t) \quad \text{a.s.}
\]

Next, the many-to-one lemma provides us with (recall \(P_t = P(\cdot|S_0 = \log t)\))

\[
\mathbb{E}\left( \sum_{v \in \Upsilon_{\theta_n/t}} (tL(v)^\alpha(-\log tL(v))) \right)
= t^\alpha \mathbb{E}(S_{\sigma(\log(t/\theta_n))} - \log t) 1_{\{R(\log(t/\theta_n)) \geq -\log \rho_n, \sigma(\log(t/\theta_n)) \leq \tau(\log(t/\tau))\}}
= t^\alpha \mathbb{E}_t S_{\sigma(\log(1/\theta_n))} 1_{\{R(\log(1/\theta_n)) \geq -\log \rho_n, \sigma(\log(1/\theta_n)) \leq \tau(\log(1/\tau))\}},
\]

which by Lemma 4.3 converges to 0 as \(n \to \infty\).

By combining the previous facts, we obtain

\[
\lim_{n \to \infty} \sum_{v \in \Upsilon_{\theta_n/t}} (tL(v)^\alpha(-\log tL(v)) = Z^{(a)}(t) \quad \text{a.s.}
\]

and therefore with the help of (49) that \(M^{(a)}(t) \leq 1_{\{Z^{(a)}(t)=0\}}\) for all \(a, t > 0\). But the latter entails \(M(t) \leq 1_{\{Z=0\}}\) upon letting \(a \to \infty\) which is impossible because it would imply \(f(t) = \mathbb{P}(Z = 0) < 1\) for all \(t > 0\), a contradiction to \(f(0+) = 1\).
Using the tameness assumption for fixed points of the smoothing transform, we now can identify the function defined by

\[(50)\quad F^{(a)}(t) = \mathbb{E} \left( - \log M^{(a)}(t) \right).\]

We prove this function to be harmonic for the random walk \((S_n)_{n \geq 0}\) killed when hitting \((-\infty, 0]\) and therefore to be a multiple of \(H\).

**Lemma 5.2.** Let \(r \geq 1\) be the span of \(T\). Assuming (16), for any function \(f \in S(M)\) with disintegration \(M(t)\) and all \(a > 0\), there exists a function \(h^{(a)}\), multiplicatively \(r\)-periodic if \(r > 1\) and constant otherwise, such that

\[F^{(a)}(t) = t^a H(-\log(t/a)) h^{(a)}(t)\]

for all \(t \geq 0\).

**Proof.** The proof follows similar lines as the one of Lemma 3.4. We prove that the function \(F^{(a)}\) defined in (50) is related to a harmonic function for the random walk conditioned to stay positive which in turn allows us to characterize it up to multiplication by a multiplicatively \(r\)-periodic or constant function.

Recalling that

\[-\log M^{(a)}(t) = \lim_{n \to \infty} \sum_{|v| = n} - \log f(tL(v)) 1_{\{tL^*(v) < a\}} \quad \text{a.s.}\]

for all \(a \leq 1\) and \(t > 0\), Lemma 5.1 implies

\[(51)\quad 0 \leq -\log M^{(a)}(t) \leq CZ^{(a)}(t) \quad \text{a.s.}\]

Consequently, as \((Z^{(a)}_n(t))_{n \geq 0}\) is uniformly integrable, we infer that

\[F^{(a)}(t) = \mathbb{E} \left( - \log M^{(a)}(t) \right) \in [0, Ct^a H(-\log(t/a))]\]

for all \(t \leq a\).

By conditioning with respect to \(\mathcal{F}_1\) and use of the many-to-one lemma, it follows that

\[F^{(a)}(t) = \mathbb{E} \left( \sum_{|u| = 1} F^{(a)}(tL(u)) 1_{\{tL(u) < a\}} \right)\]

\[= \mathbb{E} \left( F^{(a)}(te^{-S_1}) e^{-aS_1} 1_{\{S_1 - \log t > -\log a\}} \right)\]
for all $t \leq a$. Hence, the function $g^{(a)}(x) := a^{-\alpha}e^{ax}F^{(a)}(ae^{-x})$ satisfies
\[ g^{(a)}(x) = \mathbb{E}g^{(a)}(x + S_1)1_{\{x+S_1>0\}} \]
for all $x > 0$, and it is right-continuous because $f$ is left-continuous, by dominated convergence. Furthermore, (51) implies that
\[ g^{(a)}(x) \leq Ca^{-\alpha}e^{ax}\mathbb{E}Z^{(a)}(ae^{-x}) \leq CH(x), \]
and thus the required boundedness of $(1 + x)^{-1}g^{(a)}(x)$. Invoking Proposition 4.1, we conclude that $g^{(a)}$ equals $\kappa^{(a)}H$ for some $\kappa^{(a)}$ which is log $r$-periodic if $T$ has span $r \neq 1$, and is constant otherwise. The proof is completed by rewriting this result in terms of $F^{(a)}(t)$ and putting $h^{(a)}(t) := \kappa^{(a)}(-\log(t/a))$. \qed

With the help of the last lemma, we are now able to given an explicit expression for $M^{(a)}(t)$ and thereby to find the value of $M(t)$ upon letting $a \to \infty$.

**Proof of Theorem 1.5.** By the branching property of the BRW, we have almost surely
\[
\mathbb{E}\left(-\log M^{(a)}(t)\big|\mathcal{F}_n\right) = \sum_{|v|=n} F^{(a)}(tL(v)) 1_{\{tL^*(v)<a\}}
\]
\[ = h^{(a)}(t) \sum_{|v|=n} (tL(v))^\alpha H(-\log(tL(v)/a)) 1_{\{tL^*(v)<a\}} = h^{(a)}(t)Z_n^{(a)}(t) \]
for all $n \in \mathbb{N}$. Letting $n \to \infty$, this yields
\[ M^{(a)}(t) = e^{-h^{(a)}(t)Z^{(a)}(t)} \quad \text{a.s.} \]
Therefore, for all $a$ large enough and all $t \in [0, a/\sup_{v \in \mathcal{V}} L(v)]$,
\[ M(t) = M^{(a)}(t) = e^{-h^{(a)}(t)\alpha Z} \quad \text{a.s} \]
In particular, as $h^{(a)}$ is multiplicatively $r$-periodic or constant, we infer that $h^{(a)} = h$ does not depend on $a$ for $a$ large enough. Since
\[ \Psi(t) = \mathbb{E}(M(t)) = \mathbb{E}\left(e^{-h(t)\alpha Z}\right), \]
the proof is complete when finally noting that $h \in \mathcal{H}_r$ follows from the fact that $\Psi(t)$ is nonincreasing. \qed
6. Fixed points of the smoothing transform and fractal measures on the boundary of the BRW. The purpose of this supplementary section is to show that any fixed point of the smoothing transform (6) can be thought of as the total mass of a random fractal measure on the boundary of the associated BRW. More precisely, this connection is established by a one-to-one map between these fixed points and random measures \( \nu \) on the boundary \( \partial V \) of the tree (see below for details) such that, for all \( u \in V \),

\[
\nu \left( \{ v \in \partial V : v(|u|) = u \} \right)
\]

is independent of \( F_{|u|} \) and has the same law as \( \nu(V) \). Any random measure \( \nu \) of this kind is called fractal.

Let \( X \) be a random variable with Laplace transform \( f \in \mathcal{S}(L) \), its law thus a fixed point of the smoothing transform. Then there exists a family \( (X(v))_{v \in V} \) of copies of \( X \), defined on the same probability space as the multiplicative BRW \( L = (L(v))_{v \in V} \) (possibly enlarged) such that

\[
X(v) = \sum_{j \geq 1} T^v_j X(v_j) = \sum_{j \geq 1} \frac{L(v_j)}{L(v)} X(v_j)
\]

for all \( v \in V \). Namely, let \( \{X^{(n)}(v) : |v| = n\} \) for any \( n \in \mathbb{N} \) denote a family of independent copies of \( X \) which are also independent of \( \{L(v) : |v| = n\} \). For \( v \in V \) with \( |v| < n \), we then define recursively

\[
X^{(n)}(v) = \sum_{j \geq 1} \frac{L(v_j)}{L(v)} X^{(n)}(v_j).
\]

As \( X \) satisfies (6) and by the branching property of the BRW, we see that each \( X^{(n)}(v) \) is a copy of \( X \) and depends only on the variables defined on the subtree rooted at vertex \( v \). The existence of \( (X(v))_{v \in V} \) with the claimed properties is now ensured by Kolmogorov’s consistency theorem because the laws of

\[
\{(X^{(n)}(v), L(v)) : |v| \leq n\}, \quad n \in \mathbb{N}
\]

consitute a projective family.

Recall that \( \partial V = \mathbb{N}^\mathbb{N} \) denotes the boundary of the tree \( V \) and becomes a complete metric space when endowed with the ultrametric distance

\[
d(u, v) = \exp(- \min\{k \geq 1 : u_k \neq v_k\}).
\]

Putting

\[
B(u) := \{ v \in \partial V : v(|u|) = u \}
\]
for $u \in \mathcal{V}$, the family $(B(u))_{u \in \mathcal{V}}$ forms a basis of the topology on $\partial \mathcal{V}$ and its Borel $\sigma$-field.

With the help of the family $(X(v))_{v \in \mathcal{V}}$ introduced above, a one-to-one map between the fixed points of the smoothing transform and the random fractal measures on $\partial \mathcal{V}$ can now be constructed as follows. Observe that, for any such $\nu$, the total mass $\nu(\partial \mathcal{V})$ is a fixed point of the smoothing transform associated with $L$. This follows because, by $\sigma$-additivity of $\nu$,

$$\nu(\partial \mathcal{V}) = \nu\left( \bigcup_{|v|=1} B(v) \right) = \sum_{|v|=1} \nu(B(v)) = \sum_{|v|=1} L(v) \frac{\nu(B(v))}{L(v)},$$

and the fractal property of $\nu$.

Conversely, the above construction allows us to define a fractal measure $\nu$ for each fixed point of the smoothing transform such that the law of $\nu(\partial \mathcal{V})$ equals this fixed point. Namely, with $(X(v))_{v \in \mathcal{V}}$ as defined above, we put

$$\nu(B(v)) := X(v)L(v)$$

for any $v \in \mathcal{V}$. By (52), this provides a well-defined consistent $\sigma$-additive measure on $\mathbb{N}^k$ for each $k \in \mathbb{N}$. Thus, by another use of Kolmogorov’s consistency theorem, we can extend $\nu$ to a random measure on $\partial \mathcal{V}$, and it has the fractal property by definition as $X(v)$ is independent of $\mathcal{F}_{|v|}$ for any $v$.

Under the assumptions of Theorem 1.2 or 1.5, the fractal measure $\nu$ can be even explicitly defined as a marked Poisson point process, namely

$$\nu = \sum_{j \geq 1} \xi_j \delta_{v^j},$$

where $(\xi_j, v^j)$ are the atoms of a bivariate Poisson point process on $\mathbb{R}_+ \times \partial \mathcal{V}$ with intensity $\pi(dx)\mu_\alpha(dv)$. Here $\pi$ equals the Lévy jump measure of a Lévy process with characteristic exponent $h(t)t^\alpha$, $h$ the function associated with $f$ by the respective theorem. Moreover, $\mu_\alpha$ denotes the random measure on $\partial \mathcal{V}$ defined by

$$\mu_\alpha(B(v)) = \lim_{n \to \infty} \sum_{|u|=n, u \succ v} L(u)^\alpha$$

in the regular case (assuming (10) and (11)), and by

$$\mu_\alpha(B(v)) = \lim_{n \to \infty} \sum_{|u|=n, u \succ v} (-\log L(u)) L(u)^\alpha$$
in the boundary case (assuming (14) and (16)) where the former definition would only give the null measure. Indeed, with \( \mu_\alpha \) thus defined and Campbell’s formula, we obtain that
\[
E e^{-t \nu(B(v))} = E \exp(-t^\alpha h(t) \mu_\alpha (B(v))) = f(t),
\]
for all \( v \in V \) as expected.
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