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#### Abstract

In [12], the authors provide an evaluation of combinations of hierarchical watersheds, showing that some combinations outperform individual hierarchical watersheds. In this article, we aim to achieve a deeper understanding of those combinations. We study which of the four combinations evaluated in [12] always result in flattened (simplified) hierarchical watersheds. Then, we provide a sufficient condition for a combination to always output flattened hierarchical watersheds, and a new combining function that outputs flattened hierarchical watersheds. We conclude that, among the combinations assessed in [12], only a particular case of combinations with infimum always result in flattened hierarchical watersheds.


## Keywords:

## 1. Introduction

Hierarchies of segmentations are sequences of nested partitions of image pixels. Since the pioneer work of [22], several methods to build hierarchies of segmentations have been proposed, such as quasi-flat zones hierarchies [18, 15], waterfall and hierarchical watersheds [3, 20, 16], and binary partition hierarchies [1, 24, 2, 14]. Providing a survey is beyond the scope of this paper and the reader can refer to [5] for a review on hierarchies of segmentations.

In the construction of a hierarchy of segmentations, two aspects should be considered: (1) the regions that compose the finest partition of the hierarchy; and (2) the criterion under which those regions are merged along the hierarchy. In this article, we focus on the second aspect of the construction of hierarchies. More precisely, we explore the method to combine hierarchies introduced in [10, 8] and assessed in [12]. Other approaches on combinations of hierarchies of segmentations have already been tackled in [11, 14, 21].

In general, no single hierarchy of segmentations completely fits the applicative and cognitive expectation for all regions of an image. In [12], the authors showed that,
based on the assessment method proposed in [23], combinations of hierarchical watersheds are superior when compared to the individual hierarchical watersheds. This is illustrated in Figure 1, where we present a combination of two hierarchical watersheds obtained through the method described in [8]. Those hierarchies are driven by regional attribute values based on area [17] and on dynamics [20]. In Figure 1] we also present segmentations with 75 regions extracted from each hierarchy. Hierarchies are represented thanks to their saliency maps, also know as ultrametric watersheds and untrametric contour maps [20, 1, 11, 7, 8]. In this representation of saliency maps, the darkest contours are the ones that persist at the highest levels of the hierarchies. From the saliency map of the hierarchical watershed based on area shown in Figure 1. we can see that the sky and sea regions are oversegmented at high levels of this hierarchy. On the other hand, spurious regions are preserved at high levels of the hierarchy based on dynamics and the two people, which are significant regions from a cognitive point of view, are merged with the background. We can see that, in the combination of those two hierarchies, the two people are preserved at high levels of this hierarchy and the sky and sea regions are less oversegmented.


Figure 1: Hierarchical watersheds based on area and dynamics and their combination by average.

This article is a theoretical extension of the experimental study on combinations of hierarchical watersheds presented in [12]. In Figure 2(a), we show a scheme of the method to combine hierarchical watersheds introduced in [10, 8]. In the table of Figure 2, b), we present three of the combinations assessed in [12] and how much the scores of the combinations are improved when compared to the individual hierarchical watershed of highest score in the combination. Knowing that combinations of hierarchical watersheds can achieve superior quantitative results when compared to individual hierarchical watersheds, we present a theoretical study of the combinations of hierarchical watersheds assessed in [12]. Our contributions are twofold: (1) an investigation of which of the combinations assessed in [12] are hierarchical watersheds; and (2) a sufficient condition for a combination of hierarchical watersheds to always result in a flattened (simplified) hierarchical watershed.

In section 2, we present the basic notions for handling hierarchies with graphs, and we review the method to combine hierarchies of segmentations assessed in [12]. In section 3, we present our contributions on the properties of combinations of hierarchical watersheds. We first review hierarchical watersheds and present a generalization of the characterization of hierarchical watersheds introduced in [13]. Then, based on this generalized characterization, we are able to state properties related to combinations of hierarchical watersheds.

## 2. Combinations of hierarchies

In this section, we first remind the definitions of connected hierarchies of partitions, weighted graphs, hierarchies of quasi-flat zones and saliency maps. Then, we review the technique to combine hierarchical watersheds assessed in [12].

### 2.1. Connected hierarchies of partitions

Let $V$ be a set. A partition (of $V$ ) is a set $\mathbf{P}$ of non empty disjoint subsets of $V$ whose union is $V$. Any element of a partition $\mathbf{P}$ is called a region of $\mathbf{P}$. Let $\mathbf{P}_{1}$ and $\mathbf{P}_{2}$ be two partitions. We say that $\mathbf{P}_{1}$ is a refinement of $\mathbf{P}_{2}$ if every element of $\mathbf{P}_{1}$ is included in an element of $\mathbf{P}_{2}$. A hierarchy (of partitions) is a sequence $\mathcal{H}=\left(\mathbf{P}_{0}, \ldots, \mathbf{P}_{\ell}\right)$ of partitions such that $\mathbf{P}_{i-1}$ is a refinement of $\mathbf{P}_{i}$, for any $i$ in $\{1, \ldots, \ell\}$ and such that $\mathbf{P}_{n}=\{V\}$. Let $\mathcal{H}=\left(\mathbf{P}_{0}, \ldots, \mathbf{P}_{\ell}\right)$ be a hierarchy of partitions. Any region of a partition $\mathbf{P}$ of $\mathcal{H}$ is called a region of $\mathcal{H}$.

A hierarchy of partitions can be represented as a tree whose nodes correspond to regions, as shown on Figure 3. Given a hierarchy $\mathcal{H}$ and two regions $X$ and $Y$ of $\mathcal{H}$, we say that $X$ is a parent of $Y$ (or that $Y$ is a child of $X$ ) if $Y \subset X$ and $X$ is minimal for this property, i.e., if there is a region $Z$ such that $Y \subseteq Z \subset X$, then we have $Y=Z$. It can be seen that any region $X$ of $\mathcal{H}$ such that $X \neq V$ has exactly one parent. For any region $R$ of $\mathcal{H}$, if $R$ is not the parent of any region of $\mathcal{H}$, we say that $R$ is a leaf region (of $\mathcal{H}$ ). Otherwise, we say that $R$ is a non-leaf region.

In Figure 3, the regions of a hierarchy $\mathcal{H}$ are linked to their parents (and to their children) by straight lines.

A (undirected) graph is a pair $G=(V, E)$, where $V$ is a finite set and $E$ is a set of pairs of distinct elements of $V$, i.e., $E \subseteq\{\{x, y\} \subseteq V \mid x \neq y\}$. Each element of $V$ is called a vertex (of $G$ ), and each element of $E$ is called an edge (of $G$ ). To simplify the notations, the set of vertices and edges of any graph $G$ will be also denoted by $V(G)$ and $E(G)$, respectively.

Let $G=(V, E)$ be a graph and let $X$ be a subset of $V$. A sequence $\pi=\left(x_{0}, \ldots, x_{\ell}\right)$ of elements of $X$ is a path (in $X$ ) from $x_{0}$ to $x_{\ell}$ if $\left\{x_{i-1}, x_{i}\right\}$ is an edge of $G$ for any $i$ in $\{1, \ldots, \ell\}$. The subset $X$ of $V$ is said to be connected for $G$ if, for any $x$ and $y$ in $X$, there exists a path from $x$ to $y$. The subset $X$ is a connected component of $G$ if $X$ is connected and if $X$ is maximal for this property, i.e., for any connected subset $Y$ of $V$ such that $X \subseteq Y$, we

(a)

| comb | $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ | area <br> \& dynamics | nb. of descendants <br> \& dynamics |
| :--- | :---: | :---: | :---: |
|  | $+3.7 \%$ | $+3.8 \%$ | nb. of minima <br> \& dynamics |
| Infimum | $+9.3 \%$ | $+8.8 \%$ | $+2.8 \%$ |
| Linear combination | $+10.7 \%$ | $+10.7 \%$ | $+4.9 \%$ |
| Concatenation | $+2.3 \%$ | $+2.3 \%$ | $+6.2 \%$ |

(b)

Figure 2: (a) Scheme of the method to combine hierarchical watersheds proposed in [10 8]. First, given two hierarchical watersheds $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, the saliency maps $w_{1}$ and $w_{2}$ of respectively $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are computed. Then, the saliency maps $w_{1}$ and $w_{2}$ are combined, resulting in the map $w_{c}$. Finally, the resulting hierarchy is the quasi-flat zones hierarchy of $w_{c}$. (b) Twelve of the combination assessed in [12] and how much (in percentage) the score of the combination is higher than the individual hierarchical watershed of highest score.


Figure 3: Representation of the hierarchy $\mathcal{H}=\left(\boldsymbol{P}_{0}, \boldsymbol{P}_{1}, \boldsymbol{P}_{2}, \boldsymbol{P}_{3}\right)$ on the set $V=\{a, b, c, d\}$. The partition $\mathbf{P}_{0}$ of $\mathcal{H}$ contain all the leaf regions of $\mathcal{H}$.


Figure 4: From left to right: a weighted graph $(G, w)$ and three subgraphs of $G$. The partitions $\boldsymbol{P}_{\mathbf{0}}, \boldsymbol{P}_{\mathbf{1}}, \boldsymbol{P}_{\mathbf{2}}$ and $\boldsymbol{P}_{\mathbf{3}}$ of Figure 3 are the set of connected components of the graphs $G^{\prime \prime \prime}, G^{\prime \prime}, G^{\prime}$ and $G$, respectively.
have $X=Y$. In the following, we denote by $C C(G)$ the set of all connected components of $G$. It is well known that this set $C C(G)$ of all connected components of $G$ is a partition of $V$.

Let $G=(V, E)$ be a graph. A partition of $V$ is connected (for $G$ ) if each of its regions is connected for $G$ and $a$ hierarchy on $V$ is connected (for $G$ ) if each of its partitions is connected.

For example, the hierarchy $\mathcal{H}$ of Figure 3 is connected
for the graph $G$ of Figure 4 The partitions $\mathbf{P}_{0}, \mathbf{P}_{1}, \mathbf{P}_{2}$ and $\mathbf{P}_{3}$ of $\mathcal{H}$ are the sets of connected components of $G^{\prime \prime \prime}, G^{\prime \prime}, G^{\prime}$ and $G$ of Figure 4, respectively.

### 2.2. Saliency maps and quasi-flat zones

Let $G$ be a graph. If $w$ is a map from the edge set of $G$ to the set $\mathbb{R}$ of real numbers, then the pair $(G, w)$ is called an (edge) weighted graph. If $(G, w)$ is a weighted graph, for any edge $u$ of $G$, the value $w(u)$ is called the weight of $u$ (for $w$ ).

Important notation: in the sequel of this paper, the symbol ( $G, w$ ) denotes a weighted graph whose vertex set is connected. To shorten the notation, the vertex set of $G$ is denoted by $V$ and its edge set is denoted by $E$. Without loss of generality, we also assume that the range of $w$ is the set $\mathbb{E}$ of all integers from 0 to $|E|-1$ (otherwise, one could always consider an increasing one-to-one correspondence from the set $\{w(u) \mid u \in E\}$ into the subset $\{0, \ldots, \mid\{w(u) \mid$ $u \in E\} \mid-1\}$ of $\mathbb{E}$ ).

As established in [8], a connected hierarchy can be equivalently treated by means of a weighted graph through the notion of a saliency map. Given a hierarchy $\mathcal{H}=\left(\mathbf{P}_{0}, \ldots, \mathbf{P}_{\ell}\right)$ connected for $G$, the saliency map of $\mathcal{H}$ is the map from $E$ into $\{0, \ldots, \ell\}$, denoted by $\Phi(\mathcal{H})$, such that, for any edge $u=\{x, y\}$ in $E$, the value $\Phi(\mathcal{H})(u)$ is the lowest value $i$ in $\{0, \ldots, \ell\}$ such that $x$ and $y$ belong to a same region of $\mathbf{P}_{i}$. It follows that any connected hierarchy has a unique saliency map.

For instance, the weight map $w$ depicted in Figure 4 is the saliency map of the hierarchy $\mathcal{H}$ of Figure 3

Given a hierarchy $\mathcal{H}$ and its saliency map $\Phi(\mathcal{H})$, we can recover $\mathcal{H}$ from $\Phi(\mathcal{H})$ through the notion of quasiflat zones. Let $\lambda$ be any element in $\mathbb{R}$. The $\lambda$-level set of $(G, w)$, denoted by $G_{\lambda}$, is the graph $\left(V, E_{\lambda}(G)\right)$ such that $E_{\lambda}(G)=\{u \in E(G) \mid w(u) \leq \lambda\}$. The sequence

$$
\begin{equation*}
Q \mathcal{F} \mathcal{Z}(w)=\left(C C\left(G_{\lambda}\right) \mid \lambda \in \mathbb{E}\right) \tag{1}
\end{equation*}
$$

is a hierarchy called the quasi-flat zones (QFZ) hierarchy (of $w$ ) [18, 15, 25, 9].

In Figure 4 we present a weighted graph $(G, w)$ whose QFZ hierarchy $Q \mathcal{F} \mathcal{Z}(w)$ is precisely the sequence ( $\left.C C\left(G^{\prime \prime \prime}\right), C C\left(G^{\prime \prime}\right), C C\left(G^{\prime}\right), C C(G)\right)$ of connected components of the subgraphs of $G$ shown in Figure 4 Therefore, the hierarchy of Figure 3 is also the quasi-flat zones hierarchy of $w$.

Any hierarchy $\mathcal{H}$ connected for $G$ is the QFZ hierarchy of its own saliency map, i.e., $\mathcal{H}=Q \mathcal{F} \mathcal{Z}(\Phi(\mathcal{H}))$.

For instance, the weight map $w$ depicted in Figure 4 is the saliency map of the hierarchy $\mathcal{H}$ of Figure 3 and, conversely, $\mathcal{H}$ is the QFZ hierarchy of $w$.

### 2.3. Hierarchical watersheds

The watershed segmentation, see e.g. [4, 20, 6], derives from the topographic notion of watershed lines and catchment basins. In [6], the authors formalize watersheds in the framework of weighted graphs and show the optimality of watersheds in the sense of minimum spanning forests. In this section, we present hierarchical watersheds following the definition of hierarchies of minimum spanning forests presented in [7, 9].

We say that the graph $G=(V, E)$ is a forest if, for any edge $u$ in $E$, the number of connected components of the graph $(V, E \backslash\{u\})$ is greater than the number of connected components of $G$. Given another graph $G^{\prime}$, we say that $G^{\prime}$ is a subgraph of $G$, denoted by $G^{\prime} \sqsubseteq G$, if $V\left(G^{\prime}\right) \subseteq V$ and $E\left(G^{\prime}\right) \subseteq E$. Let $G^{\prime \prime}$ be a subgraph of $G$ and let $G^{\prime}$ be a subgraph of $G^{\prime \prime}$. The graph $G^{\prime \prime}$ is a Minimum Spanning Forest (MSF) of $G$ rooted in $G^{\prime}$ if:

1. the graphs $G$ and $G^{\prime \prime}$ have the same set of vertices, i.e., $V\left(G^{\prime \prime}\right)=V$; and
2. each connected component of $G^{\prime \prime}$ includes exactly one connected component of $G^{\prime}$; and
3. the sum of the weight of the edges of $G^{\prime \prime}$ is minimal among all subgraphs of $G$ for which the above conditions 1 and 2 hold true.

A MSF of $(G, w)$ rooted in a single vertex of $G$ is a tree (connected forest) called a Minimum Spanning Tree (MST) of (G,w).

Let $k$ be a value in $\mathbb{R}$. A connected subgraph $G^{\prime}$ of $G$ is a (regional) minimum (of $w$ ) at level $k$ if:

## 1. $E\left(G^{\prime}\right) \neq \emptyset$; and

2. for any edge $u$ in $E\left(G^{\prime}\right)$, the weight of $u$ is equal to $k$; and
3. for any edge $\{x, y\}$ in $E \backslash E\left(G^{\prime}\right)$ such that $\mid\{x, y\} \cap$ $V\left(G^{\prime}\right) \mid \geq 1$, the weight of $\{x, y\}$ is strictly greater than $k$.

Important notation: in the sequel of this article, we denote by $n$ the number of minima of $w$. Any sequence of minima of $w$ considered in this article is a sequence of $n$ pairwise distinct minima of $w$.

Let $\left\{G_{1}, \ldots, G_{\ell}\right\}$ be a set of graphs. We denote by $\sqcup\left\{G_{1}, \ldots, G_{\ell}\right\}$ the graph $\left(\cup\left\{V\left(G_{j}\right)\right.\right.$ | $j \in$ $\left.\{1, \ldots, \ell\}\}, \cup\left\{E\left(G_{j}\right) \mid j \in\{1, \ldots, \ell\}\right\}\right)$. In the following, we define hierarchical watersheds based on minimum spanning forests following the definition of [7, 9].

## Definition 1 (hierarchical watershed [7, 9]).

Let $\mathcal{S}=\left(M_{1}, \ldots, M_{n}\right)$ be a sequence of minima of w. Let $\left(G_{0}, \ldots, G_{n-1}\right)$ be a sequence of subgraphs of $G$ such that:

1. for any $i \in\{0, \ldots, n-1\}$, the graph $G_{i}$ is a MSF of $G$ rooted in $\sqcup\left\{M_{j} \mid j \in\{i+1, \ldots, n\}\right\}$; and
2. for any $i \in\{1, \ldots, n-1\}, G_{i-1} \sqsubseteq G_{i}$.

The sequence $\mathcal{T}=\left(C C\left(G_{0}\right), \ldots, C C\left(G_{n-1}\right)\right)$ is called $a$ hierarchical watershed of $(G, w)$ for $\mathcal{S}$. Given a hierarchy $\mathcal{H}$, we say that $\mathcal{H}$ is a hierarchical watershed of $(G, w)$ if there exists a sequence $\mathcal{S}=\left(M_{1}, \ldots, M_{n}\right)$ of minima of $w$ such that $\mathcal{H}$ is a hierarchical watershed for $\mathcal{S}$.

A weighted graph ( $G, w$ ) and two hierarchical watersheds $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ of $(G, w)$ are illustrated in Figure 5 It can be verified that $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are the hierarchical watersheds of $(G, w)$ for the sequences $\mathcal{S}_{1}=(A, B, D, C, E)$ and $\mathcal{S}_{2}=(D, C, E, A, B)$, respectively.


$\left(G, \Phi\left(\mathcal{H}_{2}\right)\right)$
$\left(G, \curlyvee\left(\Phi\left(\mathcal{H}_{1}\right), \Phi\left(\mathcal{H}_{2}\right)\right)\right)$
$\{g, i\}$

$\mathcal{B}$

$\mathcal{H}_{1}$

$\mathcal{H}_{2}$
$\mathcal{H}_{\curlywedge}$

Figure 5: First line: a weighted graph $(G, w)$ with five minima delimited by the dashed rectangles, the saliency maps $\Phi\left(\mathcal{H}_{1}\right)$ and $\Phi\left(\mathcal{H}_{2}\right)$ of two hierarchical watersheds of $(G, w)$, and the combination $\curlyvee\left(\Phi\left(\mathcal{H}_{1}\right), \Phi\left(\mathcal{H}_{2}\right)\right)$ of $\Phi\left(\mathcal{H}_{1}\right)$ and $\Phi\left(\mathcal{H}_{2}\right)$ with supremum. Second line: the unique binary partition hierarchy $\mathcal{B}$ of $(G, w)$, the hierarchical watershed $\mathcal{H}_{1}$ of $(G, w)$ for the sequence $\mathcal{S}_{1}=(A, B, E, C, D)$, the hierarchical watershed $\mathcal{H}_{2}$ of $(G, w)$ for the sequence $\mathcal{S}_{2}=(D, C, E, A, B)$, and the resulting combinations of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ with supremum: $\mathcal{H}_{\curlywedge}=Q \mathcal{F} \mathcal{Z}\left(G, \curlyvee\left(\Phi\left(\mathcal{H}_{1}\right), \Phi\left(\mathcal{H}_{2}\right)\right)\right.$.

### 2.4. Combination of hierarchies

Combining partitions and, a fortiori, hierarchies is not straightforward. This problem has been tackled in [11, 14, 10, 8] thanks to the use of saliency maps and we follow the same approach. More precisely, in order to combine two hierarchies $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, we proceed in three steps: first the saliency maps of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are considered, then the two saliency maps are combined to obtain new weights on the edges of $G$, and, finally, the combination of hierarchies is the QFZ hierarchy of the new weight map.

Let $\mathcal{F}$ be the set of all maps from $E$ into $\mathbb{R}$. Any map $C$ from $\mathcal{F}^{2}$ into $\mathcal{F}$ is called a combining function.

Given two hierarchies $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ and a combining function $C$, the combination of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ by $C$ is the hierarchy $\mathcal{H}_{C}\left(\mathcal{H}_{1}, \mathcal{H}_{2}\right)$ defined by:

$$
\begin{equation*}
\mathcal{H}_{C}\left(\mathcal{H}_{1}, \mathcal{H}_{2}\right)=Q \mathcal{F} \mathcal{Z}\left(C\left(\Phi\left(\mathcal{H}_{1}\right), \Phi\left(\mathcal{H}_{2}\right)\right)\right) \tag{2}
\end{equation*}
$$

In [12], the authors consider three classical functions in the instantiation of the combining function (supremum, infimum and linear combination), and a new function called concatenation. Given two maps $f$ and $g$ in $\mathcal{F}$, the supremum, infimum and linear combination of $f$ and $g$, respectively denoted by $\curlyvee(f, g), \curlywedge(f, g)$ and $\boxplus_{\alpha}(f, g)$, are defined for each edge $u$ in $E$ as:


Figure 6: Two hierarchies $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, their saliency maps $\Phi\left(\mathcal{H}_{1}\right)$ and $\Phi\left(\mathcal{H}_{2}\right)$, and their combinations with infimum ( $人$ ) and concatenation $\left(\uplus_{2}\right)$.

$$
\begin{array}{r}
\curlyvee(f, g)(u)=\max (f(u), g(u)) \\
\lambda(f, g)(u)=\min (f(u), g(u))  \tag{3}\\
\boxplus_{\alpha, \beta}(f, g)(u)=\alpha f(u)+\beta g(u)
\end{array}
$$

where $\alpha, \beta \in \mathbb{N}$ are parameters of the linear combination.
One example of a combination of hierarchies by infimum is shown in Figure 6.

The general idea of concatenation of hierarchies is given in Figure 7 Given two hierarchies $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, we


Figure 7: Concatenation of low levels of $\mathcal{H}_{1}$ with high levels of $\mathcal{H}_{2}$.
aim to obtain a new hierarchy $\mathcal{H}_{3}$ whose high (resp. low) levels correspond approximately to the high (resp. low) levels of $\mathcal{H}_{1}\left(\right.$ resp. $\left.\mathcal{H}_{2}\right)$. In order to define the concatenation of hierarchies, we first define the double threshold function. Given any map $f$ in $\mathcal{F}$ and given two parameters $\alpha$ and $\beta$ in $\mathbb{R}$ such that $\alpha<\beta$, we denote by $T(f, \alpha, \beta)$ the double threshold of $f$ by $(\alpha, \beta)$ such that, for any edge $u$ of $G$ :

$$
T(f, \alpha, \beta)(u)= \begin{cases}0 & \text { if } f(u)<\alpha  \tag{4}\\ \beta & \text { if } f(u)>\beta \\ f(u) & \text { otherwise }\end{cases}
$$

Let $f$ and $g$ be two maps in $\mathcal{F}$. Given a threshold value $\lambda$, the concatenation of $f$ and $g$ at level $\lambda$, for any edge $u$, is given by:

$$
\begin{equation*}
\uplus_{\lambda}(f, g)(u)=\max (T(f, 0, \lambda)(u), T(g, \lambda, \infty)(u)) \tag{5}
\end{equation*}
$$

In Figure 6, we show the concatenation of the hierarchies $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ at level $\lambda=2$.

## 3. Properties of combinations of hierarchical watersheds

Combining hierarchical watersheds through their saliency maps raises the question whether the combination of hierarchies is closed for the set of hierarchical watersheds. More precisely, given any two hierarchical watersheds $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ of $(G, w)$, is the combination of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ with a given combining function also a hierarchical watershed of $(G, w)$ ?

In this section, we answer to this question for combinations of hierarchical watersheds with supremum, infimum, concatenation and linear combination with parameters $\alpha$ and $\beta$ different from zero. For the linear combination, we consider the case where $\alpha=1$ and $\beta=1$,
which will be denoted by average. We show that combinations with any of those functions do not result in hierarchical watersheds in general. However, in the particular case where we consider a unique ordering on the edges of ( $G, w$ ), combinations of hierarchical watersheds with infimum have the noteworthy property of being flattened (simplified) hierarchical watersheds, i.e., hierarchies resulting from removing (and/or repeating) partitions of a departing hierarchical watershed. For this particular case, we present a sufficient condition for a combining function to always output flattened hierarchical watersheds.

Definition 2 (flattening of hierarchies). Let $\mathcal{H}$ and $\mathcal{H}^{\prime}$ be two hierarchies on $V$ such that any partition of $\mathcal{H}$ is a partition of $\mathcal{H}^{\prime}$. We say that $\mathcal{H}$ is a flattening of $\mathcal{H}^{\prime}$.

Let $\mathcal{H}$ and $\mathcal{H}^{\prime}$ be two hierarchies on $V$ such that $\mathcal{H}$ is a flattening of $\mathcal{H}^{\prime}$. If $\mathcal{H}^{\prime}$ is a hierarchical watershed of $(G, w)$, then we say that $\mathcal{H}$ is a flattened hierarchical watershed of $(G, w)$. The reader may note that there can be repeated partitions in both $\mathcal{H}$ and $\mathcal{H}^{\prime}$. Hence, the hierarchy $\mathcal{H}$ can have more partitions than $\mathcal{H}^{\prime}$, but $\mathcal{H}$ has less distinct partitions than $\mathcal{H}^{\prime}$.

To state the properties of combinations of hierarchical watersheds aforementioned, we review the characterization of hierarchical watersheds proposed in [13]. To this end, we first remind the definition of binary partition hierarchies by altitude ordering, which is closely linked to hierarchical watersheds [9].

### 3.1. Binary partition hierarchies by altitude ordering

Binary partition trees [24] are widely used for hierarchical image representation. In this section, we describe the particular case where regions linked by the lowest edge weights are the first regions to be merged in the hierarchy [9], which is deeply linked to single-linkage clustering [8].

Let $<$ be an altitude ordering (on $E$ ) for $w$, i.e., $<$ is a binary relation that is transitive and trichotomous (for any $u$ and $v$ in $E$ only one of the relations $u<v, v<u$ and $v=u$ holds true) such that, for any $u$ and $v$ in $E$, if $w(u)<w(v)$, then $u<v$. Let $k$ be any element in $\{1, \ldots,|E|\}$. We denote by $u_{k}^{<}$the $k$-th element of $E$ with respect to $<$. We set $\mathbf{B}_{0}=$ $\{\{x\} \mid x \in V\}$. The $k$-partition of $V$ (by the ordering $<$ ) is defined by $\mathbf{B}_{k}=\left\{\mathbf{B}_{k-1}^{y} \cup \mathbf{B}_{k-1}^{x}\right\} \cup\left(\mathbf{B}_{k-1} \backslash\left\{\mathbf{B}_{k-1}^{x}, \mathbf{B}_{k-1}^{y}\right\}\right)$ where $u_{k}^{\prec}=\{x, y\}$ and $\mathbf{B}_{k-1}^{x}$ and $\mathbf{B}_{k-1}^{y}$ are the regions
of $\mathbf{B}_{k-1}$ that contain $x$ and $y$, respectively. The sequence $\left(\mathbf{B}_{i} \mid i=0\right.$ or $\left.\mathbf{B}_{i} \neq \mathbf{B}_{i-1}\right)$ is a hierarchy on $V$. This hierarchy $\left(\mathbf{B}_{i} \mid i=0\right.$ or $\left.\mathbf{B}_{i} \neq \mathbf{B}_{i-1}\right)$, denoted by $\mathcal{B}_{<}$, is called the binary partition hierarchy (by altitude ordering) of ( $G, w$ ) by $<$.

Let $\mathcal{B}$ be a hierarchy on $V$. We say that $\mathcal{B}$ is a binary partition hierarchy of $(G, w)$ if there is an altitude ordering $<$ for $w$ such that $\mathcal{B}$ is the binary partition hierarchy of $(G, w)$ by $<$.

Let $<$ be an altitude ordering for $w$. We can associate any non-leaf region $X$ of the binary partition hierarchy $\mathcal{B}_{<}$ of $(G, w)$ by $<$ to the lowest rank $r$ such that $\mathbf{B}_{r}$ contains $X$. This rank is called the rank of $X$ and it is denoted by $r(X)$. Let $X$ be a non-leaf region of $\mathcal{B}_{<}$, the building edge of $X$ is the $r(X)-t h$ edge for $\prec$. Given an edge $u$ in $E$, we denote the region of $\mathcal{B}_{<}$whose building edge is $u$ by $R_{u}$. If $u$ is the building edge of a region of $\mathcal{B}_{<}$, we say that $u$ is a building edge of $\mathcal{B}_{<}$. The set of all building edges of $\mathcal{B}_{<}$is denoted by $E\left(\mathcal{B}_{<}\right)$.

In Figure 5, we present a weighted graph $(G, w)$ and a binary partition hierarchy $\mathcal{B}$ of $(G, w)$. The building edge of each non-leaf region $R$ of $\mathcal{B}$ is shown above the node that represents $R$.

Important remark: by abuse of notation, when no confusion is possible, we will denote the set of vertices of any minima of $w$ as a minima of $w$.

As established in [19], given a binary partition hierarchy $\mathcal{B}$ of $(G, w)$, the minima of $w$ can be extracted from $\mathcal{B}$ as well as the watershed-cut edges for $\mathcal{B}$, whose definition is given bellow.

Definition 3 (watershed-cut edge). Let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$, let u be a building edge of $\mathcal{B}$ such that each child of $R_{u}$ contains at least one minimum of $w$. Then we say that $u$ is a watershed-cut edge (of $(G, w))$ for $\mathcal{B}$.

### 3.2. Characterization of hierarchical watersheds

In [13], the authors present a characterization of hierarchical watersheds for weighted graphs which are trees with pairwise distinct edge weights. They define one-side increasing maps and establish their link with hierarchical watersheds. In this section, we generalize their definition of one-side increasing maps (in Definition 4) as well as
their characterization of hierarchical watersheds (in Theorem 5 to any weighted graph ${ }^{1}$.

Definition 4 (one-side increasing map). Let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$. Let $f$ be a map from $E$ into $\mathbb{R}$. We say that $f$ is one-side increasing for $\mathcal{B}$ if:

1. $\{f(e) \mid e \in E(\mathcal{B})\}=\{0, \ldots, n-1\}$;
2. for any edge $u$ in $E(\mathcal{B}), f(u)>0$ if and only if $u$ is a watershed-cut edge for $\mathcal{B}$; and
3. for any edge $u$ in $E(\mathcal{B})$, there exists a child $R$ of $R_{u}$ such that $f(u) \geq \vee\left\{f(v)\right.$ such that $R_{v}$ is included in $R\}$, where $\vee\}=0$.

Important remark: for simplicity's sake, only the building edges of $\mathcal{B}$ are considered in the second statement of Definition 4 , But, since we are handling saliency maps of hierarchies, this statement applies to every edge in $E$.

Theorem 5. Let $\mathcal{H}$ be a hierarchy on $V$. The hierarchy $\mathcal{H}$ is a hierarchical watershed of $(G, w)$ if and only if there is an altitude ordering $<$ for $w$ such that the saliency map $\Phi(\mathcal{H})$ of $\mathcal{H}$ is one-side increasing for $\mathcal{B}_{<}$.

For instance, we can verify in Figure 5 that the saliency maps of the hierarchical watersheds $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ of $(G, w)$ are one-side increasing for the binary partition hierarchy $\mathcal{B}$.

### 3.3. Combinations with infimum, supremum, average and concatenation

As stated established in the following property, combinations of hierarchical watersheds with infimum, supremum, average and concatenation are not hierarchical watersheds nor flattened hierarchical watersheds in general.

Property 6. Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be two hierarchical watersheds of $(G, w)$. The combination of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ with supremum (resp. average, concatenation and infimum) is not a flattened hierarchical watershed of $(G, w)$ in general.
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Figure 8: Combination of the saliency maps $\Phi\left(\mathcal{H}_{1}\right)$ and $\Phi\left(\mathcal{H}_{2}\right)$ of Figure 5 with average and concatenation $(\lambda=3)$.

Proof 1 (of Property 6). Let us consider the hierarchical watersheds $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ of the graph $(G, w)$ and their combination $\mathcal{H}_{\curlywedge}$ with supremum depicted in Figure 5. The first pair of regions to be merged in $\mathcal{H}_{\curlywedge}$ are the minima $B$ and C. However, there is no hierarchical watershed of $(G, w)$ such that $B$ and $C$ are the first minima to be merged. By contradiction, let us assume that there is a sequence of minima $\mathcal{S}^{\prime}$ of $(G, w)$ such that, in the hierarchical watershed $\mathcal{H}^{\prime}$ of $(G, w)$ for $\mathcal{S}^{\prime}, B$ and $C$ are the first minima to be merged. Then, we can infer that either $B$ or $C$ is the first minima in the sequence $\mathcal{S}^{\prime}$. However, if $B$ were the first minima, then it would be merged to the minimum $A$ because the weight of the edge linking $A$ and $B$ is 6 , which is lower than the weight of the edge linking $B$ and $C$. On the other hand, if $C$ were the first minimum in the sequence $\mathcal{S}^{\prime}$, then $C$ would be first merged to $D$ due to the same reason. Hence, there is no hierarchical watershed $\mathcal{H}^{\prime}$ of $(G, w)$ such that partition $\{A, B \cup C, D, E\}$ of $\mathcal{H}_{\curlywedge}$ is a partition of $\mathcal{H}^{\prime}$. Therefore, $\mathcal{H}_{\curlywedge}$ is not a flattened hierarchical watershed of $(G, w)$. The same situation is found in the combinations with average and concatenation of the maps $\Phi\left(\mathcal{H}_{1}\right)$ and $\Phi\left(\mathcal{H}_{2}\right)$ shown in Figure 8. In both cases, the minima $B$ and $C$ are the first to be merged in the hierarchy. The counter example for infimum is presented in Figure 9 where we show two maps $f$ and $g$ which are oneside increasing for distinct binary partition hierarchies of the graph $\left(G^{\prime}, w^{\prime}\right)$. The reader can verify that the QFZ hierarchy of the combination of $f$ and $g$ with infimum is not a flattened hierarchical watershed of $\left(G^{\prime}, w^{\prime}\right)$.

The counter-example of Figure 9 considers two maps which are one-side increasing for distinct binary partition hierarchies of $\left(G^{\prime}, w^{\prime}\right)$. However, as established in the following property, if the input maps are one-side increasing for the same binary partition hierarchy of $(G, w)$, then their combination with infimum is a flattened hierarchical watershed of $(G, w)$.

Property 7. Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be two hierarchical watersheds of $(G, w)$ and let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$ such that both $\Phi\left(\mathcal{H}_{1}\right)$ and $\Phi\left(\mathcal{H}_{2}\right)$ are one-side increasing for $\mathcal{B}$. Then the hierarchy $\mathcal{H}_{\curlywedge}=$ $Q \mathcal{F} \mathcal{Z}\left(G, \curlywedge\left(\Phi\left(\mathcal{H}_{1}\right), \Phi\left(\mathcal{H}_{2}\right)\right)\right)$ is a flattened hierarchical watershed of $(G, w)$.

Important remark: in the processing of graph-based image segmentation, it is common to consider a raster scanning of the edges of any input graph. Hence, a unique altitude ordering $<$ for $w$ and, consequently, a unique binary partition hierarchy of $(G, w)$ are used by the algorithm.

### 3.4. Generalization to other combining functions

In this section, we are interested in generalizing the analysis of combination functions. In the following property, we introduce a sufficient condition for a combining function to always output flattened hierarchical watersheds.

Property 8. Let $C$ be a combining function, let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be two hierarchical watersheds of $(G, w)$ and let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$ such that both $\Phi\left(\mathcal{H}_{1}\right)$ and $\Phi\left(\mathcal{H}_{2}\right)$ are one-side increasing for $\mathcal{B}$. The combination of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ with $C$ is a flattened hierarchical watershed of $(G, w)$ if $C(0,0)=0$ and if, for any $a, b, c, d$ in $\{0, \ldots, n-1\}$, we have:

1. $C(a, b)=C(b, a)$; and
2. if $\min (a, b)<\min (c, d)$, then $C(a, b)<C(c, d)$; and
3. if $\min (a, b)=\min (c, d)$ and $\max (a, b)<\max (c, d)$, then $C(a, b) \leq C(c, d)$.

By Property 8, we can derive other combining functions which always lead to flattened hierarchical watersheds, such as $C^{\prime}(a, b)=\min \left(a^{m}, b^{m}\right)$ and $C^{\prime \prime}(a, b)=$ $\min (a, b)^{m}$, for any $m \geq 1$, or the function stated in the following property.

Property 9. Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be two hierarchical watersheds of $(G, w)$. Let $C$ be a combining function such that:

$$
C(x, y)= \begin{cases}0 & \text { if } x=0 \text { and } y=0  \tag{6}\\ \frac{x^{m} y^{m}}{x^{m}+y^{m}} & \text { otherwise }\end{cases}
$$

for $m \geq n$. The combination of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ with $C$ is $a$ flattened hierarchical watershed of $(G, w)$.

$\mathcal{B}_{1}$

( $G, f_{2}$ )

$\mathcal{B}_{2}$

$\left(G, \curlywedge\left(f_{1}, f_{2}\right)\right)$

Figure 9: Firs line: a graph $(G, w)$ and its two binary partition hierarchies $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$. Second line: a map $f_{1}$ which is the saliency map of a hierarchical watershed of $(G, w)$ and which is one-side increasing for $\mathcal{B}_{1}$, a map $f_{2}$ which is the saliency map of a hierarchical watershed of ( $G, w$ ) and which is one-side increasing for $\mathcal{B}_{2}$, and the combination of $f_{1}$ and $f_{2}$ with infimum. The resulting combination is not a flattened hierarchical watershed of $(G, w)$.

## 4. Conclusion

In this article, we presented a study of the combinations of hierarchical watersheds assessed in [12]. Through the characterization of hierarchical watersheds introduced in [13], we concluded that combinations of hierarchical watersheds with infimum, supremum, linear combination and concatenation are not hierarchical watersheds in general. However, if the input hierarchical watersheds are one-side increasing the same binary partition hierarchy of $(G, w)$, their combination with infimum is a flattened hierarchical watershed. We also provided a sufficient condition for a combining function to always output flattened hierarchical watersheds. Among the four combining functions aforementioned, this condition holds true only for infimum.
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## Appendix A. Proofs of theorems and properties

## Appendix A.1. Proof of Theorem 5

In order to prove Theorem 5, we will use an equivalent formulation provided in Property 12 of [9], which requires to introduce the following new definitions.

Let $<$ be an altitude ordering for $w$, let $\mathcal{B}_{<}$be the binary partition hierarchy by $<$ and let $\mathcal{S}=\left(M_{1}, \ldots, M_{n}\right)$ be a sequence of minima of $(G, w)$. Let $X$ be a region of $\mathcal{B}_{<\text {. }}$ Following the terminology of [9], the extinction value of $X$ for $\mathcal{S}$ is zero if there is no minimum $M$ of $w$ such that $M$ is a subset of $X$ and, otherwise, it is the highest index $k$ such that $M_{k}$ is a subset of $X$. Let $\epsilon$ be the map from the regions of $\mathcal{B}_{<}$into $\mathbb{R}$ such that, for any region $Y$ of $\mathcal{B}_{<}, \epsilon(Y)$ is the extinction map of $Y$ for $\mathcal{S}$. We say that $\epsilon$ is the extinction map (for $<$ and $\mathcal{S}$ ) or that $\epsilon$ is an extinction map (for $<$ ).

Let $<$ be an altitude ordering for $w$, let $\mathcal{B}_{<}$be the binary partition hierarchy by $<$ and let $\mathcal{S}=\left(M_{1}, \ldots, M_{n}\right)$ be a sequence of minima of $w$. Let $u$ be a building edge of $\mathcal{B}_{<}$ and let $X$ be the region of $\mathcal{B}_{<}$whose building edge is $u$. The persistence value of $u($ for $<$ and $\mathcal{S})$ is the minimum of the extinction values of the children of $X$. Let $\rho$ be the map from the building edges of $\mathcal{B}_{<}$into $\mathbb{R}$ such that, for any building edge $u$ of $\mathcal{B}_{<}, \rho(u)$ is the persistence value of $u$. We say that $\rho$ is the persistence map (for $<$ and $\mathcal{S}$ ). We denote by $B_{i}$ the set of building edges of $\mathcal{B}_{<}$whose persistence value is lower than or equal to $i$.

Definition 10. (hierarchy induced by an altitude ordering and a sequence of minima [9]) Let $<$ be an altitude ordering for $w$, let $\mathcal{S}=\left(M_{1}, \ldots, M_{n}\right)$ be a sequence of minima of $w$ and let $\rho$ be the persistence map for $<$ and for $\mathcal{S}$. The sequence of partitions $\left(C C\left(V, B_{0}\right), \ldots, C C\left(V, B_{n-1}\right)\right)$ is a hierarchy called the hierarchy induced by $<$ and $\mathcal{S}$.

Recall that Theorem 5 states the equivalence between:
A A hierarchy $\mathcal{H}$ is a hierarchical watershed of $(G, w)$.
B There exists an altitude ordering < for $w$ such that the saliency map $\Phi(\mathcal{H})$ is one-side increasing for $\mathcal{B}_{<}$

In order to prove this theorem, we will use another equivalent property:

C There exists an altitude ordering $<$ for $w$ and a sequence of minima $\mathcal{S}$ of $w$ such that $\mathcal{H}$ is induced by $<$ and $\mathcal{S}$.

Property 12 of [9] established the equivalence between A and $C$. We will then show the equivalence between $B$ and C. This proof is decomposed in Lemma $15(\mathrm{C} \Rightarrow \mathrm{B})$ and Lemma 16 ( $B \Rightarrow C$ ).

We now introduce some new lemmas needed to prove Lemma 15

Lemma 11. Let $<$ be an altitude ordering for $w$ and let $\epsilon$ be an extinction map for $\mathcal{B}_{<\text {. Let } X}$ and $Y$ be two regions


Proof 2. Since $\mathcal{B}_{<}$is a hierarchy, we can affirm that, for any two regions $Y$ and $Z$ of $\mathcal{B}_{<}$, if $Y \subseteq Z$, then all minima of $w$ included in $Y$ are also included in $Z$ and, therefore, $\epsilon(Y) \leq \epsilon(Z)$.

Lemma 12. Let $<$ be an altitude ordering for $w$ and let $\epsilon$ be an extinction map for $<$. The range of $\epsilon$ is $\{0, \ldots, n\}$.

Proof 3. To prove that the range of $\epsilon$ is $\{0, \ldots, n\}$, we will prove that $\{0, \ldots, n\} \subseteq \operatorname{range}(\epsilon)$ and that range $(\epsilon) \subseteq$ $\{0, \ldots, n\}$.

1. $\{0, \ldots, n\} \subseteq$ range $(\epsilon)$. First, we prove that 0 is in range $(\epsilon)$. Let $u$ be the lowest edge of $E\left(\mathcal{B}_{<}\right)$for $<$. We can say that $u$ is in a minimum of $w$. Moreover, the children of $R_{u}$ are necessarily singletons. Hence, the extinction value of both children of $u$ is zero. Now, we will prove for $i$ in $\{1, \ldots, n\}$. By [19], any minimum of $w$ is a region of $\mathcal{B}$. Therefore, for any $i$ in $\{1, \ldots, n\}$, there is a region of $\mathcal{B}_{<}$whose extinction value is $i$.
2. range $(\epsilon) \subseteq\{0, \ldots, n\}$. For any region $X$ of $\mathcal{B}_{<}$, if $X$ contains at least one minimum of $w$, then its extinction value is in $\{1, \ldots, n\}$. Otherwise, the extinction value of $X$ is zero.

Lemma 13. Let <be an altitude ordering on the edges of $G$ for $w$, let $\mathcal{S}=\left(M_{1}, \ldots, M_{n}\right)$ be a sequence of minima of $w$ and let $\rho$ be the persistence map for $<$ and for $\mathcal{S}$. The range of $\rho$ is $\{0, \ldots, n-1\}$.

Proof 4. Let $\in$ denote the extinction map for $<$ and $\mathcal{S}$. We will prove that (1) for any building edge $u$ of $\mathcal{B}_{<,} \rho(u)$ is in $\{0, \ldots, n-1\}$, and that, (2) for any $i$ in $\{0, \ldots, n-1\}$, there is a building edge of $\mathcal{B}_{<}$whose persistence value is $i$.

1. $\{0, \ldots, n-1\} \subseteq \operatorname{range}(\rho)$. First, we prove that 0 is in range $(\rho)$. By Lemma 12, there is a region $X$ of $\mathcal{B}_{<}$whose extinction value is zero. Therefore, the persistence value of the parent of $X$ is equal to zero. Now, we will prove that any $i$ in $\{1, \ldots, n-1\}$ is in range $(\rho)$. Let $i$ be a value in $\{1, \ldots, n-1\}$. By [19], the minimum $M_{i}$ is a region of $\mathcal{B}_{<}$. Then, there is a region of $\mathcal{B}_{<}$whose extinction value is $i$. Let $X$ be the largest region of $\mathcal{B}_{<}$whose extinction value is $i$. We can say that $X \neq V$ because $M_{n}$ is included in $V$ and, therefore, $\epsilon(V)=n$. Let $Z$ be the parent of $X$. We can infer that the extinction value $\epsilon(Z)$ of $Z$ is strictly greater than $i$. Therefore, there is a minimum $M_{j}$ with $j>i$ included in the sibling of $X$. Hence, the extinction value of sibling $(X)$ is also strictly greater than $i$. Then, the persistence value of the building edge of $Z$, being the minimum of the extinction value of its children, is $i$.
2. $\operatorname{range}(\rho) \subseteq\{0, \ldots, n-1\}$. Let $u$ be an edge in $E\left(\mathcal{B}_{<}\right)$. By Lemma 12, and as the persistence value of $u$ is equal to the extinction value of a child of $R_{u}$, we have that $\rho(u)$ is in $\{0, \ldots, n\}$. Moreover, the persistence value $\rho(u)$ of $u$ is lower than $n$ because, if the extinction value of one child $X$ of $R_{u}$ is $n$, then the minimum $M_{n}$ is included in $X$ and $M_{n}$ is not included in sibling $(X)$, which implies that the extinction value of sibling $(X)$ is strictly lower than $n$. Therefore, since $\rho(u)=\min \{\epsilon(X), \epsilon(\operatorname{sibling}(X))\}$, the persistence value of $u$ is strictly lower than $n$. Thus, we have that range $(\rho) \subseteq\{0, \ldots, n-1\}$.

Lemma 14. Let $<$ be an altitude ordering for $w$, let $\mathcal{S}=$ $\left(M_{1}, \ldots, M_{n}\right)$ be a sequence of minima of $w$ and let $\rho$ be the persistence map for $<$ and for $\mathcal{S}$. Let $\mathcal{H}$ be the hierarchy induced by $<$ and $\mathcal{S}$. For any building edge $u$ of $\mathcal{B}_{<\text {, }}$ we have $\Phi(\mathcal{H})(u)=\rho(u)$.

Proof 5. By definition, $\mathcal{H}$ is the sequence $\left(C C\left(V, B_{0}\right), \ldots, C C\left(V, B_{n-1}\right)\right)$ such that, for any $i$ in $\{0, \ldots, n-1\}, B_{i}$ is the set of building edges of $\mathcal{B}_{<}$
whose persistence values is lower than or equal to $i$. Let $u=\{x, y\}$ be a building edge of $\mathcal{B}_{<}$and let $i$ be the persistence value of $u$. We can say that $x$ and $y$ are in the same region of $C C\left(V, B_{i}\right)$ but in distinct regions of $C C\left(V, B_{i-1}\right)$ if $i \neq 0$. Therefore, since $C C\left(V, B_{i}\right)$ is the $i$-th partition of $\mathcal{H}$, by the definition of saliency maps, we have $\Phi(\mathcal{H})(u)=i$.

Lemma 15. Let < be an altitude ordering for $w$, let $\mathcal{S}$ be a sequence of minima of $w$ and let $\mathcal{H}$ be the hierarchy induced by < and by $\mathcal{S}$. The saliency map $\Phi(\mathcal{H})$ of $\mathcal{H}$ is one-side increasing for $\mathcal{B}_{<}$.

Proof 6. In order to prove that $\Phi(\mathcal{H})$ is one-side increasing for $\mathcal{B}_{<}$, by Definition 4, we need to prove that the following three statements hold true:

## 1. $\left\{\Phi(\mathcal{H})(e) \mid e \in E\left(\mathcal{B}_{<}\right)\right\}=\{0, \ldots, n-1\}$;

2. for any edge $u$ in $E\left(\mathcal{B}_{<}\right), \Phi(\mathcal{H})(u)>0$ if and only if $u$ is a watershed-cut edge for $\mathcal{B}_{<}$; and
3. for any edge $u$ in $E\left(\mathcal{B}_{<}\right)$, there exists a child $R$ of $R_{u}$ such that $\Phi(\mathcal{H})(u) \geq \vee\left\{\Phi(\mathcal{H})(v)\right.$ such that $R_{v}$ is included in $R\}$, where $\vee\}=0$.

In the sequel of this proof, let $\rho$ and $\epsilon$ be respectively the persistence map and the extinction map for $<$ and $\mathcal{S}$.

1. By Lemma 14. we have $\left\{\Phi(\mathcal{H})(e) \mid e \in E\left(\mathcal{B}_{<}\right)\right\}=$ $\left\{\rho(e) \mid e \in E\left(\mathcal{B}_{<}\right)\right\}$. Then, as Lemma $\sqrt[13]{ }$ states that the range of $\rho$ is $\{0, \ldots, n-1\}$, we can conclude that $\left\{\Phi(\mathcal{H})(e) \mid e \in E\left(\mathcal{B}_{<}\right)\right\}$is the set $\{0, \ldots, n-1\}$.
2. Let $u$ be a building edge of $\mathcal{B}_{<}$. Given the following propositions:
(a) $u$ is a watershed-cut edge for $\mathcal{B}_{<}$
(b) $\Phi(\mathcal{H})(u)>0$
we will prove that (a) implies (b), and that not $(b)$ implies not (a).
If $u$ is a watershed-cut edge for $\mathcal{B}_{<}$, then both children of $R_{u}$ contain at least one minimum of $w$. Therefore, the extinction value of both children of $R_{u}$ is non-zero and, consequently, the persistence value $\rho(u)$ of $u$ is non-zero. Moreover, by Lemma 14 in this case we have $\Phi(\mathcal{H})(e)=\rho(e)$ for any building
edge e of $\mathcal{B}_{<}$. Thus, $\Phi(\mathcal{H})(u)$, being equal to $\rho(u)$, is non-zero.
On the other hand, if $u$ is not a watershed-cut edge for $\mathcal{B}_{<}$, then there is a child $X$ of $R_{u}$ which does not contain any minimum of $w$. Therefore, the extinction value of $X$ is equal to $0: ~ \epsilon(X)=0$. Since, by definition $\rho(u)=\min \{\epsilon(X), \epsilon(\operatorname{sibling}(X))\}$ and the minimal extinction value is zero, we can say that $\rho(u)=0$. Again, by Lemma 14. in this case we have $\Phi(\mathcal{H})(e)=\rho(e)$ for any building edge $e$ of $\mathcal{B}_{<}$and thus, $\Phi(\mathcal{H})(u)$, being equal to $\rho(u)$, is equal to 0 .
3. Let $u$ be a building edge of $\mathcal{B}_{<.}$The persistence value of $u$ is the extinction value of a child $X$ of $R_{u}$. Let $X$ be a child of $R_{u}$ such that $\rho(u)$, the persistence value of $u$, is equal to $\epsilon(X)$, the extinction value of X. By Lemma 11, for any region $Y$ of $\mathcal{B}_{<}$such that $Y \subseteq X$, we have $\epsilon(Y) \leq \epsilon(X)$ and, as $X \subseteq R_{u}$, $\epsilon(Y) \leq \epsilon\left(R_{u}\right)$. Let $v$ be the building edge of a region $Z \subseteq X$. Then, we can say that the extinction value of both children of $Z$ is less than or equal to the extinction value $\epsilon(X)$. Hence, $\rho(v) \leq \epsilon(X)$ and, then, $\rho(v) \leq \rho(u)$. By Lemma 14 we can conclude that $\Phi(\mathcal{H})(v) \leq \Phi(\mathcal{H})(u)$. Hence, $\Phi(\mathcal{H})(u) \geq \vee\{\Phi(\mathcal{H})(v)$ such that $R_{v}$ is included in $\left.X\right\}$.

Lemma 16. Let $<$ be an altitude ordering of $(G, w)$ and let $\mathcal{H}$ be a hierarchy on $V$ such that $\Phi(\mathcal{H})$ is one-side increasing for $\mathcal{B}_{<.}$Then there exists a sequence of minima $\mathcal{S}$ such that $\mathcal{H}$ is the hierarchy induced by $<$ and $\mathcal{S}$.

In order to prove Lemma 16, we establish the following lemma, which results from the generalization of Lemmas 6 and 7 of [13].

Lemma 17. Let $<$ be an altitude ordering for $w$ and let $f$ be map from $E$ into $\mathbb{R}$ such that $f$ is one-side increasing for $\mathcal{B}_{<.}$Then, there exists an extinction map $\epsilon$ for $<$ such that, for any building edge $u$ of $\mathcal{B}_{<}$:

$$
f(u)=\min \left\{\epsilon(R) \text { such that } R \text { is a child of } R_{u}\right\}
$$

In [13], the authors established the result in Lemma 17 in the case where $(G, w)$ is a tree with pairwise distinct edge weights. They introduced estimated (approximated) extinction maps such that, for any map $f$ from $E$ into $\mathbb{R}$ and for any altitude ordering $<$ for $w$, the estimated extinction map for $f$ and $<$ is an extinction map for $<$ if and
only if $f$ is one-side increasing for $\mathcal{B}_{<}$. Then, they proved that, given a map $f$ from $E$ into $\mathbb{R}$ and given an altitude ordering $<$ for $w$ such that $f$ is one-side increasing for $\mathcal{B}_{<\text {, }}$ this implies that, for any building edge $u$ for $\mathcal{B}_{<}$, we have $f(u)=\min \left\{\epsilon(R)\right.$ such that $R$ is a child of $\left.R_{u}\right\}$ where $\epsilon$ is the estimated extinction map for $f$ and $<$. The generalization of this result to the case where $(G, w)$ is not a tree with pairwise distinct edge weights will be presented in an extended version of [13].

The following lemma, established in [8], links MSTs and QFZ hierarchies.

Lemma 18 (Theorem 4 of $[\mathbf{8}]$ ). A subgraph $G^{\prime}$ of $G$ is a MST of $(G, w)$ if and only if:

1. the $Q F Z$ hierarchy of $G^{\prime}$ and $G$ are the same; and
2. the graph $G^{\prime}$ is minimal for statement 1, i.e., for any subgraph $G^{\prime \prime}$ of $G^{\prime}$, if the quasi-flat zone hierarchy of $G^{\prime \prime}$ for $w$ is the one of $G$ for $w$, then we have $G^{\prime \prime}=G^{\prime}$.

Lemma 19. Let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$ and let $\mathcal{H}$ be a hierarchy on $V$ such that $\Phi(\mathcal{H})$ is one-side increasing for $\mathcal{B}$. Then $(V, E(\mathcal{B})$ ) is a MST of $(G, \Phi(\mathcal{H}))$.

Proof 7. Let $\alpha$ denote the sum of the weight of the edges in $E(\mathcal{B})$ in the map $\Phi(\mathcal{H}): \alpha=\sum_{e \in E(\mathcal{B})} \Phi(\mathcal{H})(e)$. As $\Phi(\mathcal{H})$ is one-side increasing for $\mathcal{B}$, by the condition 1 of Definition 4 we can affirm that $\alpha=0+1+\cdots+n-1$. In order to prove that $(V, E(\mathcal{B}))$ is a MST of $(G, \Phi(\mathcal{H}))$, we will prove that, for any MST $G^{\prime}$ of $(G, \Phi(\mathcal{H}))$, the sum of the weight of the edges in $G^{\prime}$ is greater than or equal to $\alpha$. Let $G^{\prime}$ be a MST of $(G, \Phi(\mathcal{H}))$. As $G^{\prime}$ is a MST of $(G, \Phi(\mathcal{H}))$, by the condition 1 of Lemma 18 we have that $G$ and $G^{\prime}$ have the same quasi-flat zones hierarchy: $Q \mathcal{F} \mathcal{Z}(G, \Phi(\mathcal{H}))=Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, \Phi(\mathcal{H})\right)$. As $\Phi(\mathcal{H})$ is the saliency map of $\mathcal{H}$, we have that $\mathcal{H}=Q \mathcal{F} \mathcal{Z}(G, \Phi(\mathcal{H}))$. Therefore, $\mathcal{H}=Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, \Phi(\mathcal{H})\right)$. Let $i$ be a value in $\{1, \ldots, n-1\}$. By the condition 1 of Definition 4 we can say that $\{1, \ldots, n-1\}$ is a subset of the range of $\Phi(\mathcal{H})$. Therefore, $\mathcal{H}$ is composed of at least $n$ distinct partitions. Let $\mathcal{H}$ be the sequence $\left(\mathbf{P}_{0}, \ldots, \mathbf{P}_{n-1}, \ldots\right)$. Since the partitions $\mathbf{P}_{i}$ and $\mathbf{P}_{i-1}$ are distinct, then there exists a region in $\mathbf{P}_{i}$ which is not in $\mathbf{P}_{i-1}$. Therefore, there is a region $X$ of $\mathbf{P}_{i}$ which is composed of a several regions $\left\{R_{1}, R_{2}, \ldots\right\}$ of $\mathbf{P}_{i-1}$. Then, there are two adjacent vertices $x$ and $y$ such
that $x$ and $y$ are in distinct regions in $\left\{R_{1}, R_{2}, \ldots\right\}$. Let $x$ and $y$ be two adjacent vertices such that $x$ and $y$ are in distinct regions in $\left\{R_{1}, R_{2}, \ldots\right\}$. Hence, the lowest $j$ such that $x$ and $y$ belong to the same region of $\mathbf{P}_{j}$ is $i$. Thus, there exists an edge $u=\{x, y\}$ in $E(\mathcal{B})$ such that $\Phi(\mathcal{H})(u)=i$. Hence, the sum of the weight of the edges of $G^{\prime}$ is at least $1+\cdots+n-1$, which is equal to $\alpha$. Therefore, the graph $(V, E(\mathcal{B}))$ is a MST of $(G, \Phi(\mathcal{H}))$.

Proof 8 (of Lemma 16). As $\Phi(\mathcal{H})$ is one-side increasing for $\mathcal{B}_{<}$, then, by Lemma 17 there is an extinction map $\epsilon$ such that, for any building edge $u$ of $\mathcal{B}_{<,} \Phi(\mathcal{H})(u)=$ $\min \left\{\epsilon(R)\right.$ such that $R$ is a child of $\left.R_{u}\right\}$. Since $\epsilon$ is an extinction map, then there is a sequence $\mathcal{S}=\left(M_{1}, \ldots, M_{n}\right)$ of minima of $w$ such that $\epsilon$ is the extinction map for $<$ and $\mathcal{S}$, and such that, for any region $R$ of $\mathcal{B}_{<,} \epsilon(R)=\vee\left\{i \mid M_{i} \subseteq\right.$ $R$ \}. Let $G^{\prime}$ denote the graph $\left(V, E\left(\mathcal{B}_{<}\right)\right)$. By Lemma 19 $G^{\prime}$ is a MST of $(G, \Phi(\mathcal{H}))$ and, consequently, by Lemma $18 \mathcal{H}=Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, \Phi(\mathcal{H})\right)$. Let $\rho$ denote the persistence map for $<$ and for $\mathcal{S}$. Since $\Phi(\mathcal{H})(u)=\min \{\epsilon(R)$ such that $R$ is a child of $R_{u}$ \}, we have that, for any building edge $u, \Phi(\mathcal{H})(u)$ is the persistence value $\rho(u)$ of $u$. Then, $Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, \Phi(\mathcal{H})\right)=Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, \rho\right)$. By definition, $Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, \rho\right)$ is precisely the hierarchy induced by $<$ and by $\mathcal{S}$.

## Appendix A.2. Proof of Property 7

To prove Property 7, we first provide in Property 20 a sufficient condition for a hierarchy to be a flattened hierarchical watershed of ( $G, w$ ).

Property 20. Let $\mathcal{H}$ be a hierarchy on $V$ and let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$ such that:

1. $(V, E(\mathcal{B}))$ is a MST of $(G, \Phi(\mathcal{H}))$; and
2. for any edge $u$ in $E(\mathcal{B})$, if $u$ is not a watershed-cut edge for $\mathcal{B}$, then $\Phi(\mathcal{H})(u)=0$; and
3. for any edge $u$ in $E(\mathcal{B})$, there exists a child $R$ of $R_{u}$ such that $\Phi(\mathcal{H})(u) \geq \vee\left\{\Phi(\mathcal{H})(v)\right.$ such that $R_{v}$ is included in $R\}$, where $\vee\}=0$.

Then $\mathcal{H}$ is a flattened hierarchical watershed of $(G, w)$.
The reader can observe that the statement 3 of the above property is precisely the statement 3 of the definition of
one-side increasing maps (Definition 4 ), and that the statement 2 is an implication of the statement 2 of Definition 4 The statement 1 of the above property corresponds to a property of one-side increasing maps established in Lemma 19

In order to prove Property 20, we first state two auxiliary lemmas. From Property 10 of [9], we can deduce the following lemma linking binary partition hierarchies and MSTs.

Lemma 21. Let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$. The $\operatorname{graph}(V, E(\mathcal{B}))$ is a $\operatorname{MST}$ of $(G, w)$.

By Property 12 of [9] linking hierarchical watersheds and hierarchies induced by an altitude ordering and a sequence of minima, and by Lemma 18 , we infer the following lemma.

Lemma 22. Let $G^{\prime}$ be a MST of $(G, w)$ and let $\mathcal{H}$ be a hierarchical watershed of $\left(G^{\prime}, w\right)$. Then $\mathcal{H}$ is also a hierarchical watershed of $(G, w)$.

Proof 9 (of Property 20). Let $\mathcal{H}$ be a hierarchy on $V$ such that there is a binary partition hierarchy $\mathcal{B}$ of $(G, w)$ such that:

1. $(V, E(\mathcal{B}))$ is a MST of $(G, \Phi(\mathcal{H}))$; and
2. for edge $u$ in $E(\mathcal{B})$, if $u$ is not a watershed-cut edge for $\mathcal{B}$, then $\Phi(\mathcal{H})(u)=0$; and
3. for edge $u$ in $E(\mathcal{B})$, there exists a child $R$ of $R_{u}$ such that $\Phi(\mathcal{H})(u) \geq \vee\left\{\Phi(\mathcal{H})(v)\right.$ such that $R_{v}$ is included in $R\}$, where $\vee\}=0$.

We will prove that $\mathcal{H}$ is a flattened hierarchical watershed of $(G, w)$. To this end, we will prove that there is a hierarchical watershed $\mathcal{H}_{w}$ of $(G, w)$ such that any partition of $\mathcal{H}$ is also a partition of $\mathcal{H}_{w}$. Let $G^{\prime}$ denote the $\operatorname{graph}(V, E(\mathcal{B}))$. By Lemma 21, $G^{\prime}$ is a MST of $(G, w)$. Moreover, by Lemma 22, given a hierarchical watershed $\mathcal{H}_{w}$ of a $\operatorname{MST}$ of $(G, w)$, we can say that $\mathcal{H}_{w}$ is also a hierarchical watershed of $(G, w)$. Hence, we can simply prove that there is a hierarchical watershed $\mathcal{H}_{w}$ of $\left(G^{\prime}\right.$, w) such that any partition of $\mathcal{H}$ is also a partition of $\mathcal{H}_{w}$.

To define the hierarchy $\mathcal{H}_{w}$, we first define a map $f$ from $E(\mathcal{B})$ into $\mathbb{R}$ such that $f$ is one-side increasing for $\mathcal{B}$. Since $G^{\prime}$ is a tree, by the definition of saliency maps,
we can say that $f$ is the saliency map of the hierarchy $Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, f\right)$. By Theorem 5, as $f$ is one-side increasing for $\mathcal{B}$, we may say that $Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, f\right)$ is a hierarchical watershed of $\left(G^{\prime}, w\right)$.

In the map $f$, the edges which are not watershed-cut edges for $\mathcal{B}$ are assigned to zero, and the watershed-cut edges for $\mathcal{B}$ are ranked according to their weights in $w$ and in $\Phi(\mathcal{H})$. Let < be an altitude ordering for $w$ such that $\mathcal{B}$ is the binary partition hierarchy for $<$. Let $<_{2}$ be a total ordering on the set $\{u$ is a watershed-cut edge for $\left.\mathcal{B}_{<}\right\}$such that, for any two watershed-cut edges $u$ and $v$ for $\mathcal{B}_{<}$, we have $u<_{2} v$ if and only if $\Phi(\mathcal{H})(u)<\Phi(\mathcal{H})(v)$ or if $\Phi(\mathcal{H})(u)=\Phi(\mathcal{H})(v)$ and $u<v$. The map $f$ is defined as follows:
$f(u)= \begin{cases}0 & \text { if } u \text { is not a watershed - cut } \\ \text { edge for } \mathcal{B} \\ \text { rank of } u \text { for }<_{2} & \text { otherwise }\end{cases}$ (A.1)

We first demonstrate that $f$ is one-side increasing for $\mathcal{B}$.

1. By the definition of $f$, as there are $n-1$ watershed-cut edges for $\mathcal{B}$, we can say that, for any $i$ in $\{1, \ldots, n-$ 1 \}, there is a watershed-cut edge u for $\mathcal{B}$ such that the rank of $u$ for $<_{2}$ is $i$ and, consequently, $f(u)=i$. On the other hand, as $w$ has at least one minimum, there is at least one edge $e$ in $E(\mathcal{B})$ such that $e$ is not $a$ watershed-cut edge for $\mathcal{B}$ and such that $f(e)=0$. Hence, we have $\{f(e) \mid u \in E(\mathcal{B})\}=\{0, \ldots, n-1\}$. Therefore, the statement 1 of Definition 4 holds true for $f$.
2. For any edge $u$, by the definition of $f, f(u)$ is nonzero if and only if $u$ is not a watershed-cut edge for $\mathcal{B}$, so the statement 2 of Definition 4 holds true for $f$.
3. Let $u$ be a building edge for $\mathcal{B}$. If $u$ is not $a$ watershed-cut edge for $\mathcal{B}$, then there is a child $X$ of $R_{u}$ such that there is no minimum of $w$ included in $X$. Hence, none of the building edges of the descendants of $X$ is a watershed-cut edge for $\mathcal{B}$. By the definition of $f$, we have $f(u)=0$ and, for any edge $v$ such that $R_{v} \subseteq X$, we have $f(v)=0$. Hence, $f(u) \geq \vee\left\{f(v)\right.$ such that $R_{v}$ is included in $\left.X\right\}$. Otherwise, let us assume that $u$ is a watershed-cut edge
for $\mathcal{B}$. Then there is at least one minimum of $w$ included in each child of $R_{u}$. By the hypothesis 3, there is a child $X$ of $R_{u}$ such that $\Phi(\mathcal{H})(u) \geq \vee\{\Phi(\mathcal{H})(v)$ such that $R_{v}$ is included in $\left.X\right\}$. Let $X$ be the child of $R_{u}$ such that $\Phi(\mathcal{H})(u) \geq \vee\left\{\Phi(\mathcal{H})(v)\right.$ such that $R_{v}$ is included in $X\}$. Let e be a building edge of $\mathcal{B}$ such that $R_{e} \subseteq X$. If e is not a watershed-cut edge for $\mathcal{B}$, then $f(e)=0$ and, consequently, $f(u)>f(e)$. Otherwise, if $e$ is a watershed-cut edge for $\mathcal{B}$, then we have $\Phi(\mathcal{H})(u) \geq \Phi(\mathcal{H})(e)$ and $e<u$, which implies that $e<_{2} u$. Consequently, by the definition of $f$, we have $f(u)>f(e)$. Therefore, $f(u) \geq \vee\{f(v)$ such that $R_{v}$ is included in $\left.X\right\}$. Then, the third condition of Definition 4 holds true for $f$.

Hence, $f$ is one-side increasing for $\mathcal{B}$ and, as stated previously, $Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, f\right)$ is a hierarchical watershed of $\left(G^{\prime}, w\right)(r e s p .(G, w))$. Now, we only need to prove that any partition of $\mathcal{H}$ is a partition of $Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, f\right)$. By the hypothesis $1, G^{\prime}$ is a MST of $(G, \Phi(\mathcal{H}))$. Then, by Lemma 18 we can say that $\mathcal{H}$ is the QFZ hierarchy of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$. We will prove that any partition of $Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, \Phi(\mathcal{H})\right)$ is also a partition of $Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, f\right)$.

Let the range of $\Phi(\mathcal{H})$ be the set $\{0, \ldots, \ell\}:\{\Phi(\mathcal{H})(u) \mid$ $u \in E(\mathcal{B})\}=\{0, \ldots, \ell\}$. Let $\lambda$ be a value in $\{0, \ldots, \ell\}$. Let $G_{\lambda, \Phi(\mathcal{H})}^{\prime}$ be the $\lambda$-level set of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$. Let $\alpha$ be the greatest value in $\left\{f(u) \mid u \in E\left(G_{\lambda, \Phi(\mathcal{H})}^{\prime}\right)\right\}$. We will prove that the $\alpha$-level set of $\left(G^{\prime}, f\right)$ is equal to the $\lambda$-level set of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$. Since $\alpha$ is the greatest value in the set $\left\{f(u) \mid u \in E\left(G_{\lambda, \Phi(\mathcal{H})}^{\prime}\right)\right\}$, we can see that any edge $v$ in the $\lambda$-level set of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$ also belongs to the $\alpha$-level set of $\left(G^{\prime}, f\right)$. Now, we also need to prove that there is no edge $u$ in the $\alpha$-level set of $\left(G^{\prime}, f\right)$ such that $u$ is not in the $\lambda$-level set of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$.

Let $u$ be an edge which is not in the $\lambda$-level set of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$. Then, $\Phi(\mathcal{H})(u)>\lambda$ and, for any edge $v$ in the $\lambda$-level set of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$, we have $\Phi(\mathcal{H})(u)>\Phi(\mathcal{H})(v)$. Since the minimum value of $\lambda$ is zero, we can say that $\Phi(\mathcal{H})(u)>0$ and, by the hypothesis 2 , $u$ is a watershedcut edge for $\mathcal{B}$. Let $v$ be an edge in the $\lambda$-level set of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$. Since $\Phi(\mathcal{H})(u)>\Phi(\mathcal{H})(v)$, if $v$ is a watershed-cut edge for $\mathcal{B}$, then $v<_{2} u$ and $f(u)>f(v)$. Otherwise, if $v$ is not a watershed-cut edge for $\mathcal{B}$, by the definition of $f$, we have $f(v)=0$ and $f(u)>f(v)$. Thus, for any edge $v$ in the $\lambda$-level set of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$, we have $f(u)>f(v)$ and, therefore, $f(u)>\alpha$. Then, $u$ is not in the
$\alpha$-level set of $\left(G^{\prime}, f\right)$.
Therefore, we can conclude that the $\alpha$-level set of $\left(G^{\prime}, f\right)$ is equal to the $\lambda$-level set of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$. As the partitions of $\mathcal{H}$ are given by the set of connected components of the level sets of $\left(G^{\prime}, \Phi(\mathcal{H})\right)$, we can affirm that any partition of $\mathcal{H}$ is also a partition of $Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, f\right)$. Therefore, there is a hierarchical watershed $\mathcal{H}_{w}=Q \mathcal{F} \mathcal{Z}\left(G^{\prime}, f\right)$ of $\left(G^{\prime}, w\right)($ resp. $(G, w))$ such that any partition of $\mathcal{H}$ is also a partition of $\mathcal{H}_{w}$. Then, $\mathcal{H}$ is a flattened hierarchical watershed of $\left(G^{\prime}, w\right)(r e s p .(G, w))$.

Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be two hierarchical watersheds of $(G, w)$ and let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$ such that both $\Phi\left(\mathcal{H}_{1}\right)$ and $\Phi\left(\mathcal{H}_{2}\right)$ are one-side increasing for $\mathcal{B}$. Let $f_{3}$ denote the map $\curlywedge\left(\Phi\left(\mathcal{H}_{1}\right), \Phi\left(\mathcal{H}_{2}\right)\right)$. We will prove that the hierarchy $Q \mathcal{F} \mathcal{Z}\left(G, f_{3}\right)$ is a flattened hierarchical watershed of $(G, w)$. To this end, by Property 20 , we will prove that the following statements hold true:

1. $(V, E(\mathcal{B}))$ is a MST of $\left(G, f_{3}\right)$; and
2. for any edge $u$ in $E(\mathcal{B})$, if $u$ is not a watershed-cut edge for $\mathcal{B}$, then $f_{3}(u)=0$; and
3. for any edge $u$ in $E(\mathcal{B})$, there exists a child $R$ of $R_{u}$ such that $f_{3}(u) \geq \vee\left\{f_{3}(v)\right.$ such that $R_{v}$ is included in $R\}$, where $\vee\}=0$.

The following Lemmas 23,26 and 27 prove respectively that the conditions 1,2 and 3 for $Q \mathcal{F} \mathcal{Z}\left(G, f_{3}\right)$ to be a flattened hierarchical watershed of $(G, w)$ hold true.

Lemma 23. Let $f_{1}$ and $f_{2}$ be two maps from $E$ into $\mathbb{R}$ and let $G^{\prime}$ be a subgraph of $G$ such that $G^{\prime}$ is a MST of both $\left(G, f_{1}\right)$ and $\left(G, f_{2}\right)$. Then $G^{\prime}$ is also a MST of $\left(G, \curlywedge\left(f_{1}, f_{2}\right)\right)$.

In order to prove Lemma 23, we define cycles in the context of graphs and we state two well-known properties of spanning trees in Lemmas 24 and 25.

Let $x$ and $y$ be two vertices in $V$ and let $\pi=\left(x_{0}, \ldots, x_{p}\right)$ be a path from $x$ to $y$. For any edge $u=\left\{x_{i-1}, x_{i}\right\}$ for $i$ in $\{1, \ldots, p\}$, we say that $u$ is in $\pi$ or that $\pi$ includes $u$. We say that $\pi$ is a cycle if $x_{0}=x_{p}$ and $p>1$.
Lemma 24. Let $G^{\prime}$ be a spanning tree of $(G, w)$ and let $u$ be an edge in $E \backslash E\left(G^{\prime}\right)$. Then $\left(V, E\left(G^{\prime}\right) \cup\{u\}\right)$ contains a cycle $\pi$ that includes $u$.

Lemma 25. Let $G^{\prime}$ be a spanning tree of a weighted $\operatorname{graph}(G, f)$. Let $u$ be an edge in $E \backslash E\left(G^{\prime}\right)$ and let $\pi$ be the cycle of $\left(V, E^{\prime} \cup\{u\}\right)$ which includes $u$. The graph $G^{\prime}$ is a MST of $(G, f)$ if and only if $f(u) \geq f(v)$ for any edge $v$ in $\pi$.

Proof 10 (of Lemma 23). Let $f_{3}$ denote the map $\curlywedge\left(f_{1}, f_{2}\right)$. Let u be an edge in $E \backslash E\left(G^{\prime}\right)$. As $G^{\prime}$ is a spanning tree, by Lemma 24, the graph $\left(V, E^{\prime} \cup\{u\}\right)$ contains a cycle $\pi$ which includes the edge $u$. Since $G^{\prime}$ is a MST for $\left(G, f_{1}\right)$ and for $\left(G, f_{2}\right)$, by the forward implication of Lemma 25 for any edge $v$ in the cycle $\pi$, we have $f_{1}(v) \leq f_{1}(u)$ and $f_{2}(v) \leq f_{2}(u)$. Therefore, for any edge $v$ in the cycle $\pi$, we have $\min \left(f_{1}(v), f_{2}(v)\right) \leq \min \left(f_{1}(u), f_{2}(u)\right)$ and, consequently, $f_{3}(v) \leq f_{3}(u)$. Hence, for any edge $v$ in $\pi$, we have $f_{3}(u) \geq f_{3}(v)$. Thus, by the backward implication of Lemma $25 G^{\prime}$ is a MST of $\left(G, f_{3}\right)$.

The following lemma proves that the condition 2 for $Q \mathcal{F} \mathcal{Z}\left(G, f_{3}\right)$ to be a flattened hierarchical watershed hold true.

Lemma 26. Let $f_{1}$ and $f_{2}$ be two maps from $E$ into $\mathbb{R}$ and let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$ such that $f_{1}$ and $f_{2}$ are one-side increasing for $\mathcal{B}$. Let $f_{3}$ denote the map $\curlywedge\left(f_{1}, f_{2}\right)$. Then for any edge $u$ in $E(\mathcal{B})$, if $u$ is not a watershed-cut edge for $\mathcal{B}$, then $f_{3}(u)=0$.

Proof 11. Let $u$ be an edge in $E(\mathcal{B})$. If $u$ is not an watershed-cut edge for $\mathcal{B}$, then, by the statement 2 of Definition 4, we have $f_{1}(u)=0$ and $f_{2}(u)=0$. Therefore, $f_{3}(u)=\min (0,0)=0$.

The following lemma proves that the condition 3 for $Q \mathcal{F} \mathcal{Z}\left(G, f_{3}\right)$ to be a flattened hierarchical watershed holds true.

Lemma 27. Let $f_{1}$ and $f_{2}$ be two maps from $E$ into $\mathbb{R}$ and let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$ such that $f_{1}$ and $f_{2}$ are one-side increasing for $\mathcal{B}$. Let $f_{3}$ denote $\curlywedge\left(f_{1}, f_{2}\right)$. Then, for any building edge $u$ of $\mathcal{B}$, there exists a child $R$ of $R_{u}$ such that $f_{3}(u) \geq \vee\left\{f_{3}(v)\right.$ such that $\left.R_{v} \subseteq R\right\}$.

Proof 12. Since $f_{1}\left(\right.$ resp. $\left.f_{2}\right)$ is one-side increasing for $\mathcal{B}$, by the statement 3 of Definition 4. we have that, for
any building edge $u$ of $\mathcal{B}, f_{1}(u) \geq \vee\left\{f_{1}(v) \mid R_{v} \subseteq X\right\}$ (resp. $f_{2}(u) \geq \vee\left\{f_{2}(v) \mid R_{v} \subseteq X\right\}$ ) for a child $X$ of $R_{u}$. We need to prove that, for any building edge $u$ of $\mathcal{B}, f_{3}(u) \geq$ $\vee\left\{f_{3}(v) \mid R_{v} \subseteq X\right\}$ for a child $X$ of $R_{u}$. Let $u$ be a building edge of $\mathcal{B}$. As $f_{3}(u)=\min \left(f_{1}(u), f_{2}(u)\right)$, we should consider the following cases: (1) $f_{3}(u)=f_{1}(u)$; and (2) $f_{3}(u)=f_{2}(u)$.

1. Let us assume that $f_{3}(u)=f_{1}(u)$. Let $X$ and $Y$ be the children of $R_{u}$. If $f_{1}(u) \geq \vee\left\{f_{1}(v) \mid R_{v} \subseteq X\right\}$ (resp. $f_{1}(u) \geq \vee\left\{f_{1}(v) \mid R_{v} \subseteq Y\right\}$ ), we can affirm that $f_{3}(u) \geq \vee\left\{f_{1}(v) \mid R_{v} \subseteq X\right\}$ (resp. $f_{3}(u) \geq$ $\vee\left\{f_{1}(v) \mid R_{v} \subseteq Y\right\}$ ) as well. Since $f_{3}(e)=$ $\min \left(f_{1}(e), f_{2}(e)\right)$ for any edge $e$ in $E$, we can affirm that $f_{3}(e) \leq f_{1}(e)$ for any edge $e$ in $E$ and, therefore, $f_{3}(u) \geq \vee\left\{f_{3}(v) \mid R_{v} \subseteq X\right\}$ (resp. $f_{3}(u) \geq$ $\left.\vee\left\{f_{3}(v) \mid R_{v} \subseteq Y\right\}\right)$. Therefore, this condition holds true for the child $X$ (resp. Y) of $R_{u}$.
2. Let us assume that $f_{3}(u)=f_{2}(u)$. The same reasoning of (1) can be applied in this case.

We can conclude that, for any building edge $u$ of $\mathcal{B}$, we have $f_{3}(u) \geq \vee\left\{f_{3}(v) \mid R_{v} \subseteq R\right\}$ for a child $R$ of $R_{u}$.

Proof 13 (of Property7). By Lemma 19 we can affirm that $(V, E(\mathcal{B}))$ is a MST of both $\left(G, \Phi\left(\mathcal{H}_{1}\right)\right)$ and $\left(G, \Phi\left(\mathcal{H}_{2}\right)\right)$. Let $f_{3}$ denote the map $\curlywedge\left(\Phi\left(\mathcal{H}_{1}\right), \Phi\left(\mathcal{H}_{2}\right)\right)$. By Lemma 23, $(V, E(\mathcal{B}))$ is a MST of $\left(G, f_{3}\right)$ as well, which proves the first condition for $\operatorname{Q\mathcal {F}}\left(G, f_{3}\right)$ to be a flattened hierarchical watershed of $(G, w)$. By Lemmas 26 and 27, the second and third conditions for $Q \mathcal{F} \mathcal{Z}\left(G, f_{3}\right)$ to be a flattened hierarchical watershed of $(G, w)$ hold true. Therefore, $Q \mathcal{F} \mathcal{Z}\left(G, f_{3}\right)$ is a flattened hierarchical watershed of $(G, w)$.

## Appendix A.3. Proof of Property 8

Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be two hierarchical watersheds of $(G, w)$ and let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$ such that both $\Phi\left(\mathcal{H}_{1}\right)$ and $\Phi\left(\mathcal{H}_{2}\right)$ are one-side increasing for $\mathcal{B}$. Let $C$ be a positive function from $\mathbb{R}^{2}$ into $\mathbb{R}$ such that, for any $a, b, c$ and $d$ in $\{0, \ldots, n-1\}$, we have:

1. $C(0,0)=0$; and
2. $C(a, b)=C(b, a)$; and
3. if $\min (a, b)=\min (c, d)$ and $\max (a, b)<\max (c, d)$ then $C(a, b) \leq C(c, d)$; and
4. if $\min (a, b)<\min (c, d)$ then $C(a, b)<C(c, d)$.

Let $f_{3}$ denote the map $C\left(\Phi\left(\mathcal{H}_{1}\right), \Phi\left(\mathcal{H}_{2}\right)\right)$. We want to prove that the hierarchy $Q \mathcal{F} \mathcal{Z}\left(G, f_{3}\right)$ is a flattened hierarchical watershed of $(G, w)$. By Property 20, we need to prove that there exists a binary partition hierarchy $\mathcal{B}^{\prime}$ of $(G, w)$ such that the following statements hold true:

1. $\left(V, E\left(\mathcal{B}^{\prime}\right)\right)$ is a MST of $\left(G, f_{3}\right)$; and
2. for any edge $u$ in $E\left(\mathcal{B}^{\prime}\right)$, if $u$ is not a watershed-cut edge for $\mathcal{B}^{\prime}$, then $f_{3}(u)=0$; and
3. for any edge $u$ in $E\left(\mathcal{B}^{\prime}\right)$, there exists a child $R$ of $R_{u}$ such that $f_{3}(u) \geq \vee\left\{f_{3}(v)\right.$ such that $R_{v}$ is included in $R\}$, where $\vee\}=0$.

The proof of this property follows the same idea of the proof of Property 7 To prove Property 8 , we establish the following auxiliary lemma.

Lemma 28. Let $C$ be a function from $\mathbb{R}^{2}$ into $\mathbb{R}$ such that, for any two real values $x$ and $y$, we have $C(x, y)=C(y, x)$. Let $a, b, c$ and $d$ be four real values. If $\min (a, b)=$ $\min (c, d)$ and $\max (a, b)=\max (c, d)$, then $C(a, b)=$ $C(c, d)$.

Proof 14. As $\min (a, b)=\min (c, d)$ and $\max (a, b)=$ $\max (c, d)$, then either we have (i) $a=c$ and $b=d$ which implies that $C(a, b)=C(c, d)$; or (ii) $c=b$ and $d=a$ which implies that $C(c, d)=C(b, a)$, which, by our hypothesis on $C$, is equal to $C(a, b)$. Hence, we have $C(a, b)=C(c, d)$.

The following three lemmas prove that the conditions 1,2 and 3 for $\operatorname{QF} \mathcal{Z}\left(G, f_{3}\right)$ to be a flattened hierarchical watershed of $(G, w)$ hold true.

Lemma 29. Let $C$ be a positive function such that, for any $a, b, c$ and $d$ in $\{0, \ldots, n-1\}$, we have:

1. $C(0,0)=0$; and
2. $C(a, b)=C(b, a) ;$ and
3. if $\min (a, b)=\min (c, d)$ and $\max (a, b)<\max (c, d)$ then $C(a, b) \leq C(c, d)$; and

## 4. if $\min (a, b)<\min (c, d)$ then $C(a, b)<C(c, d)$.

Let $f_{1}$ and $f_{2}$ be the saliency maps of two hierarchies on $V$ and let $G^{\prime}$ be a subgraph of $G$ such that $G^{\prime}$ is a MST of both $\left(G, f_{1}\right)$ and $\left(G, f_{2}\right)$. Then $G^{\prime}$ is also a MST of $\left(G, C\left(f_{1}, f_{2}\right)\right)$.

Proof 15. Let u be an edge in $E \backslash E\left(G^{\prime}\right)$. Let $f_{3}$ denote the map $C\left(f_{1}, f_{2}\right)$. Since $G^{\prime}$ is a spanning tree, by Lemma 24 the graph $\left(V, E^{\prime} \cup\{u\}\right)$ contains a cycle $\pi$ which includes the edge $u$. Let $\pi$ be the cycle of $\left(V, E^{\prime} \cup\{u\}\right)$ which includes the edge $u$. As $G^{\prime}$ is a $\operatorname{MST}$ of $\left(G, f_{1}\right)$ and of $\left(G, f_{2}\right)$, by Lemma 25 for any edge $v$ in the cycle $\pi$, we have $f_{1}(v) \leq$ $f_{1}(u)$ and $f_{2}(v) \leq f_{2}(u)$. Therefore, for any edge $v$ in the cycle $\pi$, we have $\min \left(f_{1}(v), f_{2}(v)\right) \leq \min \left(f_{1}(u), f_{2}(u)\right)$ and $\max \left(f_{1}(v), f_{2}(v)\right) \leq \max \left(f_{1}(u), f_{2}(u)\right)$. Then, we should consider the three following cases:

1. If $\min \left(f_{1}(v), f_{2}(v)\right)<\min \left(f_{1}(u), f_{2}(u)\right)$, then, by the hypothesis 4 on $C$, we have $C\left(f_{1}(v), f_{2}(v)\right)<$ $C\left(f_{1}(u), f_{2}(u)\right)$.
2. If $\min \left(f_{1}(v), f_{2}(v)\right)=\min \left(f_{1}(u), f_{2}(u)\right)$ and $\max \left(f_{1}(v), f_{2}(v)\right)<\max \left(f_{1}(u), f_{2}(u)\right)$, then, by the hypothesis 3 on $C$, we have $C\left(f_{1}(v), f_{2}(v)\right) \leq C\left(f_{1}(u), f_{2}(u)\right)$.
3. If $\min \left(f_{1}(v), f_{2}(v)\right)=\min \left(f_{1}(u), f_{2}(u)\right)$ and $\max \left(f_{1}(v), f_{2}(v)\right)=\max \left(f_{1}(u), f_{2}(u)\right)$, then, by Lemma 28 we have $C\left(f_{1}(v), f_{2}(v)\right)=C\left(f_{1}(u), f_{2}(u)\right)$.

Consequently, $C\left(f_{1}(v), f_{2}(v)\right)=f_{3}(v) \leq C\left(f_{1}(u), f_{2}(u)\right)=$ $f_{3}(u)$. Hence, for any edge $v$ in the cycle $\pi$, we have $f_{3}(v) \leq f_{3}(u)$. Thus, by Lemma $25 G^{\prime}$ is a MST of $\left(G, f_{3}\right)$.

Lemma 30. Let $C$ be a positive function such that, for any $a, b, c$ and $d$ in $\{0, \ldots, n-1\}$, we have:

1. $C(0,0)=0$; and
2. $C(a, b)=C(b, a)$; and
3. if $\min (a, b)=\min (c, d)$ and $\max (a, b)<\max (c, d)$ then $C(a, b) \leq C(c, d)$; and
4. if $\min (a, b)<\min (c, d)$ then $C(a, b)<C(c, d)$.

Let $f_{1}$ and $f_{2}$ be the saliency maps of two hierarchies on $V$ and let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$ such that both $f_{1}$ and $f_{2}$ are one-side increasing for $\mathcal{B}$. Then for any $u$ in $E(\mathcal{B})$, if $u$ is not a watershed-cut edge for $\mathcal{B}$, then $C\left(f_{1}, f_{2}\right)(u)=0$.

Proof 16. Let $u$ be an edge in $E(\mathcal{B})$. If $u$ is not an watershed-cut edge for $\mathcal{B}$, then, by the second condition of Definition 4 we have $f_{1}(u)=0$ and $f_{2}(u)=0$. Therefore, $C\left(f_{1}, f_{2}\right)(u)=C(0,0)=0$.

Lemma 31. Let $C$ be a positive function such that, for any $a, b, c$ and $d$ in $\{0, \ldots, n-1\}$, we have:

1. $C(0,0)=0$; and
2. $C(a, b)=C(b, a)$; and
3. if $\min (a, b)=\min (c, d)$ and $\max (a, b)<\max (c, d)$ then $C(a, b) \leq C(c, d)$; and

$$
\text { 4. if } \min (a, b)<\min (c, d) \text { then } C(a, b)<C(c, d) \text {. }
$$

Let $f_{1}$ and $f_{2}$ be the saliency maps of two hierarchies on $V$ and let $\mathcal{B}$ be a binary partition hierarchy of $(G, w)$ such that both $f_{1}$ and $f_{2}$ are one-side increasing for $\mathcal{B}$. Let $f_{3}$ denote the map $C\left(f_{1}, f_{2}\right)$. Then, for any building edge $u$ of $\mathcal{B}$, there exists a child $R$ of $R_{u}$ such that $f_{3}(u) \geq \vee\left\{f_{3}(v)\right.$ such that $R_{v}$ is included in $\left.R\right\}$.

Proof 17. Since $f_{1}\left(\right.$ resp. $\left.f_{2}\right)$ is one-side increasing for $\mathcal{B}$, by the third condition of Definition 4 we have that, for any building edge $u$ of $\mathcal{B}, f_{1}(u) \geq \vee\left\{f_{1}(v) \mid R_{v} \subseteq X\right\}$ (resp. $f_{2}(u) \geq \vee\left\{f_{2}(v) \mid R_{v} \subseteq X\right\}$ ) for a child $X$ of $R_{u}$. We need to prove that, for any building edge $u$ of $\mathcal{B}$, there is a child $X$ of $R_{u}$ such that $f_{3}(u) \geq \vee\left\{f_{3}(v) \mid R_{v} \subseteq X\right\}$. Let $u$ be a building edge of $\mathcal{B}$ and let $X$ and $Y$ be the children of $R_{u}$. We should consider the following four cases:

1. If $f_{1}(u) \geq \vee\left\{f_{1}(v) \mid R_{v} \subseteq X\right\}$ and $f_{2}(u) \geq$ $\vee\left\{f_{2}(v) \mid R_{v} \subseteq X\right\}$, then, for any building edge e such that $R_{e} \subseteq X$, we have $f_{1}(u) \geq f_{1}(e)$ and $f_{2}(u) \geq$ $f_{2}(e)$. Let $e$ be an edge edge such that $R_{e} \subseteq$ $X$. Therefore, $\min \left(f_{1}(e), f_{2}(e)\right) \leq \min \left(f_{1}(u), f_{2}(u)\right)$. If $\min \left(f_{1}(e), f_{2}(e)\right)<\min \left(f_{1}(u), f_{2}(u)\right)$ then, by the hypothesis 4 on $C, f_{3}(e)<f_{3}(u)$. Otherwise, we have $\min \left(f_{1}(e), f_{2}(e)\right)=\min \left(f_{1}(u), f_{2}(u)\right)$. As $f_{1}(u) \geq f_{1}(v)$ and $f_{2}(u) \geq f_{2}(e)$, we
have $\max \left(f_{1}(u), f_{2}(u)\right) \geq \max \left(f_{1}(e), f_{2}(e)\right)$. If $\max \left(f_{1}(u), f_{2}(u)\right)=\max \left(f_{1}(e), f_{2}(e)\right)$ then, by Lemma $28 C\left(f_{1}(u), f_{2}(u)\right)=C\left(f_{1}(e), f_{2}(e)\right)$. Other wise, we have $\max \left(f_{1}(u), f_{2}(u)\right)>\max \left(f_{1}(e), f_{2}(e)\right)$ and then by hypothesis 3 on $C$, we have $C\left(f_{1}(u), f_{2}(u)\right) \geq C\left(f_{1}(e), f_{2}(e)\right)$. Thus in all cases we have $C\left(f_{1}(u), f_{2}(u)\right) \geq C\left(f_{1}(v), f_{2}(v)\right)$, and by definition of $f_{3}: f_{3}(u) \geq f_{3}(e)$. Therefore, $f_{3}(u) \geq$ $\mathrm{V}\left\{f_{3}(v) \mid R_{v} \subseteq X\right\}$.
2. If $f_{1}(u) \geq \vee\left\{f_{1}(v) \mid R_{v} \subseteq X\right\}$ and $f_{2}(u) \geq \vee\left\{f_{2}(v) \mid\right.$ $\left.R_{v} \subseteq Y\right\}$, then we have to consider two cases: (i) $f_{1}(u) \leq f_{2}(u)$ and (ii) $f_{1}(u)>f_{2}(u)$.
(i) Assume that $f_{1}(u) \leq f_{2}(u)$. Then $\min \left(f_{1}(u), f_{2}(u)\right)=f_{1}(u)$. Let $v$ be an edge such that $R_{v} \subseteq X$. By our assumption, we have $f_{1}(u) \geq f_{1}(v)$. Indeed, since $f$ is a one-side increasing map, we can say that either $f_{1}(u)=f_{1}(v)=0$ or $f_{1}(u)>f_{1}(v)$ because only the watershed-cut edges for $\mathcal{B}$ have non-zero and pairwise distinct weights. If $f_{1}(u)=f_{1}(v)=0$, this implies that neither $u$ nor $v$ are watershed-cut edges for $\mathcal{B}$ and therefore $f_{2}(u)=f_{2}(v)=0$, which implies that $f_{3}(u)=0 \geq f_{3}(v)=0$. Otherwise, let us assume that $f_{1}(u)>f_{1}(v)$. In this case, and as $\min \left(f_{1}(u), f_{2}(u)\right)=f_{1}(u)$, we have $\min \left(f_{1}(u), f_{2}(u)\right)>f_{1}(v)$, and thus $\min \left(f_{1}(u), f_{2}(u)\right) \quad>\quad \min \left(f_{1}(v), f_{2}(v)\right)$. Then by hypothesis 4 on $C$, we have $C\left(f_{1}(u), f_{2}(u)\right) \quad>\quad C\left(f_{1}(v), f_{2}(v)\right.$ which is equivalent to $f_{3}(u)>f_{3}(v)$. Therefore, we have $f_{3}(u) \geq \vee\left\{f_{3}(v) \mid R_{v} \subseteq X\right\}$.
(ii) If $f_{1}(u)>f_{2}(u)$ then we can apply the same reasoning as in the case where $f_{1}(u) \leq f_{2}(u)$.
3. $f_{1}(u) \geq \vee\left\{f_{1}(v) \mid R_{v} \subseteq Y\right\}$ and $f_{2}(u) \geq \vee\left\{f_{2}(v) \mid R_{v} \subseteq\right.$ $X\}$. This case is symmetric to 2.
4. $f_{1}(u) \geq \vee\left\{f_{1}(v) \mid R_{v} \subseteq Y\right\}$ and $f_{2}(u) \geq \vee\left\{f_{2}(v) \mid R_{v} \subseteq\right.$ $Y$ \}. This case is symmetric to 1 .

Thus, we can conclude that, for any building edge $u$ of $\mathcal{B}$, there exists a child $R$ of $R_{u}$ such that $f_{3}(u) \geq \vee\left\{f_{3}(v)\right.$ such that $R_{v}$ is included in $R$ \}.

Proof 18 (of Property 8). By Lemma 19 we can affirm that $(V, E(\mathcal{B}))$ is a MST of both $\left(G, \Phi\left(\mathcal{H}_{1}\right)\right)$ and $\left(G, \Phi\left(\mathcal{H}_{2}\right)\right)$. Therefore, by Lemma 29 (V,E(B)) is a MST of $\left(G, f_{3}\right)$ as well, which proves that the first condition for $Q \mathcal{F} \mathcal{Z}\left(G, f_{3}\right)$ to be a flattened hierarchical watershed of $(G, w)$ holds true. The second and third conditions are the result of Lemmas 30 and 31 respectively. Therefore, $Q \mathcal{F} \mathcal{Z}\left(G, f_{3}\right)$ is a flattened hierarchical watershed of $(G, w)$.

## Appendix A.4. Proof of Property 9

Let $C$ be the function:

$$
C(x, y)= \begin{cases}0 & \text { if } \mathrm{x}=0 \text { and } \mathrm{y}=0  \tag{A.2}\\ \frac{x^{m m} y^{m}}{x^{m}+y^{m}}\end{cases}
$$

where $m$ is equal or greater than the number of minima $n$ of $(G, w)$. We want to prove that, for any $a, b, c$ and $d$ in $\{0, \ldots, n-1\}$ :

1. $C(0,0)=0$; and
2. $C(a, b)=C(b, a)$; and
3. if $\min (a, b)=\min (c, d)$ and $\max (a, b)<\max (c, d)$ then $C(a, b) \leq C(c, d)$; and
4. if $\min (a, b)<\min (c, d)$ then $C(a, b)<C(c, d)$.

Since $m \geq n$, we can prove that those fours statements hold true for any $a, b, c$ and $d$ in $\{0, \ldots, m-1\}$.

The proof of the first and second statements are trivial. In order to prove the third and fourth statements, we state Lemmas 32 and 33.

Lemma 32. Let $C(x, y)=\frac{x^{n} y^{m}}{x^{n}+y^{m}}$ and let $a, b$ and $d$ be natural numbers such that $a \leq b, a \leq d$ and $b<d$. Then $C(a, b) \leq C(a, d)$.

Proof 19 (of Lemma 32). If $a=0$, then $C(a, b)=0$ which is less than or equal to $C(a, d)=0$. Otherwise, let us assume that $a>0$. We will prove that $C(a, b) \leq C(a, d)$ by proving that $C(a, d)-C(a, b)$ is positive.

$$
\begin{array}{r}
C(a, d)-C(a, b) \\
=\frac{a^{m} d^{m}}{a^{m}+d^{m}}-\frac{a^{m} b^{m}}{a^{m}+b^{m}} \\
=\frac{a^{2 m} d^{m}+a^{m} b^{m} d^{m}-a^{2 m} b^{m}-a^{m} b^{m} d^{m}}{\left(a^{m}+d^{m}\right)\left(a^{m}+b^{m}\right)} \\
=\frac{a^{2 m} d^{m}-a^{2 m} b^{m}}{\left(a^{m}+d^{m}\right)\left(a^{m}+b^{m}\right)} \\
=\frac{a^{2 m}\left(d^{m}-b^{m}\right)}{\left(a^{m}+d^{m}\right)\left(a^{m}+b^{m}\right)} \tag{A.7}
\end{array}
$$

The denominator of the fraction (A.6) is clearly positive and, since $d>b$, we can say that $d^{m}-b^{m}$ is positive as well. Therefore, $C(a, b)-C(c, d)$ is positive and, consequently, $C(a, b) \leq C(c, d)$.

Lemma 33. Let $C(x, y)=\frac{x^{m} y^{m}}{x^{m}+y^{m}}$ and let $a, b, c$ and $d$ be natural numbers in $\{0, \ldots, m-1\}$ such that $a \leq b$ and $c \leq d$. If $a<c$ then $C(a, b)<C(c, d)$.

Proof 20. Let us define the function $f_{a}(y)=\frac{a^{m} y^{m}}{a^{m}+y^{m}}$ where $y$ is a natural number. We will compute the limit of $f_{a}(y)$ for $y$ tending to infinity in order to find the greatest value $C(a, y)$ for any $y$.

$$
\begin{array}{r}
\lim _{y \rightarrow \infty} \frac{a^{m} y^{m}}{a^{m}+y^{m}} \\
=\lim _{y \rightarrow \infty} \frac{\frac{a^{m} y^{-y}}{y^{m}}}{\frac{a^{m}+y^{m}}{y^{m}}} \\
=\lim _{y \rightarrow \infty} \frac{a^{m}}{\frac{a^{m}}{y^{m}}+\frac{y^{m}}{y^{m}}} \\
=\frac{a^{m}}{0+1} \\
=a^{m} \tag{A.12}
\end{array}
$$

Let $c$ be a value in $\{0, \ldots, m-1\}$ such that $a<c$. We will prove that $C(c, d)$ is greater than $\lim _{y \rightarrow \infty} \frac{a^{m} y^{m}}{a^{m}+y^{m}}=a^{m}$. Since $a<c$, we have $c \geq a+1$. If we prove that this lemma holds for the case where $c=a+1$, we can infer by recurrence that it holds for any c greater than $a$. Therefore, we can simply prove that $C(a+1, d)$ is greater than $a^{m}$ for any $d>a$. By Lemma 32, the minimal value of $C(a+1, d)$ is
in the case where the value of $d$ is minimal. Since $a<d, d$ the minimal value of $d$ is $a+1$ and $C(a, d)=C(a+1, a+$ $1)=\frac{(a+1)^{2 m}}{2(a+1)^{m}}=\frac{(a+1)^{m}}{2}$. Then we only need to prove that $a^{m}<\frac{(a+1)^{m}}{2}$ or that $a^{m}-\frac{(a+1)^{m}}{2}<0$.

$$
\begin{array}{r}
a^{m}-\frac{(a+1)^{m}}{2} \\
=a^{m}-\left(\frac{a+1}{\sqrt[m]{2}}\right)^{m} \\
=\left(a-\frac{a+1}{\sqrt[m]{2}}\right)\left(a^{m-1}+a^{m-2}\left(\frac{a+1}{\sqrt[m]{2}}\right)+\right. \\
\left.\cdots+a\left(\frac{a+1}{\sqrt[m]{2}}\right)^{m-2}+\left(\frac{a+1}{\sqrt[m]{2}}\right)^{m-1}\right) \tag{A.15}
\end{array}
$$

The equation (A.15) is obtained by the factorization of the equation (A.14). The sign of equation (A.15) is determined by the first term $\left(a-\frac{a+1}{\sqrt[m]{2}}\right)$ because the other terms are positive since $a$ and $m$ are natural numbers. Thus, in order to prove that (A.13) is negative, we only need to show that $\left(a-\frac{a+1}{\sqrt[w]{2}}\right)<0$.

$$
\begin{gather*}
\left(a-\frac{a+1}{\sqrt[m]{2}}\right)<0  \tag{A.16}\\
\sqrt[m]{2} a-a-1<0  \tag{A.17}\\
a(\sqrt[m]{2}-1)<1  \tag{A.18}\\
a<\frac{1}{\sqrt[m]{2}-1} \tag{A.19}
\end{gather*}
$$

Hence, we need to demonstrate that $a<\frac{1}{\sqrt[m]{2}-1}$. Since a is in $\{0, \ldots, m-1\}$, we know that $a<m$ and we can simply prove that $m \leq \frac{1}{\sqrt[m]{2}-1}$ or that $\sqrt[m]{2} m-m \leq 1$ or $m-\sqrt[m]{2} m \geq$ -1 . Let us define the real function $h$ as follows:

$$
\begin{array}{r}
h(x)=x-\sqrt[x]{2} x \\
=x(1-\sqrt[x]{2}) \\
=x\left(1-e^{\frac{\ln 2}{x}}\right) \tag{A.22}
\end{array}
$$

We will show that $h(x) \geq-1$ for any $x$ in $[1,+\infty$. If this holds true in the continuous case, we can infer that it also holds true in the discrete case. Given that $h(1)=-1$, we
can prove that $h(x) \geq-1$ for any $x$ in $[1,+\infty[$ by showing that $h(x)$ is increasing in the interval $[1,+\infty[$. To that end, we will verify that the derivative of $h(x)$ is positive for any $x$ in $[1,+\infty[$.

$$
\begin{array}{r}
h^{\prime}(x)=1-e^{\frac{\ln 2}{x}}-x\left(e^{\frac{\ln 2}{x}}\left(-\frac{\ln 2}{x^{2}}\right)\right) \\
=1-e^{\frac{\ln 2}{x}}+e^{\frac{\ln 2}{x}} \frac{\ln 2}{x} \tag{A.24}
\end{array}
$$

To verify that $h^{\prime}(x)$ is positive in the interval $[1,+\infty[$, we compute the limite of $h^{\prime}(x)$ when $x$ goes to $+\infty$ and its derivative $h^{\prime \prime}(x)$ of $h^{\prime}(x)$.

$$
\begin{align*}
\lim _{x \rightarrow+\infty} h^{\prime}(x)=1 & -e^{\frac{\ln 2}{+\infty}}+e^{\frac{\ln 2}{+\infty}} \frac{\ln 2}{+\infty}  \tag{A.25}\\
=1-e^{0}+e^{0} & \times 0  \tag{A.26}\\
& =0 \tag{A.27}
\end{align*}
$$

$h^{\prime \prime}(x)=-\left(e^{\frac{\ln 2}{x}}\left(\frac{\ln 2}{x^{2}}\right)\right)+\left(-\frac{\ln 2}{x^{2}}\right) e^{\frac{\ln 2}{x} \frac{\ln 2}{x}+\left(-\frac{\ln 2}{x^{2}}\right) e^{\frac{\ln 2}{x}}}$

$$
\begin{equation*}
=-\frac{(\ln 2)^{2}}{x^{3}} e^{\frac{\ln 2}{x}} \tag{A.28}
\end{equation*}
$$

Therefore, we can affirm that $h^{\prime \prime}(x)$ is negative for any $x$ in $\left[1,+\infty\left[\right.\right.$, which implies that $h^{\prime}(x)$ is decreasing in the interval $\left[1,+\infty\left[\right.\right.$. Since $h^{\prime}(x)$ is decreasing and the limit of $h^{\prime}(x)$ going to infinity is zero, we can say that $h^{\prime}(x)$ is positive for any $x$ in $[1,+\infty[$. Hence, $h(x)$ is increasing in the interval $[1,+\infty[$. This implies that $h(x) \geq-1$ and, therefore, $m-\sqrt[m]{2} m \geq-1$. This completes the proof that $C(a, b)<C(c, d)$.


[^0]:    ${ }^{1}$ The proofs of the theorem and properties stated here can be found in Supplementary Material.

