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Abstract

In [12], the authors provide an evaluation of combinations of hierarchical watersheds, showing that some combina-
tions outperform individual hierarchical watersheds. In this article, we aim to achieve a deeper understanding of those
combinations. We study which of the four combinations evaluated in [12] always result in flattened (simplified) hier-
archical watersheds. Then, we provide a sufficient condition for a combination to always output flattened hierarchical
watersheds, and a new combining function that outputs flattened hierarchical watersheds. We conclude that, among
the combinations assessed in [12], only a particular case of combinations with infimum always result in flattened
hierarchical watersheds.
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1. Introduction

Hierarchies of segmentations are sequences of nested
partitions of image pixels. Since the pioneer work of
[22], several methods to build hierarchies of segmenta-
tions have been proposed, such as quasi-flat zones hi-
erarchies [18, 15], waterfall and hierarchical watersheds
[3, 20, 16], and binary partition hierarchies [1, 24, 2, 14].
Providing a survey is beyond the scope of this paper and
the reader can refer to [5] for a review on hierarchies of
segmentations.

In the construction of a hierarchy of segmentations, two
aspects should be considered: (1) the regions that com-
pose the finest partition of the hierarchy; and (2) the crite-
rion under which those regions are merged along the hier-
archy. In this article, we focus on the second aspect of the
construction of hierarchies. More precisely, we explore
the method to combine hierarchies introduced in [10, 8]
and assessed in [12]. Other approaches on combinations
of hierarchies of segmentations have already been tackled
in [11, 14, 21].

In general, no single hierarchy of segmentations com-
pletely fits the applicative and cognitive expectation for
all regions of an image. In [12], the authors showed that,

based on the assessment method proposed in [23], com-
binations of hierarchical watersheds are superior when
compared to the individual hierarchical watersheds. This
is illustrated in Figure 1, where we present a combina-
tion of two hierarchical watersheds obtained through the
method described in [8]. Those hierarchies are driven by
regional attribute values based on area [17] and on dy-
namics [20]. In Figure 1, we also present segmentations
with 75 regions extracted from each hierarchy. Hierar-
chies are represented thanks to their saliency maps, also
know as ultrametric watersheds and untrametric contour
maps [20, 1, 11, 7, 8]. In this representation of saliency
maps, the darkest contours are the ones that persist at the
highest levels of the hierarchies. From the saliency map
of the hierarchical watershed based on area shown in Fig-
ure 1, we can see that the sky and sea regions are over-
segmented at high levels of this hierarchy. On the other
hand, spurious regions are preserved at high levels of the
hierarchy based on dynamics and the two people, which
are significant regions from a cognitive point of view, are
merged with the background. We can see that, in the com-
bination of those two hierarchies, the two people are pre-
served at high levels of this hierarchy and the sky and sea
regions are less oversegmented.
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Figure 1: Hierarchical watersheds based on area and dynamics and their
combination by average.

This article is a theoretical extension of the experimen-
tal study on combinations of hierarchical watersheds pre-
sented in [12]. In Figure 2(a), we show a scheme of the
method to combine hierarchical watersheds introduced in
[10, 8]. In the table of Figure 2(b), we present three of the
combinations assessed in [12] and how much the scores
of the combinations are improved when compared to the
individual hierarchical watershed of highest score in the
combination. Knowing that combinations of hierarchi-
cal watersheds can achieve superior quantitative results
when compared to individual hierarchical watersheds, we
present a theoretical study of the combinations of hier-
archical watersheds assessed in [12]. Our contributions
are twofold: (1) an investigation of which of the combi-
nations assessed in [12] are hierarchical watersheds; and
(2) a sufficient condition for a combination of hierarchi-
cal watersheds to always result in a flattened (simplified)
hierarchical watershed.

In section 2, we present the basic notions for handling
hierarchies with graphs, and we review the method to
combine hierarchies of segmentations assessed in [12]. In
section 3, we present our contributions on the properties
of combinations of hierarchical watersheds. We first re-
view hierarchical watersheds and present a generalization
of the characterization of hierarchical watersheds intro-
duced in [13]. Then, based on this generalized characteri-
zation, we are able to state properties related to combina-
tions of hierarchical watersheds.

2. Combinations of hierarchies

In this section, we first remind the definitions of con-
nected hierarchies of partitions, weighted graphs, hierar-
chies of quasi-flat zones and saliency maps. Then, we
review the technique to combine hierarchical watersheds
assessed in [12].

2.1. Connected hierarchies of partitions

Let V be a set. A partition (of V) is a set P of non empty
disjoint subsets of V whose union is V . Any element of
a partition P is called a region of P. Let P1 and P2 be
two partitions. We say that P1 is a refinement of P2 if
every element of P1 is included in an element of P2. A
hierarchy (of partitions) is a sequence H = (P0, . . . ,P`)
of partitions such that Pi−1 is a refinement of Pi, for any i
in {1, . . . , `} and such that Pn = {V}. LetH = (P0, . . . ,P`)
be a hierarchy of partitions. Any region of a partition P of
H is called a region ofH .

A hierarchy of partitions can be represented as a tree
whose nodes correspond to regions, as shown on Figure
3. Given a hierarchy H and two regions X and Y of H ,
we say that X is a parent of Y (or that Y is a child of X)
if Y ⊂ X and X is minimal for this property, i.e., if there
is a region Z such that Y ⊆ Z ⊂ X, then we have Y = Z. It
can be seen that any region X of H such that X , V has
exactly one parent. For any region R ofH , if R is not the
parent of any region of H , we say that R is a leaf region
(ofH). Otherwise, we say that R is a non-leaf region.

In Figure 3, the regions of a hierarchy H are linked to
their parents (and to their children) by straight lines.

A (undirected) graph is a pair G = (V, E), where V is a
finite set and E is a set of pairs of distinct elements of V ,
i.e., E ⊆ {{x, y} ⊆ V | x , y}. Each element of V is
called a vertex (of G), and each element of E is called an
edge (of G). To simplify the notations, the set of vertices
and edges of any graph G will be also denoted by V(G)
and E(G), respectively.

Let G = (V, E) be a graph and let X be a subset of V .
A sequence π = (x0, . . . , x`) of elements of X is a path
(in X) from x0 to x` if {xi−1, xi} is an edge of G for any i
in {1, . . . , `}. The subset X of V is said to be connected
for G if, for any x and y in X, there exists a path from x
to y. The subset X is a connected component of G if X
is connected and if X is maximal for this property, i.e.,
for any connected subset Y of V such that X ⊆ Y , we
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Figure 2: (a) Scheme of the method to combine hierarchical watersheds proposed in [10, 8]. First, given two hierarchical watersheds H1 and H2,
the saliency maps w1 and w2 of respectivelyH1 andH2 are computed. Then, the saliency maps w1 and w2 are combined, resulting in the map wc.
Finally, the resulting hierarchy is the quasi-flat zones hierarchy of wc. (b) Twelve of the combination assessed in [12] and how much (in percentage)
the score of the combination is higher than the individual hierarchical watershed of highest score.

{b} {d} {a} {c} P0 = {{a}, {b}, {c}, {d}}

{b, d} P1 = {{b, d}, {a}, {c}}

{a, b, d} P2 = {{a, b, d}, {c}}

{a, b, c, d} P3 = {{a, b, c, d}}

Figure 3: Representation of the hierarchy H = (P0, P1, P2, P3) on the
set V = {a, b, c, d}. The partition P0 of H contain all the leaf regions
ofH .
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Figure 4: From left to right: a weighted graph (G,w) and three sub-
graphs of G. The partitions P0, P1, P2 and P3 of Figure 3 are the set of
connected components of the graphs G′′′, G′′, G′ and G, respectively.

have X = Y . In the following, we denote by CC(G) the
set of all connected components of G. It is well known
that this set CC(G) of all connected components of G is a
partition of V .

Let G = (V, E) be a graph. A partition of V is connected
(for G) if each of its regions is connected for G and a
hierarchy on V is connected (for G) if each of its partitions
is connected.

For example, the hierarchyH of Figure 3 is connected

for the graph G of Figure 4. The partitions P0, P1, P2
and P3 of H are the sets of connected components
of G′′′, G′′, G′ and G of Figure 4, respectively.

2.2. Saliency maps and quasi-flat zones

Let G be a graph. If w is a map from the edge set of G
to the set R of real numbers, then the pair (G,w) is called
an (edge) weighted graph. If (G,w) is a weighted graph,
for any edge u of G, the value w(u) is called the weight
of u (for w).

Important notation: in the sequel of this paper, the
symbol (G,w) denotes a weighted graph whose vertex set
is connected. To shorten the notation, the vertex set of G
is denoted by V and its edge set is denoted by E. Without
loss of generality, we also assume that the range of w is the
set E of all integers from 0 to |E|−1 (otherwise, one could
always consider an increasing one-to-one correspondence
from the set {w(u) | u ∈ E} into the subset {0, ..., |{w(u) |
u ∈ E}| − 1} of E).

As established in [8], a connected hierarchy can
be equivalently treated by means of a weighted graph
through the notion of a saliency map. Given a hierar-
chy H = (P0, . . . ,P`) connected for G, the saliency map
ofH is the map from E into {0, . . . , `}, denoted by Φ(H),
such that, for any edge u = {x, y} in E, the value Φ(H)(u)
is the lowest value i in {0, . . . , `} such that x and y belong
to a same region of Pi. It follows that any connected hier-
archy has a unique saliency map.

For instance, the weight map w depicted in Figure 4 is
the saliency map of the hierarchyH of Figure 3.
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Given a hierarchy H and its saliency map Φ(H), we
can recover H from Φ(H) through the notion of quasi-
flat zones. Let λ be any element in R. The λ-level set
of (G,w), denoted by Gλ, is the graph (V, Eλ(G)) such
that Eλ(G) = {u ∈ E(G) | w(u) ≤ λ}. The sequence

QFZ(w) = (CC(Gλ) | λ ∈ E) (1)

is a hierarchy called the quasi-flat zones (QFZ) hierarchy
(of w) [18, 15, 25, 9].

In Figure 4 we present a weighted graph (G,w)
whose QFZ hierarchy QFZ(w) is precisely the se-
quence (CC(G′′′),CC(G′′),CC(G′),CC(G)) of connected
components of the subgraphs of G shown in Figure 4.
Therefore, the hierarchy of Figure 3 is also the quasi-flat
zones hierarchy of w.

Any hierarchyH connected for G is the QFZ hierarchy
of its own saliency map, i.e.,H = QFZ(Φ(H)).

For instance, the weight map w depicted in Figure 4
is the saliency map of the hierarchy H of Figure 3 and,
conversely,H is the QFZ hierarchy of w.

2.3. Hierarchical watersheds

The watershed segmentation, see e.g. [4, 20, 6], derives
from the topographic notion of watershed lines and catch-
ment basins. In [6], the authors formalize watersheds
in the framework of weighted graphs and show the op-
timality of watersheds in the sense of minimum spanning
forests. In this section, we present hierarchical watersheds
following the definition of hierarchies of minimum span-
ning forests presented in [7, 9].

We say that the graph G = (V, E) is a forest if, for any
edge u in E, the number of connected components of the
graph (V, E \ {u}) is greater than the number of connected
components of G. Given another graph G′, we say that
G′ is a subgraph of G, denoted by G′ v G, if V(G′) ⊆ V
and E(G′) ⊆ E. Let G′′ be a subgraph of G and let G′ be
a subgraph of G′′. The graph G′′ is a Minimum Spanning
Forest (MSF) of G rooted in G′ if:

1. the graphs G and G′′ have the same set of vertices,
i.e., V(G′′) = V; and

2. each connected component of G′′ includes exactly
one connected component of G′; and

3. the sum of the weight of the edges of G′′ is mini-
mal among all subgraphs of G for which the above
conditions 1 and 2 hold true.

A MSF of (G,w) rooted in a single vertex of G is a
tree (connected forest) called a Minimum Spanning Tree
(MST) of (G,w).

Let k be a value in R. A connected subgraph G′ of G is
a (regional) minimum (of w) at level k if:

1. E(G′) , ∅; and

2. for any edge u in E(G′), the weight of u is equal to k;
and

3. for any edge {x, y} in E \ E(G′) such that |{x, y} ∩
V(G′)| ≥ 1, the weight of {x, y} is strictly greater than
k.

Important notation: in the sequel of this article, we
denote by n the number of minima of w. Any sequence of
minima of w considered in this article is a sequence of n
pairwise distinct minima of w.

Let {G1, . . . ,G`} be a set of graphs. We de-
note by t{G1, . . . ,G`} the graph (∪{V(G j) | j ∈

{1, . . . , `}},∪{E(G j) | j ∈ {1, . . . , `}}). In the following, we
define hierarchical watersheds based on minimum span-
ning forests following the definition of [7, 9].

Definition 1 (hierarchical watershed [7, 9]).
Let S = (M1, . . . ,Mn) be a sequence of minima
of w. Let (G0, . . . ,Gn−1) be a sequence of subgraphs of G
such that:

1. for any i ∈ {0, . . . , n− 1}, the graph Gi is a MSF of G
rooted in t{M j | j ∈ {i + 1, . . . , n}}; and

2. for any i ∈ {1, . . . , n − 1}, Gi−1 v Gi.

The sequence T = (CC(G0), . . . ,CC(Gn−1)) is called
a hierarchical watershed of (G,w) for S. Given a hierar-
chyH , we say thatH is a hierarchical watershed of (G,w)
if there exists a sequence S = (M1, . . . ,Mn) of minima
of w such thatH is a hierarchical watershed for S.

A weighted graph (G,w) and two hierarchical water-
sheds H1 and H2 of (G,w) are illustrated in Figure 5. It
can be verified that H1 and H2 are the hierarchical wa-
tersheds of (G,w) for the sequences S1 = (A, B,D,C, E)
and S2 = (D,C, E, A, B), respectively.
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Figure 5: First line: a weighted graph (G,w) with five minima delimited by the dashed rectangles, the saliency maps Φ(H1) and Φ(H2) of two
hierarchical watersheds of (G,w), and the combination g(Φ(H1),Φ(H2)) of Φ(H1) and Φ(H2) with supremum. Second line: the unique binary
partition hierarchy B of (G,w), the hierarchical watershed H1 of (G,w) for the sequence S1 = (A, B, E,C,D), the hierarchical watershed H2 of
(G,w) for the sequence S2 = (D,C, E, A, B), and the resulting combinations ofH1 andH2 with supremum: Hf = QFZ(G,g(Φ(H1),Φ(H2)).

2.4. Combination of hierarchies

Combining partitions and, a fortiori, hierarchies is not
straightforward. This problem has been tackled in [11, 14,
10, 8] thanks to the use of saliency maps and we follow the
same approach. More precisely, in order to combine two
hierarchiesH1 andH2, we proceed in three steps: first the
saliency maps ofH1 andH2 are considered, then the two
saliency maps are combined to obtain new weights on the
edges of G, and, finally, the combination of hierarchies is
the QFZ hierarchy of the new weight map.

Let F be the set of all maps from E into R. Any map C
from F 2 into F is called a combining function.

Given two hierarchies H1 and H2 and a combining
function C, the combination of H1 and H2 by C is the
hierarchyHC(H1,H2) defined by:

HC(H1,H2) = QFZ(C(Φ(H1),Φ(H2))). (2)

In [12], the authors consider three classical functions in
the instantiation of the combining function (supremum,
infimum and linear combination), and a new function
called concatenation. Given two maps f and g in F , the
supremum, infimum and linear combination of f and g,
respectively denoted by g( f , g), f( f , g) and �α( f , g), are
defined for each edge u in E as:

0
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H1 Φ(H1) H2 Φ(H2)
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f(Φ(H1),Φ(H2)) Hf ](2)(Φ(H2),Φ(H1)) H]2

Figure 6: Two hierarchies H1 and H2, their saliency maps Φ(H1) and
Φ(H2), and their combinations with infimum (f) and concatenation
(]2).

g( f , g)(u) = max( f (u), g(u))
f( f , g)(u) = min( f (u), g(u))
�α,β( f , g)(u) = α f (u) + βg(u)

(3)

where α, β ∈ N are parameters of the linear combination.
One example of a combination of hierarchies by infi-

mum is shown in Figure 6.
The general idea of concatenation of hierarchies is

given in Figure 7. Given two hierarchies H1 and H2, we
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Figure 7: Concatenation of low levels ofH1 with high levels ofH2.

aim to obtain a new hierarchyH3 whose high (resp. low)
levels correspond approximately to the high (resp. low)
levels of H1 (resp. H2). In order to define the concate-
nation of hierarchies, we first define the double threshold
function. Given any map f in F and given two parame-
ters α and β in R such that α < β, we denote by T ( f , α, β)
the double threshold of f by (α, β) such that, for any edge
u of G:

T ( f , α, β)(u) =


0 i f f (u) < α
β i f f (u) > β
f (u) otherwise

(4)

Let f and g be two maps in F . Given a threshold
value λ, the concatenation of f and g at level λ, for any
edge u, is given by:

]λ ( f , g)(u) = max(T ( f , 0, λ)(u),T (g, λ,∞)(u)) (5)

In Figure 6, we show the concatenation of the hierar-
chiesH1 andH2 at level λ = 2.

3. Properties of combinations of hierarchical water-
sheds

Combining hierarchical watersheds through their
saliency maps raises the question whether the combina-
tion of hierarchies is closed for the set of hierarchical wa-
tersheds. More precisely, given any two hierarchical wa-
tersheds H1 and H2 of (G,w), is the combination of H1
andH2 with a given combining function also a hierarchi-
cal watershed of (G,w)?

In this section, we answer to this question for combi-
nations of hierarchical watersheds with supremum, infi-
mum, concatenation and linear combination with param-
eters α and β different from zero. For the linear combi-
nation, we consider the case where α = 1 and β = 1,

which will be denoted by average. We show that combi-
nations with any of those functions do not result in hier-
archical watersheds in general. However, in the particular
case where we consider a unique ordering on the edges
of (G,w), combinations of hierarchical watersheds with
infimum have the noteworthy property of being flattened
(simplified) hierarchical watersheds, i.e., hierarchies re-
sulting from removing (and/or repeating) partitions of a
departing hierarchical watershed. For this particular case,
we present a sufficient condition for a combining function
to always output flattened hierarchical watersheds.

Definition 2 (flattening of hierarchies). Let H and H ′

be two hierarchies on V such that any partition ofH is a
partition ofH ′. We say thatH is a flattening ofH ′.

Let H and H ′ be two hierarchies on V such that H is
a flattening of H ′. If H ′ is a hierarchical watershed of
(G,w), then we say thatH is a flattened hierarchical wa-
tershed of (G,w). The reader may note that there can be
repeated partitions in both H and H ′. Hence, the hierar-
chy H can have more partitions than H ′, but H has less
distinct partitions thanH ′.

To state the properties of combinations of hierarchical
watersheds aforementioned, we review the characteriza-
tion of hierarchical watersheds proposed in [13]. To this
end, we first remind the definition of binary partition hi-
erarchies by altitude ordering, which is closely linked to
hierarchical watersheds [9].

3.1. Binary partition hierarchies by altitude ordering

Binary partition trees [24] are widely used for hierar-
chical image representation. In this section, we describe
the particular case where regions linked by the lowest
edge weights are the first regions to be merged in the hi-
erarchy [9], which is deeply linked to single-linkage clus-
tering [8].

Let ≺ be an altitude ordering (on E) for w, i.e., ≺ is a bi-
nary relation that is transitive and trichotomous (for any u
and v in E only one of the relations u ≺ v, v ≺ u and v = u
holds true) such that, for any u and v in E, if w(u) < w(v),
then u ≺ v. Let k be any element in {1, . . . , |E|}. We denote
by u≺k the k-th element of E with respect to ≺. We set B0 =

{{x}|x ∈ V}. The k-partition of V (by the ordering ≺) is
defined by Bk = {By

k−1 ∪ Bx
k−1} ∪ (Bk−1 \ {Bx

k−1,B
y
k−1})

where u≺k = {x, y} and Bx
k−1 and By

k−1 are the regions
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of Bk−1 that contain x and y, respectively. The sequence
(Bi | i = 0 or Bi , Bi−1) is a hierarchy on V . This hierar-
chy (Bi | i = 0 or Bi , Bi−1), denoted by B≺, is called the
binary partition hierarchy (by altitude ordering) of (G,w)
by ≺.

Let B be a hierarchy on V . We say that B is a binary
partition hierarchy of (G,w) if there is an altitude order-
ing ≺ for w such that B is the binary partition hierarchy of
(G,w) by ≺.

Let ≺ be an altitude ordering for w. We can associate
any non-leaf region X of the binary partition hierarchy B≺
of (G,w) by ≺ to the lowest rank r such that Br contains X.
This rank is called the rank of X and it is denoted by r(X).
Let X be a non-leaf region of B≺, the building edge of X
is the r(X) − th edge for ≺. Given an edge u in E, we
denote the region of B≺ whose building edge is u by Ru.
If u is the building edge of a region of B≺, we say that u
is a building edge of B≺. The set of all building edges of
B≺ is denoted by E(B≺).

In Figure 5, we present a weighted graph (G,w) and a
binary partition hierarchy B of (G,w). The building edge
of each non-leaf region R of B is shown above the node
that represents R.

Important remark: by abuse of notation, when no
confusion is possible, we will denote the set of vertices
of any minima of w as a minima of w.

As established in [19], given a binary partition hierar-
chy B of (G,w), the minima of w can be extracted from B
as well as the watershed-cut edges forB, whose definition
is given bellow.

Definition 3 (watershed-cut edge). Let B be a binary
partition hierarchy of (G,w), let u be a building edge of
B such that each child of Ru contains at least one mini-
mum of w. Then we say that u is a watershed-cut edge (of
(G,w)) for B.

3.2. Characterization of hierarchical watersheds

In [13], the authors present a characterization of hier-
archical watersheds for weighted graphs which are trees
with pairwise distinct edge weights. They define one-side
increasing maps and establish their link with hierarchical
watersheds. In this section, we generalize their definition
of one-side increasing maps (in Definition 4) as well as

their characterization of hierarchical watersheds (in The-
orem 5) to any weighted graph 1.

Definition 4 (one-side increasing map). Let B be a bi-
nary partition hierarchy of (G,w). Let f be a map from E
into R. We say that f is one-side increasing for B if:

1. { f (e) | e ∈ E(B)} = {0, . . . , n − 1};

2. for any edge u in E(B), f (u) > 0 if and only if u is a
watershed-cut edge for B; and

3. for any edge u in E(B), there exists a child R of Ru

such that f (u) ≥ ∨{ f (v) such that Rv is included
in R}, where ∨{} = 0.

Important remark: for simplicity’s sake, only the
building edges of B are considered in the second state-
ment of Definition 4. But, since we are handling saliency
maps of hierarchies, this statement applies to every edge
in E.

Theorem 5. Let H be a hierarchy on V. The hierar-
chyH is a hierarchical watershed of (G,w) if and only if
there is an altitude ordering ≺ for w such that the saliency
map Φ(H) ofH is one-side increasing for B≺.

For instance, we can verify in Figure 5 that the saliency
maps of the hierarchical watershedsH1 andH2 of (G,w)
are one-side increasing for the binary partition hierar-
chy B.

3.3. Combinations with infimum, supremum, average and
concatenation

As stated established in the following property, combi-
nations of hierarchical watersheds with infimum, supre-
mum, average and concatenation are not hierarchical wa-
tersheds nor flattened hierarchical watersheds in general.

Property 6. Let H1 and H2 be two hierarchical water-
sheds of (G,w). The combination of H1 and H2 with
supremum (resp. average, concatenation and infimum) is
not a flattened hierarchical watershed of (G,w) in gen-
eral.

1The proofs of the theorem and properties stated here can be found
in Supplementary Material.
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Figure 8: Combination of the saliency maps Φ(H1) and Φ(H2) of Figure
5 with average and concatenation (λ = 3).

Proof 1 (of Property 6). Let us consider the hierarchical
watershedsH1 andH2 of the graph (G,w) and their com-
bination Hf with supremum depicted in Figure 5. The
first pair of regions to be merged in Hf are the minima
B and C. However, there is no hierarchical watershed of
(G,w) such that B and C are the first minima to be merged.
By contradiction, let us assume that there is a sequence of
minima S′ of (G,w) such that, in the hierarchical water-
shed H ′ of (G,w) for S′, B and C are the first minima
to be merged. Then, we can infer that either B or C is
the first minima in the sequence S′. However, if B were
the first minima, then it would be merged to the minimum
A because the weight of the edge linking A and B is 6,
which is lower than the weight of the edge linking B and
C. On the other hand, if C were the first minimum in the
sequence S′, then C would be first merged to D due to the
same reason. Hence, there is no hierarchical watershed
H ′ of (G,w) such that partition {A, B ∪C,D, E} ofHf is
a partition ofH ′. Therefore,Hf is not a flattened hierar-
chical watershed of (G,w). The same situation is found in
the combinations with average and concatenation of the
maps Φ(H1) and Φ(H2) shown in Figure 8. In both cases,
the minima B and C are the first to be merged in the hi-
erarchy. The counter example for infimum is presented in
Figure 9, where we show two maps f and g which are one-
side increasing for distinct binary partition hierarchies of
the graph (G′,w′). The reader can verify that the QFZ hi-
erarchy of the combination of f and g with infimum is not
a flattened hierarchical watershed of (G′,w′). 2

The counter-example of Figure 9 considers two maps
which are one-side increasing for distinct binary partition
hierarchies of (G′,w′). However, as established in the fol-
lowing property, if the input maps are one-side increas-
ing for the same binary partition hierarchy of (G,w), then
their combination with infimum is a flattened hierarchical
watershed of (G,w).

Property 7. Let H1 and H2 be two hierarchical water-
sheds of (G,w) and let B be a binary partition hier-
archy of (G,w) such that both Φ(H1) and Φ(H2) are
one-side increasing for B. Then the hierarchy Hf =

QFZ(G,f(Φ(H1),Φ(H2))) is a flattened hierarchical
watershed of (G,w).

Important remark: in the processing of graph-based
image segmentation, it is common to consider a raster
scanning of the edges of any input graph. Hence, a unique
altitude ordering ≺ for w and, consequently, a unique bi-
nary partition hierarchy of (G,w) are used by the algo-
rithm.

3.4. Generalization to other combining functions
In this section, we are interested in generalizing the

analysis of combination functions. In the following prop-
erty, we introduce a sufficient condition for a combin-
ing function to always output flattened hierarchical wa-
tersheds.

Property 8. Let C be a combining function, let H1
and H2 be two hierarchical watersheds of (G,w) and let
B be a binary partition hierarchy of (G,w) such that both
Φ(H1) and Φ(H2) are one-side increasing for B. The
combination of H1 and H2 with C is a flattened hierar-
chical watershed of (G,w) if C(0, 0) = 0 and if, for any
a, b, c, d in {0, . . . , n − 1}, we have:

1. C(a, b) = C(b, a); and

2. if min(a, b) < min(c, d), then C(a, b) < C(c, d); and

3. if min(a, b) = min(c, d) and max(a, b) < max(c, d),
then C(a, b) ≤ C(c, d).

By Property 8, we can derive other combining func-
tions which always lead to flattened hierarchical water-
sheds, such as C′(a, b) = min(am, bm) and C′′(a, b) =

min(a, b)m, for any m ≥ 1, or the function stated in the
following property.

Property 9. Let H1 and H2 be two hierarchical water-
sheds of (G,w). Let C be a combining function such that:

C(x, y) =

0 i f x=0 and y=0
xmym

xm+ym otherwise
(6)

for m ≥ n. The combination of H1 and H2 with C is a
flattened hierarchical watershed of (G,w).
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Figure 9: Firs line: a graph (G,w) and its two binary partition hierarchies B1 and B2. Second line: a map f1 which is the saliency map of a
hierarchical watershed of (G,w) and which is one-side increasing for B1, a map f2 which is the saliency map of a hierarchical watershed of (G,w)
and which is one-side increasing for B2, and the combination of f1 and f2 with infimum. The resulting combination is not a flattened hierarchical
watershed of (G,w).

4. Conclusion

In this article, we presented a study of the combina-
tions of hierarchical watersheds assessed in [12]. Through
the characterization of hierarchical watersheds introduced
in [13], we concluded that combinations of hierarchical
watersheds with infimum, supremum, linear combination
and concatenation are not hierarchical watersheds in gen-
eral. However, if the input hierarchical watersheds are
one-side increasing the same binary partition hierarchy of
(G,w), their combination with infimum is a flattened hi-
erarchical watershed. We also provided a sufficient con-
dition for a combining function to always output flattened
hierarchical watersheds. Among the four combining func-
tions aforementioned, this condition holds true only for
infimum.
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Appendix A. Proofs of theo-
rems and prop-
erties

Appendix A.1. Proof of Theorem 5
In order to prove Theorem 5, we will use an equivalent

formulation provided in Property 12 of [9], which requires
to introduce the following new definitions.

Let ≺ be an altitude ordering for w, let B≺ be the binary
partition hierarchy by ≺ and let S = (M1, . . . ,Mn) be a
sequence of minima of (G,w). Let X be a region of B≺.
Following the terminology of [9], the extinction value of X
for S is zero if there is no minimum M of w such that M is
a subset of X and, otherwise, it is the highest index k such
that Mk is a subset of X. Let ε be the map from the regions
of B≺ into R such that, for any region Y of B≺, ε(Y) is the
extinction map of Y for S. We say that ε is the extinction
map (for ≺ and S) or that ε is an extinction map (for ≺).

Let ≺ be an altitude ordering for w, let B≺ be the binary
partition hierarchy by ≺ and let S = (M1, . . . ,Mn) be a
sequence of minima of w. Let u be a building edge of B≺
and let X be the region of B≺ whose building edge is u.
The persistence value of u (for ≺ and S) is the minimum
of the extinction values of the children of X. Let ρ be the
map from the building edges of B≺ into R such that, for
any building edge u of B≺, ρ(u) is the persistence value
of u. We say that ρ is the persistence map (for ≺ and S).
We denote by Bi the set of building edges of B≺ whose
persistence value is lower than or equal to i.

Definition 10. (hierarchy induced by an altitude or-
dering and a sequence of minima [9]) Let ≺ be an
altitude ordering for w, let S = (M1, . . . ,Mn) be a
sequence of minima of w and let ρ be the persis-
tence map for ≺ and for S. The sequence of parti-
tions (CC(V, B0), . . . ,CC(V, Bn−1)) is a hierarchy called
the hierarchy induced by ≺ and S.

Recall that Theorem 5 states the equivalence between:

A A hierarchyH is a hierarchical watershed of (G,w).

B There exists an altitude ordering ≺ for w such that
the saliency map Φ(H) is one-side increasing for B≺

In order to prove this theorem, we will use another equiv-
alent property:

C There exists an altitude ordering ≺ for w and a se-
quence of minima S of w such that H is induced by
≺ and S.

Property 12 of [9] established the equivalence between A
and C. We will then show the equivalence between B and
C. This proof is decomposed in Lemma 15 (C ⇒ B) and
Lemma 16 (B⇒ C).

We now introduce some new lemmas needed to prove
Lemma 15.

Lemma 11. Let ≺ be an altitude ordering for w and let ε
be an extinction map for B≺. Let X and Y be two regions
of B≺. If X ⊆ Y, then ε(X) ≤ ε(Y).

Proof 2. Since B≺ is a hierarchy, we can affirm that, for
any two regions Y and Z of B≺, if Y ⊆ Z, then all minima
of w included in Y are also included in Z and, therefore,
ε(Y) ≤ ε(Z). 2

Lemma 12. Let ≺ be an altitude ordering for w and let ε
be an extinction map for ≺. The range of ε is {0, . . . , n}.

Proof 3. To prove that the range of ε is {0, . . . , n}, we
will prove that {0, . . . , n} ⊆ range(ε) and that range(ε) ⊆
{0, . . . , n}.

1. {0, . . . , n} ⊆ range(ε). First, we prove that 0 is in
range(ε). Let u be the lowest edge of E(B≺) for ≺.
We can say that u is in a minimum of w. More-
over, the children of Ru are necessarily singletons.
Hence, the extinction value of both children of u is
zero. Now, we will prove for i in {1, . . . , n}. By [19],
any minimum of w is a region of B. Therefore, for
any i in {1, . . . , n}, there is a region of B≺ whose ex-
tinction value is i.

2. range(ε) ⊆ {0, . . . , n}. For any region X of B≺, if X
contains at least one minimum of w, then its extinc-
tion value is in {1, . . . , n}. Otherwise, the extinction
value of X is zero. 2

Lemma 13. Let ≺ be an altitude ordering on the edges
of G for w, let S = (M1, . . . ,Mn) be a sequence of minima
of w and let ρ be the persistence map for ≺ and for S. The
range of ρ is {0, . . . , n − 1}.
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Proof 4. Let ε denote the extinction map for ≺ and S. We
will prove that (1) for any building edge u of B≺, ρ(u) is
in {0, . . . , n − 1}, and that, (2) for any i in {0, . . . , n − 1},
there is a building edge of B≺ whose persistence value is
i.

1. {0, . . . , n − 1} ⊆ range(ρ). First, we prove that 0
is in range(ρ). By Lemma 12, there is a region X
of B≺ whose extinction value is zero. Therefore, the
persistence value of the parent of X is equal to zero.
Now, we will prove that any i in {1, . . . , n − 1} is in
range(ρ). Let i be a value in {1, . . . , n − 1}. By [19],
the minimum Mi is a region of B≺. Then, there is a
region of B≺ whose extinction value is i. Let X be
the largest region of B≺ whose extinction value is i.
We can say that X , V because Mn is included in
V and, therefore, ε(V) = n. Let Z be the parent of
X. We can infer that the extinction value ε(Z) of Z is
strictly greater than i. Therefore, there is a minimum
M j with j > i included in the sibling of X. Hence, the
extinction value of sibling(X) is also strictly greater
than i. Then, the persistence value of the building
edge of Z, being the minimum of the extinction value
of its children, is i.

2. range(ρ) ⊆ {0, . . . , n−1}. Let u be an edge in E(B≺).
By Lemma 12, and as the persistence value of u is
equal to the extinction value of a child of Ru, we
have that ρ(u) is in {0, . . . , n}. Moreover, the per-
sistence value ρ(u) of u is lower than n because, if
the extinction value of one child X of Ru is n, then
the minimum Mn is included in X and Mn is not
included in sibling(X), which implies that the ex-
tinction value of sibling(X) is strictly lower than n.
Therefore, since ρ(u) = min{ε(X), ε(sibling(X))}, the
persistence value of u is strictly lower than n. Thus,
we have that range(ρ) ⊆ {0, . . . , n − 1}. 2

Lemma 14. Let ≺ be an altitude ordering for w, let S =

(M1, . . . ,Mn) be a sequence of minima of w and let ρ be
the persistence map for ≺ and for S. LetH be the hierar-
chy induced by ≺ and S. For any building edge u of B≺,
we have Φ(H)(u) = ρ(u).

Proof 5. By definition, H is the sequence
(CC(V, B0), . . . ,CC(V, Bn−1)) such that, for any i in
{0, . . . , n − 1}, Bi is the set of building edges of B≺

whose persistence values is lower than or equal to i.
Let u = {x, y} be a building edge of B≺ and let i be the
persistence value of u. We can say that x and y are in
the same region of CC(V, Bi) but in distinct regions of
CC(V, Bi−1) if i , 0. Therefore, since CC(V, Bi) is the
i-th partition ofH , by the definition of saliency maps, we
have Φ(H)(u) = i. 2

Lemma 15. Let ≺ be an altitude ordering for w, let S be
a sequence of minima of w and let H be the hierarchy
induced by ≺ and by S. The saliency map Φ(H) of H is
one-side increasing for B≺.

Proof 6. In order to prove that Φ(H) is one-side increas-
ing for B≺, by Definition 4, we need to prove that the fol-
lowing three statements hold true:

1. {Φ(H)(e) | e ∈ E(B≺)} = {0, . . . , n − 1};

2. for any edge u in E(B≺), Φ(H)(u) > 0 if and only
if u is a watershed-cut edge for B≺; and

3. for any edge u in E(B≺), there exists a child R of Ru

such that Φ(H)(u) ≥ ∨{Φ(H)(v) such that Rv is in-
cluded in R}, where ∨{} = 0.

In the sequel of this proof, let ρ and ε be respectively
the persistence map and the extinction map for ≺ and S.

1. By Lemma 14, we have {Φ(H)(e) | e ∈ E(B≺)} =

{ρ(e) | e ∈ E(B≺)}. Then, as Lemma 13 states that
the range of ρ is {0, . . . , n − 1}, we can conclude that
{Φ(H)(e) | e ∈ E(B≺)} is the set {0, . . . , n − 1}.

2. Let u be a building edge of B≺. Given the following
propositions:

(a) u is a watershed-cut edge for B≺

(b) Φ(H)(u) > 0

we will prove that (a) implies (b), and that not (b)
implies not (a).

If u is a watershed-cut edge for B≺, then both chil-
dren of Ru contain at least one minimum of w. There-
fore, the extinction value of both children of Ru is
non-zero and, consequently, the persistence value
ρ(u) of u is non-zero. Moreover, by Lemma 14, in
this case we have Φ(H)(e) = ρ(e) for any building
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edge e of B≺. Thus, Φ(H)(u), being equal to ρ(u), is
non-zero.

On the other hand, if u is not a watershed-cut edge
for B≺, then there is a child X of Ru which does not
contain any minimum of w. Therefore, the extinc-
tion value of X is equal to 0: ε(X) = 0. Since, by
definition ρ(u) = min{ε(X), ε(sibling(X))} and the
minimal extinction value is zero, we can say that
ρ(u) = 0. Again, by Lemma 14, in this case we have
Φ(H)(e) = ρ(e) for any building edge e of B≺ and
thus, Φ(H)(u), being equal to ρ(u), is equal to 0.

3. Let u be a building edge ofB≺. The persistence value
of u is the extinction value of a child X of Ru. Let
X be a child of Ru such that ρ(u), the persistence
value of u, is equal to ε(X), the extinction value of
X. By Lemma 11, for any region Y of B≺ such that
Y ⊆ X , we have ε(Y) ≤ ε(X) and, as X ⊆ Ru,
ε(Y) ≤ ε(Ru). Let v be the building edge of a region
Z ⊆ X. Then, we can say that the extinction value
of both children of Z is less than or equal to the ex-
tinction value ε(X). Hence, ρ(v) ≤ ε(X) and, then,
ρ(v) ≤ ρ(u). By Lemma 14, we can conclude that
Φ(H)(v) ≤ Φ(H)(u). Hence, Φ(H)(u) ≥ ∨{Φ(H)(v)
such that Rv is included in X}. 2

Lemma 16. Let ≺ be an altitude ordering of (G,w) and
letH be a hierarchy on V such that Φ(H) is one-side in-
creasing forB≺. Then there exists a sequence of minimaS
such thatH is the hierarchy induced by ≺ and S.

In order to prove Lemma 16, we establish the following
lemma, which results from the generalization of Lemmas
6 and 7 of [13].

Lemma 17. Let ≺ be an altitude ordering for w and let f
be map from E into R such that f is one-side increasing
for B≺. Then, there exists an extinction map ε for ≺ such
that, for any building edge u of B≺:

f (u) = min{ε(R) such that R is a child of Ru}.

In [13], the authors established the result in Lemma 17
in the case where (G,w) is a tree with pairwise distinct
edge weights. They introduced estimated (approximated)
extinction maps such that, for any map f from E into R
and for any altitude ordering ≺ for w, the estimated ex-
tinction map for f and ≺ is an extinction map for ≺ if and

only if f is one-side increasing for B≺. Then, they proved
that, given a map f from E into R and given an altitude
ordering ≺ for w such that f is one-side increasing for B≺,
this implies that, for any building edge u for B≺, we have
f (u) = min{ε(R) such that R is a child of Ru} where ε is
the estimated extinction map for f and ≺. The general-
ization of this result to the case where (G,w) is not a tree
with pairwise distinct edge weights will be presented in
an extended version of [13].

The following lemma, established in [8], links MSTs
and QFZ hierarchies.

Lemma 18 (Theorem 4 of [8]). A subgraph G′ of G is a
MST of (G,w) if and only if:

1. the QFZ hierarchy of G′ and G are the same; and

2. the graph G′ is minimal for statement 1, i.e., for any
subgraph G′′ of G′, if the quasi-flat zone hierarchy of
G′′ for w is the one of G for w, then we have G′′ = G′.

Lemma 19. Let B be a binary partition hierarchy of
(G,w) and let H be a hierarchy on V such that Φ(H)
is one-side increasing for B. Then (V, E(B)) is a MST of
(G,Φ(H)).

Proof 7. Let α denote the sum of the weight of the edges
in E(B) in the map Φ(H): α =

∑
e∈E(B) Φ(H)(e). As

Φ(H) is one-side increasing for B, by the condition 1 of
Definition 4, we can affirm that α = 0 + 1 + · · · + n − 1.
In order to prove that (V, E(B)) is a MST of (G,Φ(H)),
we will prove that, for any MST G′ of (G,Φ(H)), the sum
of the weight of the edges in G′ is greater than or equal
to α. Let G′ be a MST of (G,Φ(H)). As G′ is a MST
of (G,Φ(H)), by the condition 1 of Lemma 18, we have
that G and G′ have the same quasi-flat zones hierarchy:
QFZ(G,Φ(H)) = QFZ(G′,Φ(H)). As Φ(H) is the
saliency map of H , we have that H = QFZ(G,Φ(H)).
Therefore, H = QFZ(G′,Φ(H)). Let i be a value in
{1, . . . , n − 1}. By the condition 1 of Definition 4, we can
say that {1, . . . , n − 1} is a subset of the range of Φ(H).
Therefore,H is composed of at least n distinct partitions.
Let H be the sequence (P0, . . . ,Pn−1, . . . ). Since the par-
titions Pi and Pi−1 are distinct, then there exists a region
in Pi which is not in Pi−1. Therefore, there is a region X of
Pi which is composed of a several regions {R1,R2, . . . } of
Pi−1. Then, there are two adjacent vertices x and y such
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that x and y are in distinct regions in {R1,R2, . . . }. Let x
and y be two adjacent vertices such that x and y are in dis-
tinct regions in {R1,R2, . . . }. Hence, the lowest j such that
x and y belong to the same region of P j is i. Thus, there
exists an edge u = {x, y} in E(B) such that Φ(H)(u) = i.
Hence, the sum of the weight of the edges of G′ is at least
1 + · · · + n − 1, which is equal to α. Therefore, the graph
(V, E(B)) is a MST of (G,Φ(H)). 2

Proof 8 (of Lemma 16). As Φ(H) is one-side increasing
for B≺, then, by Lemma 17, there is an extinction map ε
such that, for any building edge u of B≺, Φ(H)(u) =

min{ε(R) such that R is a child of Ru}. Since ε is an extinc-
tion map, then there is a sequence S = (M1, . . . ,Mn) of
minima of w such that ε is the extinction map for ≺ and S,
and such that, for any region R of B≺, ε(R) = ∨{i | Mi ⊆

R}. Let G′ denote the graph (V, E(B≺)). By Lemma 19,
G′ is a MST of (G,Φ(H)) and, consequently, by Lemma
18, H = QFZ(G′,Φ(H)). Let ρ denote the persistence
map for ≺ and for S. Since Φ(H)(u) = min{ε(R) such
that R is a child of Ru}, we have that, for any build-
ing edge u, Φ(H)(u) is the persistence value ρ(u) of u.
Then, QFZ(G′,Φ(H)) = QFZ(G′, ρ). By definition,
QFZ(G′, ρ) is precisely the hierarchy induced by ≺ and
by S. 2

Appendix A.2. Proof of Property 7
To prove Property 7, we first provide in Property 20 a

sufficient condition for a hierarchy to be a flattened hier-
archical watershed of (G,w).

Property 20. Let H be a hierarchy on V and let B be a
binary partition hierarchy of (G,w) such that:

1. (V, E(B)) is a MST of (G,Φ(H)); and

2. for any edge u in E(B), if u is not a watershed-cut
edge for B, then Φ(H)(u) = 0; and

3. for any edge u in E(B), there exists a child R of Ru

such that Φ(H)(u) ≥ ∨{Φ(H)(v) such that Rv is in-
cluded in R}, where ∨{} = 0.

ThenH is a flattened hierarchical watershed of (G,w).

The reader can observe that the statement 3 of the above
property is precisely the statement 3 of the definition of

one-side increasing maps (Definition 4), and that the state-
ment 2 is an implication of the statement 2 of Definition
4. The statement 1 of the above property corresponds
to a property of one-side increasing maps established in
Lemma 19.

In order to prove Property 20, we first state two auxil-
iary lemmas. From Property 10 of [9], we can deduce the
following lemma linking binary partition hierarchies and
MSTs.

Lemma 21. Let B be a binary partition hierarchy of
(G,w). The graph (V, E(B)) is a MST of (G,w).

By Property 12 of [9] linking hierarchical watersheds
and hierarchies induced by an altitude ordering and a se-
quence of minima, and by Lemma 18, we infer the fol-
lowing lemma.

Lemma 22. Let G′ be a MST of (G,w) and let H be a
hierarchical watershed of (G′,w). Then H is also a hier-
archical watershed of (G,w).

Proof 9 (of Property 20). Let H be a hierarchy on V
such that there is a binary partition hierarchy B of (G,w)
such that:

1. (V, E(B)) is a MST of (G,Φ(H)); and

2. for edge u in E(B), if u is not a watershed-cut edge
for B, then Φ(H)(u) = 0; and

3. for edge u in E(B), there exists a child R of Ru such
that Φ(H)(u) ≥ ∨{Φ(H)(v) such that Rv is included
in R}, where ∨{} = 0.

We will prove that H is a flattened hierarchical water-
shed of (G,w). To this end, we will prove that there is a
hierarchical watershed Hw of (G,w) such that any par-
tition of H is also a partition of Hw. Let G′ denote the
graph (V, E(B)). By Lemma 21, G′ is a MST of (G,w).
Moreover, by Lemma 22, given a hierarchical watershed
Hw of a MST of (G,w), we can say thatHw is also a hier-
archical watershed of (G,w). Hence, we can simply prove
that there is a hierarchical watershed Hw of (G′,w) such
that any partition ofH is also a partition ofHw.

To define the hierarchy Hw, we first define a map f
from E(B) into R such that f is one-side increasing for
B. Since G′ is a tree, by the definition of saliency maps,
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we can say that f is the saliency map of the hierarchy
QFZ(G′, f ). By Theorem 5, as f is one-side increasing
for B, we may say that QFZ(G′, f ) is a hierarchical wa-
tershed of (G′,w).

In the map f , the edges which are not watershed-cut
edges for B are assigned to zero, and the watershed-cut
edges for B are ranked according to their weights in w
and in Φ(H). Let ≺ be an altitude ordering for w such
that B is the binary partition hierarchy for ≺. Let ≺2 be
a total ordering on the set {u is a watershed-cut edge for
B≺} such that, for any two watershed-cut edges u and v
for B≺, we have u ≺2 v if and only if Φ(H)(u) < Φ(H)(v)
or if Φ(H)(u) = Φ(H)(v) and u ≺ v. The map f is defined
as follows:

f (u) =


0 i f u is not a watershed − cut

edge f or B
rank o f u f or ≺2 otherwise

(A.1)
We first demonstrate that f is one-side increasing for

B.

1. By the definition of f , as there are n−1 watershed-cut
edges for B, we can say that, for any i in {1, . . . , n −
1}, there is a watershed-cut edge u for B such that
the rank of u for ≺2 is i and, consequently, f (u) = i.
On the other hand, as w has at least one minimum,
there is at least one edge e in E(B) such that e is not
a watershed-cut edge for B and such that f (e) = 0.
Hence, we have { f (e) | u ∈ E(B)} = {0, . . . , n − 1}.
Therefore, the statement 1 of Definition 4 holds true
for f .

2. For any edge u, by the definition of f , f (u) is non-
zero if and only if u is not a watershed-cut edge for
B, so the statement 2 of Definition 4 holds true for f .

3. Let u be a building edge for B. If u is not a
watershed-cut edge for B, then there is a child X
of Ru such that there is no minimum of w included
in X. Hence, none of the building edges of the de-
scendants of X is a watershed-cut edge for B. By
the definition of f , we have f (u) = 0 and, for any
edge v such that Rv ⊆ X, we have f (v) = 0. Hence,
f (u) ≥ ∨{ f (v) such that Rv is included in X}. Oth-
erwise, let us assume that u is a watershed-cut edge

for B. Then there is at least one minimum of w in-
cluded in each child of Ru. By the hypothesis 3, there
is a child X of Ru such that Φ(H)(u) ≥ ∨{Φ(H)(v)
such that Rv is included in X}. Let X be the child of
Ru such that Φ(H)(u) ≥ ∨{Φ(H)(v) such that Rv is
included in X}. Let e be a building edge of B such
that Re ⊆ X. If e is not a watershed-cut edge for B,
then f (e) = 0 and, consequently, f (u) > f (e). Oth-
erwise, if e is a watershed-cut edge for B, then we
have Φ(H)(u) ≥ Φ(H)(e) and e ≺ u, which implies
that e ≺2 u. Consequently, by the definition of f , we
have f (u) > f (e). Therefore, f (u) ≥ ∨{ f (v) such
that Rv is included in X}. Then, the third condition of
Definition 4 holds true for f .

Hence, f is one-side increasing for B and, as stated
previously, QFZ(G′, f ) is a hierarchical watershed of
(G′,w) (resp. (G,w)). Now, we only need to prove that any
partition of H is a partition of QFZ(G′, f ). By the hy-
pothesis 1, G′ is a MST of (G,Φ(H)). Then, by Lemma 18,
we can say thatH is the QFZ hierarchy of (G′,Φ(H)). We
will prove that any partition of QFZ(G′,Φ(H)) is also a
partition of QFZ(G′, f ).

Let the range of Φ(H) be the set {0, . . . , `}: {Φ(H)(u) |
u ∈ E(B)} = {0, . . . , `}. Let λ be a value in {0, . . . , `}.
Let G′

λ,Φ(H) be the λ-level set of (G′,Φ(H)). Let α be the
greatest value in { f (u) | u ∈ E(G′

λ,Φ(H))}. We will prove
that the α-level set of (G′, f ) is equal to the λ-level set
of (G′,Φ(H)). Since α is the greatest value in the set
{ f (u) | u ∈ E(G′

λ,Φ(H))}, we can see that any edge v in the
λ-level set of (G′,Φ(H)) also belongs to the α-level set of
(G′, f ). Now, we also need to prove that there is no edge u
in the α-level set of (G′, f ) such that u is not in the λ-level
set of (G′,Φ(H)).

Let u be an edge which is not in the λ-level set of
(G′,Φ(H)). Then, Φ(H)(u) > λ and, for any edge v in the
λ-level set of (G′,Φ(H)), we have Φ(H)(u) > Φ(H)(v).
Since the minimum value of λ is zero, we can say that
Φ(H)(u) > 0 and, by the hypothesis 2, u is a watershed-
cut edge for B. Let v be an edge in the λ-level set
of (G′,Φ(H)). Since Φ(H)(u) > Φ(H)(v), if v is a
watershed-cut edge for B, then v ≺2 u and f (u) > f (v).
Otherwise, if v is not a watershed-cut edge for B, by the
definition of f , we have f (v) = 0 and f (u) > f (v). Thus,
for any edge v in the λ-level set of (G′,Φ(H)), we have
f (u) > f (v) and, therefore, f (u) > α. Then, u is not in the
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α-level set of (G′, f ).
Therefore, we can conclude that the α-level set of

(G′, f ) is equal to the λ-level set of (G′,Φ(H)). As
the partitions of H are given by the set of connected
components of the level sets of (G′,Φ(H)), we can af-
firm that any partition of H is also a partition of
QFZ(G′, f ). Therefore, there is a hierarchical watershed
Hw = QFZ(G′, f ) of (G′,w) (resp. (G,w)) such that any
partition of H is also a partition of Hw. Then, H is a
flattened hierarchical watershed of (G′,w) (resp. (G,w)).

2

LetH1 andH2 be two hierarchical watersheds of (G,w)
and let B be a binary partition hierarchy of (G,w) such
that both Φ(H1) and Φ(H2) are one-side increasing for B.
Let f3 denote the map f(Φ(H1),Φ(H2)). We will prove
that the hierarchy QFZ(G, f3) is a flattened hierarchical
watershed of (G,w). To this end, by Property 20, we will
prove that the following statements hold true:

1. (V, E(B)) is a MST of (G, f3); and

2. for any edge u in E(B), if u is not a watershed-cut
edge for B, then f3(u) = 0; and

3. for any edge u in E(B), there exists a child R of Ru

such that f3(u) ≥ ∨{ f3(v) such that Rv is included
in R}, where ∨{} = 0.

The following Lemmas 23, 26 and 27 prove respec-
tively that the conditions 1, 2 and 3 for QFZ(G, f3) to
be a flattened hierarchical watershed of (G,w) hold true.

Lemma 23. Let f1 and f2 be two maps from E into R
and let G′ be a subgraph of G such that G′ is a MST
of both (G, f1) and (G, f2). Then G′ is also a MST
of (G,f( f1, f2)).

In order to prove Lemma 23, we define cycles in the
context of graphs and we state two well-known properties
of spanning trees in Lemmas 24 and 25.

Let x and y be two vertices in V and let π = (x0, . . . , xp)
be a path from x to y. For any edge u = {xi−1, xi} for i in
{1, . . . , p}, we say that u is in π or that π includes u. We
say that π is a cycle if x0 = xp and p > 1.

Lemma 24. Let G′ be a spanning tree of (G,w) and let u
be an edge in E \ E(G′). Then (V, E(G′) ∪ {u}) contains a
cycle π that includes u.

Lemma 25. Let G′ be a spanning tree of a weighted
graph (G, f ). Let u be an edge in E \ E(G′) and let π
be the cycle of (V, E′ ∪ {u}) which includes u. The graph
G′ is a MST of (G, f ) if and only if f (u) ≥ f (v) for any
edge v in π.

Proof 10 (of Lemma 23). Let f3 denote the
map f( f1, f2). Let u be an edge in E \ E(G′). As G′ is
a spanning tree, by Lemma 24, the graph (V, E′ ∪ {u})
contains a cycle π which includes the edge u. Since G′

is a MST for (G, f1) and for (G, f2), by the forward
implication of Lemma 25, for any edge v in the cy-
cle π, we have f1(v) ≤ f1(u) and f2(v) ≤ f2(u).
Therefore, for any edge v in the cycle π, we
have min( f1(v), f2(v)) ≤ min( f1(u), f2(u)) and, con-
sequently, f3(v) ≤ f3(u). Hence, for any edge v in π, we
have f3(u) ≥ f3(v). Thus, by the backward implication of
Lemma 25, G′ is a MST of (G, f3). 2

The following lemma proves that the condition 2 for
QFZ(G, f3) to be a flattened hierarchical watershed hold
true.

Lemma 26. Let f1 and f2 be two maps from E into R and
let B be a binary partition hierarchy of (G,w) such that f1
and f2 are one-side increasing for B. Let f3 denote the
map f( f1, f2). Then for any edge u in E(B), if u is not a
watershed-cut edge for B, then f3(u) = 0.

Proof 11. Let u be an edge in E(B). If u is not an
watershed-cut edge for B, then, by the statement 2 of
Definition 4, we have f1(u) = 0 and f2(u) = 0. There-
fore, f3(u) = min(0, 0) = 0. 2

The following lemma proves that the condition 3 for
QFZ(G, f3) to be a flattened hierarchical watershed holds
true.

Lemma 27. Let f1 and f2 be two maps from E into R
and let B be a binary partition hierarchy of (G,w) such
that f1 and f2 are one-side increasing for B. Let f3 de-
note f( f1, f2). Then, for any building edge u of B, there
exists a child R of Ru such that f3(u) ≥ ∨{ f3(v) such
that Rv ⊆ R}.

Proof 12. Since f1 (resp. f2) is one-side increasing for B,
by the statement 3 of Definition 4, we have that, for
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any building edge u of B, f1(u) ≥ ∨{ f1(v) | Rv ⊆ X}
(resp. f2(u) ≥ ∨{ f2(v) | Rv ⊆ X}) for a child X of Ru. We
need to prove that, for any building edge u of B, f3(u) ≥
∨{ f3(v) | Rv ⊆ X} for a child X of Ru. Let u be a build-
ing edge of B. As f3(u) = min( f1(u), f2(u)), we should
consider the following cases: (1) f3(u) = f1(u); and
(2) f3(u) = f2(u).

1. Let us assume that f3(u) = f1(u). Let X and Y be
the children of Ru. If f1(u) ≥ ∨{ f1(v) | Rv ⊆ X}
(resp. f1(u) ≥ ∨{ f1(v) | Rv ⊆ Y}), we can affirm
that f3(u) ≥ ∨{ f1(v) | Rv ⊆ X} (resp. f3(u) ≥
∨{ f1(v) | Rv ⊆ Y}) as well. Since f3(e) =

min( f1(e), f2(e)) for any edge e in E, we can affirm
that f3(e) ≤ f1(e) for any edge e in E and, there-
fore, f3(u) ≥ ∨{ f3(v) | Rv ⊆ X} (resp. f3(u) ≥
∨{ f3(v) | Rv ⊆ Y}). Therefore, this condition holds
true for the child X (resp. Y) of Ru.

2. Let us assume that f3(u) = f2(u). The same reason-
ing of (1) can be applied in this case.

We can conclude that, for any building edge u of B, we
have f3(u) ≥ ∨{ f3(v) | Rv ⊆ R} for a child R of Ru. 2

Proof 13 (of Property 7). By Lemma 19, we can af-
firm that (V, E(B)) is a MST of both (G,Φ(H1))
and (G,Φ(H2)). Let f3 denote the mapf(Φ(H1),Φ(H2)).
By Lemma 23, (V, E(B)) is a MST of (G, f3) as well, which
proves the first condition for QFZ(G, f3) to be a flat-
tened hierarchical watershed of (G,w). By Lemmas 26
and 27, the second and third conditions for QFZ(G, f3)
to be a flattened hierarchical watershed of (G,w) hold
true. Therefore, QFZ(G, f3) is a flattened hierarchical
watershed of (G,w). 2

Appendix A.3. Proof of Property 8
LetH1 andH2 be two hierarchical watersheds of (G,w)

and let B be a binary partition hierarchy of (G,w) such
that both Φ(H1) and Φ(H2) are one-side increasing for B.
Let C be a positive function from R2 into R such that, for
any a, b, c and d in {0, . . . , n − 1}, we have:

1. C(0, 0) = 0; and

2. C(a, b) = C(b, a); and

3. if min(a, b) = min(c, d) and max(a, b) < max(c, d)
then C(a, b) ≤ C(c, d); and

4. if min(a, b) < min(c, d) then C(a, b) < C(c, d).

Let f3 denote the map C(Φ(H1),Φ(H2)). We want to
prove that the hierarchy QFZ(G, f3) is a flattened hierar-
chical watershed of (G,w). By Property 20, we need to
prove that there exists a binary partition hierarchy B′ of
(G,w) such that the following statements hold true:

1. (V, E(B′)) is a MST of (G, f3); and

2. for any edge u in E(B′), if u is not a watershed-cut
edge for B′, then f3(u) = 0; and

3. for any edge u in E(B′), there exists a child R of Ru

such that f3(u) ≥ ∨{ f3(v) such that Rv is included
in R}, where ∨{} = 0.

The proof of this property follows the same idea of the
proof of Property 7. To prove Property 8, we establish the
following auxiliary lemma.

Lemma 28. Let C be a function from R2 into R such that,
for any two real values x and y, we have C(x, y) = C(y, x).
Let a, b, c and d be four real values. If min(a, b) =

min(c, d) and max(a, b) = max(c, d), then C(a, b) =

C(c, d).

Proof 14. As min(a, b) = min(c, d) and max(a, b) =

max(c, d), then either we have (i) a = c and b = d
which implies that C(a, b) = C(c, d); or (ii) c = b and
d = a which implies that C(c, d) = C(b, a), which, by
our hypothesis on C, is equal to C(a, b). Hence, we
have C(a, b) = C(c, d). 2

The following three lemmas prove that the conditions
1, 2 and 3 for QFZ(G, f3) to be a flattened hierarchical
watershed of (G,w) hold true.

Lemma 29. Let C be a positive function such that, for
any a, b, c and d in {0, . . . , n − 1}, we have:

1. C(0, 0) = 0; and

2. C(a, b) = C(b, a); and

3. if min(a, b) = min(c, d) and max(a, b) < max(c, d)
then C(a, b) ≤ C(c, d); and
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4. if min(a, b) < min(c, d) then C(a, b) < C(c, d).

Let f1 and f2 be the saliency maps of two hierarchies
on V and let G′ be a subgraph of G such that G′ is a
MST of both (G, f1) and (G, f2). Then G′ is also a MST
of (G,C( f1, f2)).

Proof 15. Let u be an edge in E \E(G′). Let f3 denote the
map C( f1, f2). Since G′ is a spanning tree, by Lemma 24,
the graph (V, E′ ∪ {u}) contains a cycle π which includes
the edge u. Let π be the cycle of (V, E′∪{u}) which includes
the edge u. As G′ is a MST of (G, f1) and of (G, f2), by
Lemma 25, for any edge v in the cycle π, we have f1(v) ≤
f1(u) and f2(v) ≤ f2(u). Therefore, for any edge v in
the cycle π, we have min( f1(v), f2(v)) ≤ min( f1(u), f2(u))
and max( f1(v), f2(v)) ≤ max( f1(u), f2(u)). Then, we
should consider the three following cases:

1. If min( f1(v), f2(v)) < min( f1(u), f2(u)), then, by
the hypothesis 4 on C, we have C( f1(v), f2(v)) <
C( f1(u), f2(u)).

2. If min( f1(v), f2(v)) = min( f1(u), f2(u))
and max( f1(v), f2(v)) < max( f1(u), f2(u)),
then, by the hypothesis 3 on C, we have
C( f1(v), f2(v)) ≤ C( f1(u), f2(u)).

3. If min( f1(v), f2(v)) = min( f1(u), f2(u))
and max( f1(v), f2(v)) = max( f1(u), f2(u)), then, by
Lemma 28, we have C( f1(v), f2(v)) = C( f1(u), f2(u)).

Consequently, C( f1(v), f2(v)) = f3(v) ≤ C( f1(u), f2(u)) =

f3(u). Hence, for any edge v in the cycle π, we
have f3(v) ≤ f3(u). Thus, by Lemma 25, G′ is a MST
of (G, f3). 2

Lemma 30. Let C be a positive function such that, for
any a, b, c and d in {0, . . . , n − 1}, we have:

1. C(0, 0) = 0; and

2. C(a, b) = C(b, a); and

3. if min(a, b) = min(c, d) and max(a, b) < max(c, d)
then C(a, b) ≤ C(c, d); and

4. if min(a, b) < min(c, d) then C(a, b) < C(c, d).

Let f1 and f2 be the saliency maps of two hierarchies on
V and let B be a binary partition hierarchy of (G,w) such
that both f1 and f2 are one-side increasing for B. Then
for any u in E(B), if u is not a watershed-cut edge for B,
then C( f1, f2)(u) = 0.

Proof 16. Let u be an edge in E(B). If u is not an
watershed-cut edge for B, then, by the second condition
of Definition 4, we have f1(u) = 0 and f2(u) = 0. There-
fore, C( f1, f2)(u) = C(0, 0) = 0. 2

Lemma 31. Let C be a positive function such that, for
any a, b, c and d in {0, . . . , n − 1}, we have:

1. C(0, 0) = 0; and

2. C(a, b) = C(b, a); and

3. if min(a, b) = min(c, d) and max(a, b) < max(c, d)
then C(a, b) ≤ C(c, d); and

4. if min(a, b) < min(c, d) then C(a, b) < C(c, d).

Let f1 and f2 be the saliency maps of two hierarchies on
V and let B be a binary partition hierarchy of (G,w) such
that both f1 and f2 are one-side increasing for B. Let f3
denote the map C( f1, f2). Then, for any building edge u
of B, there exists a child R of Ru such that f3(u) ≥ ∨{ f3(v)
such that Rv is included in R}.

Proof 17. Since f1 (resp. f2) is one-side increasing for B,
by the third condition of Definition 4, we have that, for
any building edge u of B, f1(u) ≥ ∨{ f1(v) | Rv ⊆ X}
(resp. f2(u) ≥ ∨{ f2(v) | Rv ⊆ X}) for a child X of Ru. We
need to prove that, for any building edge u of B, there is
a child X of Ru such that f3(u) ≥ ∨{ f3(v) | Rv ⊆ X}. Let u
be a building edge of B and let X and Y be the children
of Ru. We should consider the following four cases:

1. If f1(u) ≥ ∨{ f1(v) | Rv ⊆ X} and f2(u) ≥
∨{ f2(v) | Rv ⊆ X}, then, for any building edge e such
that Re ⊆ X, we have f1(u) ≥ f1(e) and f2(u) ≥
f2(e). Let e be an edge edge such that Re ⊆

X. Therefore, min( f1(e), f2(e)) ≤ min( f1(u), f2(u)).
If min( f1(e), f2(e)) < min( f1(u), f2(u)) then, by
the hypothesis 4 on C, f3(e) < f3(u). Other-
wise, we have min( f1(e), f2(e)) = min( f1(u), f2(u)).
As f1(u) ≥ f1(v) and f2(u) ≥ f2(e), we
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have max( f1(u), f2(u)) ≥ max( f1(e), f2(e)). If
max( f1(u), f2(u)) = max( f1(e), f2(e)) then, by
Lemma 28, C( f1(u), f2(u)) = C( f1(e), f2(e)). Other-
wise, we have max( f1(u), f2(u)) > max( f1(e), f2(e))
and then by hypothesis 3 on C, we have
C( f1(u), f2(u)) ≥ C( f1(e), f2(e)). Thus in all cases
we have C( f1(u), f2(u)) ≥ C( f1(v), f2(v)) , and by
definition of f3: f3(u) ≥ f3(e). Therefore, f3(u) ≥
∨{ f3(v) | Rv ⊆ X}.

2. If f1(u) ≥ ∨{ f1(v) | Rv ⊆ X} and f2(u) ≥ ∨{ f2(v) |
Rv ⊆ Y}, then we have to consider two cases:
(i) f1(u) ≤ f2(u) and (ii) f1(u) > f2(u).

(i) Assume that f1(u) ≤ f2(u).
Then min( f1(u), f2(u)) = f1(u). Let v be
an edge such that Rv ⊆ X. By our assumption,
we have f1(u) ≥ f1(v). Indeed, since f is
a one-side increasing map, we can say that
either f1(u) = f1(v) = 0 or f1(u) > f1(v)
because only the watershed-cut edges for B
have non-zero and pairwise distinct weights.
If f1(u) = f1(v) = 0, this implies that nei-
ther u nor v are watershed-cut edges for B
and therefore f2(u) = f2(v) = 0, which
implies that f3(u) = 0 ≥ f3(v) = 0. Oth-
erwise, let us assume that f1(u) > f1(v). In
this case, and as min( f1(u), f2(u)) = f1(u),
we have min( f1(u), f2(u)) > f1(v), and
thus min( f1(u), f2(u)) > min( f1(v), f2(v)).
Then by hypothesis 4 on C, we have
C( f1(u), f2(u)) > C( f1(v), f2(v) which is
equivalent to f3(u) > f3(v). Therefore, we
have f3(u) ≥ ∨{ f3(v) | Rv ⊆ X}.

(ii) If f1(u) > f2(u) then we can apply the same
reasoning as in the case where f1(u) ≤ f2(u).

3. f1(u) ≥ ∨{ f1(v) | Rv ⊆ Y} and f2(u) ≥ ∨{ f2(v) | Rv ⊆

X}. This case is symmetric to 2.

4. f1(u) ≥ ∨{ f1(v) | Rv ⊆ Y} and f2(u) ≥ ∨{ f2(v) | Rv ⊆

Y}. This case is symmetric to 1.

Thus, we can conclude that, for any building edge u
of B, there exists a child R of Ru such that f3(u) ≥ ∨{ f3(v)
such that Rv is included in R}. 2

Proof 18 (of Property 8). By Lemma 19, we can af-
firm that (V, E(B)) is a MST of both (G,Φ(H1))
and (G,Φ(H2)). Therefore, by Lemma 29, (V, E(B)) is
a MST of (G, f3) as well, which proves that the first con-
dition for QFZ(G, f3) to be a flattened hierarchical wa-
tershed of (G,w) holds true. The second and third con-
ditions are the result of Lemmas 30 and 31, respectively.
Therefore, QFZ(G, f3) is a flattened hierarchical water-
shed of (G,w). 2

Appendix A.4. Proof of Property 9
Let C be the function:

C(x, y) =

0 i f x=0 and y=0
xmym

xm+ym

(A.2)

where m is equal or greater than the number of minima
n of (G,w). We want to prove that, for any a, b, c and d in
{0, . . . , n − 1}:

1. C(0, 0) = 0; and

2. C(a, b) = C(b, a); and

3. if min(a, b) = min(c, d) and max(a, b) < max(c, d)
then C(a, b) ≤ C(c, d); and

4. if min(a, b) < min(c, d) then C(a, b) < C(c, d).

Since m ≥ n, we can prove that those fours statements
hold true for any a, b, c and d in {0, . . . ,m − 1}.

The proof of the first and second statements are trivial.
In order to prove the third and fourth statements, we state
Lemmas 32 and 33.

Lemma 32. Let C(x, y) =
xnym

xn+ym and let a, b and d be nat-
ural numbers such that a ≤ b, a ≤ d and b < d. Then
C(a, b) ≤ C(a, d).

Proof 19 (of Lemma 32). If a = 0, then C(a, b) = 0
which is less than or equal to C(a, d) = 0. Otherwise, let
us assume that a > 0. We will prove that C(a, b) ≤ C(a, d)
by proving that C(a, d) −C(a, b) is positive.
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C(a, d) −C(a, b) (A.3)

=
amdm

am + dm −
ambm

am + bm (A.4)

=
a2mdm +���

�ambmdm − a2mbm −���
�ambmdm

(am + dm)(am + bm)
(A.5)

=
a2mdm − a2mbm

(am + dm)(am + bm)
(A.6)

=
a2m(dm − bm)

(am + dm)(am + bm)
(A.7)

The denominator of the fraction (A.6) is clearly posi-
tive and, since d > b, we can say that dm − bm is positive
as well. Therefore, C(a, b) − C(c, d) is positive and, con-
sequently, C(a, b) ≤ C(c, d). 2

Lemma 33. Let C(x, y) =
xmym

xm+ym and let a, b, c and d be
natural numbers in {0, . . . ,m − 1} such that a ≤ b and
c ≤ d. If a < c then C(a, b) < C(c, d).

Proof 20. Let us define the function fa(y) =
amym

am+ym where
y is a natural number. We will compute the limit of fa(y)
for y tending to infinity in order to find the greatest value
C(a, y) for any y.

lim
y→∞

amym

am + ym (A.8)

= lim
y→∞

am�ym

�ym

am+ym

ym

(A.9)

= lim
y→∞

am

am

ym +
ym

ym

(A.10)

=
am

0 + 1
(A.11)

= am (A.12)

Let c be a value in {0, . . . ,m−1} such that a < c. We will
prove that C(c, d) is greater than lim

y→∞

amym

am+ym = am. Since

a < c, we have c ≥ a+1. If we prove that this lemma holds
for the case where c = a + 1, we can infer by recurrence
that it holds for any c greater than a. Therefore, we can
simply prove that C(a + 1, d) is greater than am for any
d > a. By Lemma 32, the minimal value of C(a + 1, d) is

in the case where the value of d is minimal. Since a < d, d
the minimal value of d is a + 1 and C(a, d) = C(a + 1, a +

1) =
(a+1)2m

2(a+1)m =
(a+1)m

2 . Then we only need to prove that

am < (a+1)m

2 or that am −
(a+1)m

2 < 0.

am −
(a + 1)m

2
(A.13)

= am −

(
a + 1

m
√

2

)m

(A.14)

=

(
a −

a + 1
m
√

2

) (
am−1 + am−2

(
a + 1

m
√

2

)
+

· · · + a
(

a + 1
m
√

2

)m−2

+

(
a + 1

m
√

2

)m−1 )
(A.15)

The equation (A.15) is obtained by the factorization of
the equation (A.14). The sign of equation (A.15) is deter-

mined by the first term
(
a − a+1

m√2

)
because the other terms

are positive since a and m are natural numbers. Thus,
in order to prove that (A.13) is negative, we only need to

show that
(
a − a+1

m√2

)
< 0.

(
a −

a + 1
m
√

2

)
< 0 (A.16)

m
√

2a − a − 1 < 0 (A.17)

a( m
√

2 − 1) < 1 (A.18)

a <
1

m
√

2 − 1
(A.19)

Hence, we need to demonstrate that a < 1
m√2−1

. Since a
is in {0, . . . ,m−1}, we know that a < m and we can simply
prove that m ≤ 1

m√2−1
or that m

√
2m −m ≤ 1 or m − m

√
2m ≥

−1. Let us define the real function h as follows:

h(x) = x − x
√

2x (A.20)

= x(1 − x
√

2) (A.21)

= x(1 − e
ln 2

x ) (A.22)

We will show that h(x) ≥ −1 for any x in [1,+∞[. If this
holds true in the continuous case, we can infer that it also
holds true in the discrete case. Given that h(1) = −1, we
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can prove that h(x) ≥ −1 for any x in [1,+∞[ by showing
that h(x) is increasing in the interval [1,+∞[. To that end,
we will verify that the derivative of h(x) is positive for any
x in [1,+∞[.

h′(x) = 1 − e
ln 2

x − x
(
e

ln 2
x

(
−

ln 2
x2

))
(A.23)

= 1 − e
ln 2

x + e
ln 2

x
ln 2

x
(A.24)

To verify that h′(x) is positive in the interval [1,+∞[,
we compute the limite of h′(x) when x goes to +∞ and its
derivative h′′(x) of h′(x).

lim
x→+∞

h′(x) = 1 − e
ln 2
+∞ + e

ln 2
+∞

ln 2
+∞

(A.25)

= 1 − e0 + e0 × 0 (A.26)
= 0 (A.27)

h′′(x) = −

(
��

��
�

e
ln 2

x

(
−

ln 2
x2

))
+

(
−

ln 2
x2

)
e

ln 2
x

ln 2
x

+
��

��
�(

−
ln 2
x2

)
e

ln 2
x

(A.28)

= −
(ln 2)2

x3 e
ln 2

x

(A.29)

Therefore, we can affirm that h′′(x) is negative for any
x in [1,+∞[, which implies that h′(x) is decreasing in the
interval [1,+∞[. Since h′(x) is decreasing and the limit
of h′(x) going to infinity is zero, we can say that h′(x) is
positive for any x in [1,+∞[. Hence, h(x) is increasing
in the interval [1,+∞[. This implies that h(x) ≥ −1 and,
therefore, m − m

√
2m ≥ −1. This completes the proof that

C(a, b) < C(c, d). 2
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