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CONVERGENCE RATES OF DAMPED INERTIAL DYNAMICS UNDER
GEOMETRIC CONDITIONS

O. SEBBOUH*, CH. DOSSALT, AND A. RONDEPIERRE!

Abstract. In this article a family of second order ODEs associated with the inertial gradient descent is
studied. These ODEs are widely used to build trajectories converging to a minimizer =* of a function F', possibly
convex. This family includes the continuous version of the Nesterov inertial scheme and the continuous heavy ball
method. Several damping parameters, not necessarily vanishing, and a perturbation term g are thus considered.
The damping parameter is linked to the inertia of the associated inertial scheme and the perturbation term g
is linked to the error that can be done on the gradient of the function F. This article presents new asymptotic
bounds on F(z(t)) — F(x*) where z is a solution of the ODE, when F' is convex and satisfies local geometrical
properties such as Lojasiewicz properties and under integrability conditions on g. Even if geometrical properties
and perturbations were already studied for most ODEs of these families, it is the first time they are jointly studied.
All these results give an insight on the behavior of these inertial and perturbed algorithms if F' satisfies some
Lojasiewicz properties especially in the setting of stochastic algorithms.

Key words. Lyapunov functions, rate of convergence, ODEs, optimization, Lojasiewicz property.

1. Introduction. Let F' : R™ — R be a differentiable convex function admitting at least one
minimizer. In this paper we study the asymptotic behavior of the trajectories of the perturbed
second-order ordinary differential equation (ODE):

(1.1) E(t) + B(1)&(t) + VF(2(t) = g(t)

a
for any ¢ > to, where to > 0, 8(t) = k with @ > 0 and 0 € [0, 1], is a viscous damping coefficient

and ¢ : [to, +oo[— R™ an integrable source term that can be interpreted as a small external
perturbation exerted on the system. Throughout the paper, we assume that, for any initial
conditions (zp,vp) € R™ x R™, the Cauchy problem associated with the differential equation
(1.1), has a unique global solution satisfying (x(to),Z(to)) = (xo,v0). This is guaranteed for
instance when the gradient function VF' is Lipschitz on bounded subsets of R™ [19, 20].

During the last five years many articles study these ODEs, the convergence of the trajectory
x(t) or the decay rate of F(x(t)) to its minimum value F*, see for example [8, 27, 23] and
reference therein. In [27] Su et al. proved that the Nesterov acceleration scheme can be seen as
a discretization scheme of the ODE (1.1) with @ = 1 and ¢(t) = 0. Moreover the convergence
properties of the solution x(t) of (1.1) are linked with the ones of the sequence defined by the
Nesterov scheme and the Lyapunov analysis used in both cases to prove the convergence are very
similar. As another example, the choice § = 0 corresponds to the Polyak’s heavy ball method
[24], also referred to as the low-resolution ODE of Nesterov’s accelerated gradient method in [26].
It turns out that this family of ODEs is related to inertial optimization algorithms, with various
types of inertia, depending on the choice of the damping function ;7 and including perturbations
or error terms defined by g. Many results concerning inertial algorithms have been transposed
to the continuous setting such as the convergence of FISTA iterates in [17] by Chambolle et al.
which has been transposed by Attouch et al. [6] to the weak convergence of the trajectory of the
solution of (1.1) with # = 1 and o > 3. Conversely May in [23] and Attouch et al. in [6] proved
that for = 1 and a > 3, if F is convex, the solution x of (1.1) satisfies F(z(t)) — F* = o (%)
and this result has been extended to the sequence generated by FISTA by Attouch et al. in [8].
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Consequently, studying (1.1) is also a first step to have a better understanding of general and
perturbed inertial schemes to minimize convex functions.

In [15] Cabot et al. consider a general damping term and a vanishing perturbation term g = 0.
Their study gives decay rates on F(x(t)) — F* when 6 € [0,1). If only a convexity assumption is
made on F, Su et al [27] proved that if § = 1 and o > 3, we can get F(z(t)) — F* =0 (). In
[6, 3] authors complete these first results for § = 1, when a > 3, proving the weak convergence of
trajectory @ and showing that F(z(t)) — F* = 0 (3%). In [9, 7] authors give some optimal bound
on F(x(t)) — F* in the subcritical case o < 3. More general damping functions 3(¢) have been
studied by Cabot et al., Jendoubi et al., Attouch et al. see [16, 20, 3] for complete results. In
particular, if F' is convex and 6 € [0,1), we can get: F(z(t)) — F* = O (727 )-

Several works extend these previous results with a non vanishing perturbation term g propos-
ing some integrability conditions on g, see for example Balti et al. [11] for § € [0,1) and Attouch
et al. [6] for § = 1 and « > 3. In these two settings, the condition on g ensuring the optimal
decay rate F(z(t)) — F* = O (75) is the following:

Foo 140
(1.2) l/ 52 g ()1dt < +o0.
to

For 6 =1 and « < 3, Attouch et al. and Aujol et al. [7, 9] proved that this condition can be
weakened to

+oo
(1.3) / £5lg(0)dt < +oo

to

to ensure that F(x(t)) — F* = O (f#) In [3] Attouch et al. for 6 € (0, 1] and in [10] Aujol et
al. for # = 1 proved that these decay rates can be improved if more geometrical properties are
known on F' when the perturbation term g vanishes. These geometrical properties describe the
growth of F' around the set of minimizers and are linked with Lojasiewicz properties when F' is
convex.

The goal of this work is to generalize all the previous works providing accurate rates on
F(x(t)) — F* for any o > 0, for any 6 € [0, 1], depending on the geometrical properties of F
such as Lojasiewicz properties and integrability conditions on g. To the best of our knowledge,
this is the first work combining geometrical properties on F and integrability on g to provide
decays on F(x(t)) — F*. More precisely, we will always consider that F' is convex, has a unique
minimizer and we always assume integrability conditions on ¢ that ensure the convergence of
F(z(t)) — F* to 0. Consequently, the convergence of the trajectory (z(t))i>s, to the unique
minimizer is always ensured. That is why, in all theorems, the geometrical assumptions are only
made on a neighborhood of the minimizer and are not necessarily global.

The paper is organized as follows. In Section 2, we introduce the geometrical hypotheses we
consider on the function F', and their relation with the Lojasiewicz property. We then present
the contributions of the paper in Section 3: depending on the geometry of the function F' and
the value of the damping parameters o and 6, we show that combining a flatness condition and a
sharpness condition such as the Lojasiewicz property provides new and better convergence rates
for the values F'(z(t)) — F*. The proofs of the theorems are given in Section 4. Some technical
proofs are postponed to Appendix A.

2. Preliminaries: local geometry of convex functions. In this section we recall some
definitions and results concerning the local geometry of convex functions around their set of
minimizers, see [10] for more details.

Throughout the paper, we assume that the ODE (1.1) is defined in R™ equipped with the
Euclidean scalar product (-,-) and the associated norm || - ||. As usual B(z*,r) denotes the open
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Euclidean ball with center 2* € R™ and radius » > 0. For any real subset X C R", the Euclidean
distance d is defined as:
Ve e R?, d(z,X) = inf ||z —y|.
yeX

We now introduce on the one hand a flatness assumption that ensures that the function is not
too sharp in the neighborhood of its minimizers, and on the other hand a sharpness assumption
ensuring that the magnitude of the gradient is not too low in the neighborhood of the minimizers.

DEFINITION 2.1. Let F': R™ — R be a convex differentiable function with X* = argmin F #
0, and F* = inf f.
1. Let v > 1. The function F satisfies the condition Hy () if, for any minimizer x* € X*,
there exists n > 0 such that:

1
Ve € B(z*,n), F(x) — F* < —=(VF(x),z —z").
v
2. Let p > 1. The function F satisfies the growth condition Ha(p) if for any minimizer
x* € X*, there exist K, > 0 and € > 0 such that:

Vo € B(z*,€), Kpd(zx, X*)? < F(z) — F*.

The assumption Hj () has been already used in [15, 27, 9, 10, 1]. Note that any convex dif-
ferentiable function satisfies H;(1) and that any differentiable function such that (F — F*)% is
convex for some v > 1, satisfies Hy (7). More precisely, the hypothesis Hy(y) can be seen as a
flatness condition on the geometry of a convex function around its sets of minimizers [10, Lemma
2.2]: any convex differentiable function F satisfying H;(v) for some v > 1, also satisfies: for any
minimizer * € X*, there exist M > 0 and 1 > 0 such that:

(2.1) Vo € B(z*,n), F(x) — F(z*) < M|z — z*||.

The hypothesis Ha(p) with p > 1, is a growth condition on the function F around its set
of minimizers (critical points in the non-convex case) ensuring that F' is sufficiently sharp (at
least as sharp as = — ||z — 2*||?) in the neighborhood of X*. It is also called p-conditioning
[18] or Hélderian error bounds [13]. In the convex setting, this growth condition is equivalent
to the Lojasiewicz inequality [21, 22], a key tool in the mathematical analysis of continuous and
discrete dynamical systems, with exponent § =1 — % € (0,1]:

DEFINITION 2.2. A differentiable function F' : R™ — R is said to have the Lojasiewicz
property with exponent 6 € [0,1) if, for any critical point x*, there exist ¢ > 0 and € > 0 such
that:

Vr € B(z*,¢), |[VF(z)| = ¢(F(x) — F(z*))’.
where: 0° = 0 when 6 = 0 by convention.

Typical examples of functions having the Lojasiewicz property are real-analytic functions
and C! subanalytic functions, or semi-algebraic functions [21, 22]. Strongly convex functions
satisfy a global Lojasiewicz property with exponent 6 = % [2], or equivalently a global version of
the growth condition, namely:

Vz € R", F(z) — F* > %d(m,X*)Q,

where > 0 denotes the parameter of strong convexity. Likewise, convex functions having a
strong minimizer in the sense of [4, Section 3.3], also satisfy a global version of Hy(2). By
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extension, uniformly convex functions of order p > 2 satisfy the global version of the hypothesis
H,(p) [18].

Finally, observe that any convex differentiable function F' satisfying both hypothesis Hj (v)
and Ha(p), has to be at least as flat as ||z — 2*||” and as sharp as ||z — z*||P in the neighborhood
of its minimizers. More precisely, combining (2.1) and Hy(r), we have:

LEMMA 2.3 ([10, Lemma 2.5]). If a convez differentiable function F satisfies both H1(vy) and
Hs(p), with v,p > 1, then necessarily: p > ~.

3. Contributions. In this section, we state convergence rates for the values F(z(t)) — F*
along the trajectory x(t) solution of (1.1), depending on the geometric properties H; and Hy
of the function F' and on integrability conditions on the perturbation term g. Geometry and
perturbations have been studied separately in several papers for this family of ODEs, and the
specificity of this work is to study both aspects jointly.

In the case when 6 = 1, if F only satisfies H; (y) for some v > 1, Aujol and Dossal proved in [9,
Theorem 2] that for low friction parameter o < 1+% and assuming that ft—:w tvis llg(t)||dt < +o0,
we have the following result:

F(z(t)) — F* = o(f%) .

For large friction parameters «, the sole assumption H; () on F' is not sufficient anymore to
obtain a decay faster than O (%) which is the uniform rate that can be achieved for @ > 3 [27].
In [10], Aujol and al. proved that the known convergence rates for the values F(x(t)) — F* can be
improved combining the flatness condition H; with a sharpness condition such as the Lojasiewicz
property. The main contribution of this paper is to combine local geometric properties of the
objective function F' with integrability conditions on the source term g to provide new and better
convergence rates for the values F'(z(t)) — F™* for a larger family of ODEs. We can thus compare
these results with classical bounds that can be achieved with geometrical assumptions on F', such
as convexity or Lojasiewicz properties without any perturbation term or with results dealing with
a non vanishing perturbation term g but with simple assumptions on F.

3.1. Convergence rates for sharp geometries. In this section, we state convergence
rates on the values F(x(t)) — F* along the trajectory z(t), that can be achieved for functions
satisfying geometrical hypothesis such as Hy(y) and/or H2(2). The cases § = 1 and 6 € [0,1)
are treated separately.

Let us first consider the case when § = 1 i.e. the ODE:

(3.1) #(t) + %j:(t) + VE(z(t) = g(t).

THEOREM 3.1. Let o > 0 and to > 0. Let x(-) be any solution of the ODE (3.1) with § =1
and (x(tg), ©(to)) = (wo,v0). Assume that:

+oo Yo
(3.2) / 1753 (g () | dt < +oc.

to

If F satisfies Hi(y) and Hy(2), for some v < 2, if F has a unique minimizer and if o > 1+ %,
then

(3.3) F(a(t) — F* = o(fm) .



Theorem 3.1 whose proof is detailed in Section 4.1, can be seen as an extension of former results
with a non vanishing perturbation term g, see [10, Theorem 4.2]. Note that Theorem 3.1 only
applies for v < 2 since according to Lemma 2.3, there exists no function satisfying both Hj ()
and Hy(2) for v > 2. Moreover the integrability condition given in Theorem 3.1 generalizes the
integrability condition given in [9] to any o > 0 under the growth condition Hs(2) and coincides
in the limit case o = 3, which was expected.

Let o > 0. We first consider the perturbed classical heavy ball system:

(3.4) Z(t) + az(t) + VF(x(t)) = g(t)
for which there are very few results on the convergence rates for the values F(x(t)) — F* without

strong convexity.

THEOREM 3.2. Let v € [1,2] and to > 0. Let x(-) be any solution of the ODE (3.4) and
(z(to), (o)) = (xo,v0). If F satisfies Hi(y) and Ha(2) with a real constant Ky > 0, and admits
a unique minimizer x*, and if:

+oo 2
/ e 1t g(8)||dt < +oo.
to

then for any m € (0, min (1, W(%“;)K?)), we have:

2 2
Flatt) - 7 = 00T ) | afe) - a7 = 0 e )

2
1Ko
[e3 t>.

Observe that if the constant Ky appearing in the growth condition Hy(2) is chosen small enough,
or if the friction parameter « is chosen large enough, the best rate for the values F(z(t)) — F*
is obtained for m = %

Let 6 € [0,1). We now consider the heavy ball system with a general friction term:

lé (o)) = O(e-m“-’")

(3.5) #(t) + 55 (t) + VF((t) = g(t).

THEOREM 3.3. Let v € [1,2], m € (0, %) and to > 0. Note: T'(t) = f:u Sds. Let x(-) be
any solution of the ODE (3.5) with 8 € [0,1) and (z(to), &(to)) = (x0,v0). Assume that:

—+o0
/ ™| g(8)[dt < +o0.

to

If F satisfies Hi(v) and Hy(2), and admits a unique minimizer x* then:
F(x(t)) — F* = O(efmF(t)> , le() — 2| = O(e*mr(t)) . lE))? = (’)(e*mr(t)) .

Theorem 3.3 when 6 € (0,1) can be seen as an extension of [3, Theorem 6.1] to functions with
some geometrical properties as H; and Hs. Its proof is detailed in Section 4 and is an extension
of the proof of [3, Theorem 3.12] to a non-vanishing perturbation term g # 0. Note that [3] deals
only with vanishing damping, that is > 0, while Theorem 3.2 deals with the case § = 0.
Observe also that in the case § = 1, Theorem 3.3 provides convergence rates in O(t~™%)

7@ )
provided by Theorem 3.1.

for any m € (0 2l ) which is slower but infinitely close to the convergence rate O(tf%)



Finally, observe that the integrability conditions given in Theorems 3.1, 3.2 and 3.3 are always
stronger than the condition j;joo tP|lg(t)||dt < 400, with p = min(1, §), given in [7, Theorem
5.1] and ensuring the convergence of the values F(z(t)) — F* to 0. Consequently the trajectory
x(t) actually converges to the unique minimizer of F' so that the geometrical assumptions Hy
and Hy can be used locally that is in the neighborhood of the unique minimizer of F.

3.2. Convergence rates for flat geometries. In this section, we state new convergence
rates on the values F(x(t)) — F* along the trajectory z(t), that can be achieved for functions
satisfying geometrical hypothesis such as H; () and Ha(y) for any v > 2. The cases § = 1 and
0 € [0,1) are treated jointly.

Let us first consider the unperturbed case (¢ = 0). We announce new results on the conver-
gence of the function values along the trajectory z(t) with additional geometrical assumptions,
but without perturbations:

THEOREM 3.4. Let v1 > 2, v = v1. Noter = lizg. Suppose x is a solution to the ODFE

(1.1) with g = 0. If F is coercive and satisfies Hq(y1) and Ha(72), and if 0 < 1 then:

(3.6) Fla() — F* = o<1> .

thz—2

The Theorem 3.4 is a generalization of [10, Theorem 4.5] established for § = 1 to any 6 €
(0,1]. We now prove that the convergence rates provided by [10, Theorem 4.5] when 6 = 1 and
Theorem 3.4 when 6 € [0, 1) remain valid in the perturbed case (g # 0):

THEOREM 3.5. Let o > 0, § € [0,1] and to > 0. Let x be the solution of the ODE (1.1) for

given initial conditions (x(tg), <(tg)) = (zo,v0). Let v1 > 2, 72 = v and r = %. Assume that:
too 1y
(3.7) / £522 | g (1) |t < +oo.
to
If F satisfies H1(v1) and Ha(7y2) and admits a unique minimizer then:
1. if6=1 anda}% or
2. if0 < 1,
then we have
N 1
tv2—2
As in [10] with a non vanishing perturbation term g, if 1 = 72, we have furthermore the

convergence of the trajectory:

COROLLARY 3.6. Let o > 0, 0 € [0,1] and to > 0. Let x be the solution of the ODE (1.1)
for given initial conditions (z(to),%(to)) = (20, v0). Let v > 2. Note r = 12 Assume that:

+o0o y
/ £33 g (4) | dt < +oo.

to

If F satisfies Hy () and Ha(v) and admits a unique minimizer then:
1. if6=1 anda}% or
2. if0 <1,

then we have:

(39) el =0 = ).




In the case of the classical heavy ball (6 = 0), Theorem 3.5 can be seen as an extension of [12,
Corollary 5.1] using a different approach: indeed in [12], the authors prove a similar convergence
rate under Lojasiewicz properties, but without any convexity assumption on F'.

Observe also that to deal with a non-vanishing perturbation term, the uniqueness of the
minimizer seems to be crucial despite the fact we can avoid this assumption when g = 0, see [10,
Theorem 4.5 and Corollary 4.6].

Y2

Remark 3.7. In the integrability condition given in Theorem 3.5, the exponent is ,;;_2 =

%. Since ,YZ'Y_"‘Q > r, the integrability condition (1.2) from [23] is automatically satisfied
and ensures that the trajectory z(t) converges to the unique minimizer of F. The geometrical

assumptions H; and Hy thus can be used locally. Moreover:
(1+6)y, 1496

Y2 €(2+00) 2(’}/2 — 2) 2’

so that we get the same exponent as in the integrability condition in (1.2) which is also what we
expected.

Remark 3.8. At least for § = 1, the integrability condition in Theorem 3.5 is optimal. To
prove this optimality, we will show that if we consider (ODE) with v > 2,0 =1, and o > %
for F(x) = ||, then for any d < ﬁ, there exist initial conditions and a perturbation term g

such that

/ #lg)ldt < +oo and  lim (F(r(t) — F(z))t2 = +0o.
to —00
First we observe that
2~ —
=Yy
Y2 v-=2
As a consequence, for any d < ﬂj, it exists 4 > ~ such that
2y -1

3.10 - +d< -1
(3.10) T

Let us define z(t) = t_%, a straightforward calculation shows that :

2(7 — . L
B(t) + Si(0) + VF(a() = (3_2% B
If we define
2(:)/ — Oz) _2(G-=1 _2(v=1)
(311) g(t) = —"t 5—2 +7t -z

we can observe that x is a solution of (ODE) with this perturbation term g for suitable initial

conditions. Moreover since 7 > v

and from (3.10) we get

+oo
/ ¥ g(t)|dt < 4-oo0.

to



3.3. Strategies of proofs. All the proofs in this paper are based on the analysis of Lya-
punov functions (or energies). In this section we present the state of the art strategies using
Lyapunov functions, and a sketch of the strategies used in this paper.

Note that in the four Theorems 3.1, 3.2, 3.3 and 3.5 dealing with a non vanishing perturbation
term, we modify the Lyapunov functions used when g = 0, and propose integrability conditions
on g that ensure the same decay that the one achieved with g = 0. Therefore the Lyapunov
functions we use are closed to those that can be found in the literature. Note also that the
Gronwall-Bellman Lemma is a key lemma in each proof, but the exact way to deal with a non
vanishing perturbation term g is different in each theorem.

3.3.1. State of the art strategies. To prove each of the rates on F(x(t)) — F* obtained
in Section 3, the main idea is to define a Lyapunov energy depending on t and denoted by £, H
or G, which involves the term F(z(t)) — F* and which is bounded. The choice of this Lyapunov
function depends on the ODE (a and 6) and on the assumptions on the function F' (such as the
flatness hypothesis Hy). A simple Lyapunov function to study the solutions of (1.1) when F' is
convex with g = 0 is:

(3.12) Et) = F(x(t)) — F* + %H:’r(t)H?.

Indeed, € is a sum of positive terms and &'(t) = —B(¢)||4(¢)|[|> < 0. This simple Lyapunov
function ensures that the energy £ is non increasing which implies that F(x(t)) is bounded.
Many Lyapunov functions have been proposed to study (3.1) when F' is convex, see for example
[27, 5, 7, 9] or for more general friction terms [15, 11]. A simple example to study the specific
case of Nesterov damping (i.e. § = 1) when F is convex and g = 0, is:

Et) = *(F(x(t)) — F*) + %Il(a = D)(x(t) — ") + ta(t)]|3.
Indeed, a simple calculation shows that:
E'(t) < —at||(t)|]? + (3 — a)t(F(x(t)) — F*).

From this Lyapunov function we deduce that if o > 3, £ is non increasing and thus that

E(to)

Fla(t) - F* < =5

In [10], Aujol and al. propose to extend this Lyapunov approach to deal with geometrical
properties of F for the Nesterov damping i.e (3.1) with g = 0 using Lyapunov functions H :

H(t) = t"(F(2(t)) = F7) + R(2(1),

where R is non necessarily positive and p depends on the properties of the damping parameter
« and on the geometric properties of F' to get F(z(t)) — F* = O (tip) To get such a bound, the
first step is to bound the energy ‘H and then to use the growth condition Hs of F' to deduce the
bound on F(x(t)) — F*.

For other choices of function 3(t), especially when § < 1 in (1.1), the decay may be faster
than polynomial if F' satisfies some Lojasiewicz properties, see [25, 3, 13]. A way to prove this
faster decay is to build Lyapunov energies satisfying some differential inequalities for a suitable
function =y :

(3.13) E't) < —v(H)E(),
8



which implies that
E(t) < Elto)e” I v(s)ds

To deal now with the perturbation term ¢ in (1.1), a simple way is to add an integral term in the
Lyapunov energy £ or ‘H depending on x and g as done for example in [11, 5, 9] and references
therein. Consider again the simple Lyapunov function (3.12) for the study of the solutions of
(1.1) when F is convex. The idea is to modify this energy by adding a integral term:

T
G(t) = £() + / ((s),g(s))ds,

which, after derivation, will enable to cancel the terms depending on the perturbation g. Indeed,
a simple calculation shows that: G'(t) = —3(t)||(¢)]|?> < 0, so that:

V> to, E(1) St‘,’(to)—l—/tt(i:(s),g(s))ds

< E(to) + / lé()lllg(s) ds.

The Gronwall-Bellman lemma and the integrability hypothesis enable to prove that the energy
£ is bounded and thus to conclude.

3.3.2. Sketch of proof. For each theorem, we define a Lyapunov energy G (or ‘H) defined
by parameters that are set depending on the hypotheses of each theorem. This function G also
depends on the perturbation term g. The first step of the proof consists in proving that G is
bounded. The second step uses a Gronwall-Bellman lemma and the growth condition Hs to
conclude. More precisely, Theorems 3.1, 3.2 and 3.3 deal with sharp functions, i.e. functions
satisfying Ho(2), or equivalently the Lojasiewicz property with an exponent equal to % The
first theorem is dedicated to the Nesterov damping (@ = 1). The polynomial rate is known in
the case where g = 0 [10]. We propose to modify the Lyapunov function that is used in [10] by
adding an integral term :

6(1) = (£ (Fla(0) = F') 4 3ING0) — o) 41015 + §lot0) — ')

T / SA((s) — 2%) + si(s), g(s))ds,

and we then prove that G is bounded using differential inequalities. The Gronwall-Bellman
lemma and the integrability hypotheses on g are used to conclude.

Theorem 3.3 deals with the case § < 1. In this case it is known [25, 3, 13] that the decay of
F(xz(t)) — F* is faster than polynomial. We propose to use a Lyapunov function similar to the
previous one. This time A and & may be functions of ¢ :

g(t) = Fa(t) - F" + %II/\(t)(r(t) — ") + @)l + %Hx(t) —a*||?

T
+/t 56<A(s)(x(s) — %) + si(s), g(s))ds.

For suitable choices of A, £ and § we can get some differential inequalities like (3.13) satisfied by
G and conclude using Gronwall-Bellman lemma.

9



Theorems 3.4 and 3.5 deal with flat functions i.e. with functions satisfying the growth
condition Hy(y2) with 42 > 2, i.e Lojasiewicz properties with an exponent greater than %
Theorem 3.4 focuses on the case ¢ = 0 and Theorem 3.5 is the general perturbed case. Both
theorems provide results for § € [0,1] including the Heavy Ball case (0 = 0) and the Nesterov
case (0 = 1). In both theorems, the bound given on F(x(t)) — F* is polynomial. For Theorem

3.4, inspired by [10] we define an energy function

H(O) = (£(FE(0) — F)+ NG00 - o)+ 01 + D ol) - o )

for a suitable choice of parameters A\ and p, and function £&. We then prove that there exists
t1 > to such that for any ¢ > ¢, H'(¢) < 0. The function £ may be negative but using the growth
condition Hy, we can deduce bounds on F(z(t)) — F*. In Theorem 3.5, we consider the energy:

()= (£(Fla(0) ~ F) 4 3INGelo) — o)+ 013 + ot — o )

T
—l—/ sO(\(z(s) — x*) + si(s), g(s))ds,
t
and prove that G is bounded. Combining the approaches developed in Theorem 3.4, the Gronwall-
Bellman lemma and the integrability hypotheses on g, we are able to conclude.

4. Proofs. In this section, we detail the proofs of Theorem 3.1, Theorem 3.2, Theorem 3.3,
Theorem 3.4, Theorem 3.5 and Corollary 3.6.

4.1. Proof of Theorem 3.1. Let z* be a minimizer of F' and A, £ and T three real numbers.
The proof of Theorem 3.1 relies on the following energy:

p+2

(Alz(s) —a") + si(s)),s = g(s))ds

(N}

(4.1) O(t) = PE(H) + /T<s
where the energy £ is defined by:
E(t) = *(F(x(t)) — F*) + %Ilk(x(t) —a*) +ta(t)]* + gllx(t) — "

Using the following notations:

(42) B(t) = o N (t) — %) + (1),
oft) = o llo(t) — oI,

we then have:

E(t) =t(a(t) + b(t) + &c(t)).

Note that the functions £(¢) and H(t) = t?£(t) denote the same Lyapunov functions as those
used in the proof of Theorem 4.1. in [10] in the non perturbed case (¢ = 0). Our proofs are
based on the following lemma:

LEMMA 4.1. Let v > 1. If F satisfies the hypothesis Hy(y) and if £ = AM( A+ 1 — ), then

G'(t) <P ((2+p—Na(t) + (p+ 22 + 2 — 2a)b(t) + A(A+1 — a)(p — 2N\)c(t))
10



This lemma whose proof is detailed in Appendix A.1, is the generalization of [10, Lemma 5.1]
to the perturbed case: the integral term in (4.1) was chosen to cancel the terms in G'(t) coming
from the perturbation g(t): following the exact same calculation steps as in the proof of [10,
Lemma 5.1], we observe that all the terms coming from the perturbation g(t) cancel each other
out, so that we obtain the same formula as in the non perturbed version.

Choosing now p = % —2and A = % and thus:
2a
= _2+7(1-a),
3 (7+2)2( V(1 —a))
we get:
(4.3) G'(t) < K tPc(t)

where K7 = &(p — 2)\) = % (w=2)a—(y+2)). Since a > 1+ % and v < 2, we necessarily
have: £ < 0, and thus K7 > 0. Consequently, the energy £(¢) is not a sum of non-negative terms
and we cannot conclude that the energy function G is decreasing. To get the expected estimate
on the energy, we need an additional growth condition Hz(2) to bound the term ||z (t) — 2*||? as
done in [10].

Using the uniqueness of the minimizer and the fact that F' satisfies Hy(2), there exists K > 0
such that:

Ktlle(t) - «*|> < t(F(a(t)) — F) = a(t),

hence:

1

(4.4) c(t) < SR Y

(t).
Since & < 0 with our choice of parameters, we get:

§

H(t) = 7 (a(t) + et)) > 7T (14 525

Ja(t),

so that there exists t; > to such that for all ¢ > t;, we have:

(4.5) H(t) > %t”la(t) > 0.

Now from (4.3), (4.4) and (4.5), we have:

KL H(t)
K

Vt >, G'(t) <

Observe now that: H'(t) = G'(t) + (M(a(t) — x*) + ti(t), P g(t)) so that we get the following
differential inequality on the energy H:

#(t) < SO 5 () - a) + 1i(0). 5 g(0)
< KR 5 a () - 2) + a0 lo(o)]
K1 H(1) o

-2 FV2(tPHb(E)) 2t || g (8.
11



Using again the fact that c(t) = o(a(t)) (see (4.4)), there exists to > ¢ such that, for all t > to,
a(t) + &c(t) > 3a(t), which implies that:

1
V> ty, H(t) = tPT0(t) + P (al(t) + Ec(t)) = §tp+1a(t) +tPTB(t) = tPTLb(2).
Hence:

Ky H(t)
K

—ycx

Vit > o, H(t) < =21 VM (1) BT g (1))

Dividing both sides of the inequality by 27—[(t)% and integrating between ¢, and ¢, we get:
. tH(s)2
< 2 — ds + — T2 d
Hh g [ ne lg(s)lds.

K1 ¢ H(S)% \/§ oo Yo
= d p— 2 d
K/m PER A /tz s7%2||g(s)lds

t Kl
¢, 2Ks3

N|=

(4.6) VE > by, H(t)

Since ftjoo s772 ||g(s)||ds < +oc:

N

Yt > to, H(t)? < Hts)

< B+ H(s)2ds,

+oo
where 8 = H(ty)? —&-g/ s7+2 ||g(s)||ds. Applying the Gronwall Lemma, we finally get:
ta

Vit > by, H(t) <5 exp (%/1t 83d8) < B exp(f(l /:OO Sisds) = fexp (2?{5)
, :

In other words, we found a constant A > 0 such that for all ¢ > to, H(t) < A. According to (4.5),
we conclude that $tP72(F(z(t)) — F*) = $t?™a(t) is bounded which ends the proof of Theorem
3.1.

4.2. Proof of Theorems 3.2 and 3.3. Let A, £ and T three real numbers. Let x* be a
minimizer of F' and z(-) any trajectory solution of:

B(t) + ()i (t) + VE(x) = g(1),

where: B(t) = {7 with a > 0 and 0 € [0,1). The proof of Theorem 3.3 relies on the following
energy:

T
(4.7) g(t) =£(@) +/t Az (s) —2") +i(s)), g(s))ds

where:

£(t) = Fa(t) = F* + SIN(0) — 2%) + 07 + Sllalt) — ]

Proof of Theorem 3.2, case § = 0. Remember that in that case, the friction coefficient is
constant: V¢, B(t) = a. Using the following notations:

a(t) = F(z(t)) = F*, b(t) = %IIA(SE(t) — ") +a ()|,

12



the energy £(t) can be rewritten as:
(4.8) E(t) =alt) +b(t) + &c(t).

The proof of Theorem 3.2 relies on the following differential inequality whose proof in detailed
in appendix:

LEMMA 4.2. Let v > 1, 8 = 0 and A € R. If F salisfies the hypothesis Hi(y) and & =
A\ — a), then:
Vt > to, E'(t) < —Mya(t) + 2\ — a)b(t) — 2XEc(t) + (g(t), 2 (t) + Mz (t) — =¥))

< —\y (a(t) + 2§c(t)) +2(A — a)b(t) + (g(t), 2(t) + A(z(t) — x™)).

The scheme of the proof is quite standard: we first need to control the terms in b(¢) and c(t) in
Lemma 4.2 to deduce some differential inequality on the energy £.
Let us choose A < a. In that case, the energy £ is not a sum of non-negative terms anymore:

E(t) =a(t) +b(t) + &c(t)

since: £ = A\ — a) < 0. Using the growth condition Hy(2) combined by the uniqueness of the
minimizer of F, to bound ||z(t) — z*||, we get the following inequality: there exists ¢; > to such
that:

3 <l iq
4.9 Yt > ty, a(t) +2=>c(t) =a(t) —2—=c(t) > (1 — —=—)a(t
(4.9) 1, a(t) 7() (t) 7()( Kﬂ)()
From now on, we choose: \ = m'yff? where the constant m € (0,1) is chosen small enough to
ensure: €l
1-——"->1-m>0,
Koy

and 2(A — «) < —\v, or equivalently A < ﬁa(< a). More precisely, the parameter m has thus
to satisfy:

0<m<min(1 M)
"(vH+2vKs )

Observe that, with that choice, we then have:
(4.10) €] = Ma — A) < ad <myKos.
It follows from (4.9) that, for all ¢ > ¢;:

a(t) + 2%c(t) > (1 —m)af(t),

and, noticing that a(t) + t=-b(t) = a(t) + b(t) > £(t), we finally get for all t > ¢;:

(W11 £ < (L= mlalt) + T b(0) + (g(6), (1) + Aalt) — )

< —(L=m)ME(t) + {g(t), (t) + Aa(t) — 27)).
13



or equivalently:
(4.12) gt) < -1 -m)ME[H) <0

The rest of the proof is quite standard: before integrating the differential inequality (4.11)
between ¢, and ¢, we first need to control the term ||&(t) + A\(«(¢) — 2*)||. To that end, observe
that, according to (4.12), the energy G is non-increasing, hence: V¢ > t1, G(t) < G(t1), i.e

Vit = t1, E(t) < E(t1) —l—/t (9(8),Z(s) + AMx(s) — z*))ds

E(t) +/t lg()Il[|2(s) + Alz(s) — 27)|ds

With our choice of parameters, the energy £ is not a sum of non-negative terms, so that the
term ||Z(s) + M(x(s) — =*)|| can not be directly controlled by £(t). But according to the growth
condition H5(2) and to the uniqueness of the minimizer, we have for all ¢ > t1: ¢(t) < ﬁa(t).
Using (4.10) and v < 2, we deduce:

€]
€]e(t) < T

a(t) < m%a(t) < ma(t),

hence: ¥Vt > t1, £(t) = (1 —m)a(t) + b(t) = b(t). It follows:

vt > t, b(t)zélli(t)%\(fv() I < Et) /Hg MHIZ(s) + A(z(s) — 27)||ds

Applying the Gronwall-Bellman Lemma [14, Lemma A.5], we obtain:

t
vt >t [J2(E) + Aa(t) — ")l < C+/ lg(s)llds,
ty
where: ¢ = /2E(t1). Since f llg(s)||ds < 400 by assumption, we can conclude that:
+oo
A= sup [(t) + M) = 2") | <t [ glo)lds < +oc.
(2251 t1

Coming back to (4.11), we obtain the following differential inequality:

Ve, E(1) + (L—mME() < Alg(b)].

Integrating between ¢; and ¢ , we finally obtain:

t
V> ty, eBmmMEE() < UmmMhg)) 4 A [ ™M g(s)]|ds,
ty

“+o0
TN 1A [N g(s)ds < +oc,
t1
Hence: £(t) = O(e~(1=™M1). Since: F(z(t)) — F* = a(t) < 12-&(t) for all t > ¢, we finally
get the expected result.
14



Proof of Theorem 3.3, case when 6 € (0,1). Following the strategy proposed by H. Attouch
and A. Cabot in the proof of [3, Theorem 3.12] in the unperturbed case, we choose in time-
dependent parameters A and &:

so that the energy £ can be rewritten as:

£(1) = Fla(t) = F* + 3IMw(t) — a*) + a0l + S att) — 2°|?

1 258(t
= Fa(t) - F* + 5101 + 22 al0) - o, 00).
The case 6 = 0 is excluded in the proof detailed hereafter since, as in [3, Theorem 3.12], we need
that: lims, o S(t) = 0. Extending the proof of [3, Theorem 3.12] to our setting, we obtain the
following differential inequality whose proof is detailed in appendix:

LEMMA 4.3. Lety > 1 and B(t) = 4. If I satisfies the hypothesis Hi(v), then:

(0 + 2580 < =5 (A0 + 23607 ) talt) - 00

+

: 2 «
+ (o050 + 2550 -0 ).

According to Lemma 4.3 and noticing that for all ¢ > 0: 3(t) + j{—;gﬂ(t)Q < 0, we then obtain:

G'(0) <~ 500+~ (50 + L5507 lt) - (1),

v+ 2 v+2
(4.13) <5800 + 5600 <i+;ﬂ(t) - ggg) [(a(t) = 2", (1))

To prove that the energy G is non increasing and thus bounded, we have now to control the scalar
product (z(t) — z*,2(t)). Assuming that F satisfies the growth condition Hs(2) and admits a
unique minimizer, we first have:

(410) [(e(0) " ()] < 5llo) ~ a* P+ 1O < € (Flatt) - F* + 51001

_ 1 . . _ . .
where C' = max(1, 57-). Since t_l}gloo B(t) =0, it follows:

&) = Pla(v) - F*+ a0l + 2 at0) - o7, (1)

= Flat) - F* + 5017 + o (Flale) — £+ S 1400 )

so that there exists t; > to such that for all ¢t > ¢,

2

(4.15 &) > 2 (Fa) - 7+ li0]) 0

15



Combining (4.13), (4.14) and (4.15), we then obtain:

, 27y 2—v B(t)
G < -5 (1 ye) <7+2 (t) — ﬂ(t)>> BRE(D).

Observe now that by definition, we have: (t)2 = o(3(t)) and B(t) = o(3(t)). Hence, for any
constant m € (0, %), there exists to > t; such that for all ¢ > to:
(4.16) g'(t) < —mpB(t)E(t) <0,

or equivalently:

. 2 .
(4.17) E'(t) +mBHE) < (g(t), (1) + mﬁ(t)(fﬂ(t) — 7).
The rest of the proof is quite standard: before integrating the differential inequality (4.17)
between to and t, we first need to control the term ||z (t) + % (t)(x(t) — z*)||. To that end,
observe that, according to (4.16), the energy G is non-increasing and that: ¥t > ta, G(t) < G(t2),

ie.:

28(s) :
() )

25(s)
v+ 2

Yt > ty, E(t) < E(t2) + /tt<g(8),df(8) +

< E(ta) +/t g ()l (s) + (x(s) — 27)]|ds.

Moreover, with our choice of parameters, the energy £(t) is not a sum of non negative terms:

1 28(1) a2 2807
§||x(t)+m(x(t)_x == (’7+2)2

(4.18) E(t) = F(z(t)) - F" + l2(t) — 2|1,

so that the term |z(¢) + 2,51';) (z(t) — *)||? can not be directly controlled by the energy &(t).

But, according to the growth condition Hs(2) combined with the uniqueness of the minimizer,
we have:

_x Zﬁ(t)2 T —x* 2 o 2ﬂ(t)2 T _ *
Fla) - 7 = 2ot o> (1- 220 (P - 7
> L (F(a(t) — F)
for ¢ large enough, and: £(t) > 1(F(z(t)) — F*) + [|&(t) + 27%? (x(t) — z*)|*. Hence:
310+ 206 - a7 <o) < 2@ + [ 660,06 + 22D ate) i

2B(s)
v+ 2

<5+ [ ol + 25 ) - s

where: ¢ = /2€(t2). Applying the Gronwall-Bellman Lemma [14, Lemma A.5], we obtain:

i)+ 225 w0~ < o+ [ loto)ds
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Assuming that f llg(s)|lds < +o0, we can so conclude that:

. 26(t) . e
A = sup [|Z(t) + (z(t) — 2| < e+ lg(s)llds < +oo.
>t v +2 to

Coming back to (4.17), we obtain the following differential inequality:

Vt > ty, E'() + mB(E() < llg(®)IlllE(t) + @( () =)

v+2
< Allg@)ll-

t
Integrating between to and ¢t and stating: I'(t) = [ [(s)ds, we finally obtain: for all ¢ > ts,

t
mTOE(D) < T IE ) + A [ T g(s)]ds,

ta

+oo
<em™tg(ty) + A eI g(s)||ds = B < +o0.
to

Hence: £(t) = O(e™™I'®). Since: F(z(t)) — F* = a(t) < 2E(t) for all t > t,, we finally get the
expected result and using Hs(2), the other estimates follow directly.

4.3. Proof of Theorem 3.4. The proof of Theorem 3.4 relies on almost the same energy
as that used in [10]:

. e £(t) "
(4.19) E(t) = (F(x(t) = F7) + 5lIA@(t) — %) + ta()]* + > [|=(t) — 27|
where X is a non-negative real constant as in [10] and &(.) is here a real-valued function. Noting:

a(t) = t(F(z(t)) - F7)
1

bt) = 5 IA() — o) + 1)
oft) = o lla(t) — |

we have: E(t) = t(a(t) + b(t) + £(t)e(t)). We also define:
(4.20) H(t) =tPE(L)

The proof of Theorem 3.4 relies on the following lemma whose proof is detailed in Appendix A.4:

LEMMA 4.4. Let v, > 1. If F satisfies the hypothesis Hy(v1) and if £(t) = A\ + 1 — at?=9),
then:

H(t) <t ((2 +p—yN)alt) + (2A + 2+ p — 2at0)b(t)

(4.21)
FAMA+D)p—2)) —alp+1—0— 2)\)t1’9)c(t)>
Note r = 1+9 Taking A = TZ and p=p; +2(r — 1) with p; = 322, we obtain:
2
(4.22) H(t) <t <2(::1+2r - at—2<r—1>)b(t) AN+ D)(r — 1)c(t)> .
-
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Since 6 < 1, we have: r < 1 and 2A\(A + 1)(r — 1) < 0, hence:

(4.23) H(t) < 2t7 (L”rﬁ“—l) . a)b(t),
7 —2
and there it exists t; depending only on ~;, a and 6 such that H'(t) < 0 for all ¢ > t;.

We will now use similar reasoning as in [10] to prove the results of our theorem. Since
H'(t) < 0, for any choice of z* in the set of minimizers X*, the function H is bounded above
and since the set of minimizers is bounded because F' is coercive, there exists A > 0 and ¢y such
that for all choices of #* in X*:

H(to) < A

Hence for all z* € X* and ¢ > to, H(t) < A. Hence

ﬁﬁwFua»—FﬂgJ%?ﬁﬁb”“*WMU*IW2+A

Observe that £(t) = 22 (=25 + 1 — at~2"=D) and then

y172 71*2
2 2 2
‘é.(t)‘tQ(rfl) _ 77'(0{ . ( T + 1)t2(?”71)) g &
Y1 — 2 T = 2 "= 2
Hence:
2ra
4.24 DI < .
(424 ) —
Therefore:
2ry -
PER(E((0) ~ 1) < St falt) |+ 4

and since this is verified for all z* € X*:

8 (F(z(t)) — F*) < —2 Qtvi”—'zd(x(t), X*)2 4 A
Y1 —
We set v(t) = 1§%d(az(ﬁ),X*)2 Then
2ryy ro ar___ar_
(4.25) 2 (F(2(t)) — F*) < T (1) + A

" —2
Since F satisfies Hy(y2), there exists K > 0 such that

K(t™=720(t) % < F(a(t) - F*

i.e

Hence

2ryq 2ry9 Y2 271

Kt () F < o (Fa(h) - F7).
18




Back to (4.25), this yields:

Kttt p() F < — o mEm () + A
71—
Hence
Kot)% < S o(t) + Atmz 7

v —2
which, since v; < 72, means that v is bounded. Therefore, from (4.25) we deduce that there
exists B > 0 such that:

—27

F(z(t)) — F* < Bt722—|—At712.

2r
Since 1 < 72, we have ;;72_722 > ;?rw Hence F(z(t)) — F* = O(t~ Wzg).
4.4. Proof of Theorem 3.5. The proof is inspired by the one of Theorem 3.4 where an
additional term including the noise is considerod

First, we set parameters r = ie , A= (r—1), with p; = 2\ and functions

&, € and 7—[ exactly as in Theorem 3 4. In addltlon to the energy functions £ and H we define

T
G(t) =H(t) + /t Mz (s) — x*) + si(s), sPTg(s))ds.

We refer the reader to Appendix A.4 for a detailed calculation of the following bound on the
derivative G’

g'(t) <17 ((2+p—71)\)a(t)+(2/\+2+p—2at10)b(t)+>\(()\+1)(p—QA)—a(p—H—H—Q)\)tl0)0(t)> .

Actually, the integral term G(t) — H(t) is computed such that the bound on G'(t) is equal to
the bound (4.21) proposed in Theorem 3.4 for H’. Thus we deduce once again that under the
hypotheses of the Theorem 3.5, it exists ¢; > 1 such that the function G is non increasing for
t> 1.

We will need now the following direct lemma

LEMMA 4.5. If F satisfies the growth condition Ha(ve) with o > 2, then defining ps = A/fiQ
and using the notations defined in (4.2) we have

2

K
2
It follows that for any m € R, it exists M € R such that for any t > tg

2
tp2+1c(t) < (tP2+2T*1a(t)) T2

mtP2Tle(t) — P22 a(t) < M.
Since for all t > ¢1, G(t) < G(t1). Then:

H(t) < H(tr) +/ ((Mx(s) —a*) + si(s)),s" T g(s))ds.

t1

Hence, we have:

P a(t) + () < H(t) + €)1 e(t) +/t (Az(s) — 2%) + si(s), s" g (s))ds.
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Using the fact that the |£(¢)[t2("=1) is uniformly bounded, see (4.24) we get

t
() + ) < H(t) + 2 el + [ A — )+ (o) 57 g(s) s
1= t1

. Since y; < y2 we have po < p; and for any ¢ > t;, tP*7P2 > 1. Dividing

Let us define py =
the previous 1nequahty by tP17P2 we get for any t > t;

9 t
P alt) +6(0) < H(E) + g e+ [N Gls) = o) + sio)] |7 g5 s
t1
which implies
(4.26)
2ra
P alt) + b)) < Hin) + gt / IA(s) = %) + si(s)] 377 g (s)] s

Since F satisfies the growth condition H(v,) we can apply Lemma 4.5 and deduce that there
exists M € R such that for ¢t > t;

t
el < M+ [ (Aa(s) - 2°) + )] |72 g )]s

which implies using the definition of b(t) given in (4.2)

1 _ N . b opy . N . P2,
§f”2+2(r DI (t) — 2*) + ti(t)]5 < M +/ IsZ D (M (s) — 27) + si(s) ][5 7 Tg(s)ds.
ty

Applying the Gronwall Bellman Lemma it follows that

¢ p2
O @(e) — o)+ (0] < VEM + [ 5% g(s)ds
t1

Under the hypotheses of Theorem 3.5, the right member of the inequality is uniformly bounded
relatively to ¢. It follows that it exists M7 > 0 such that for any ¢ > ¢

(4.27) IA(z(t) — z*) + ta(t)|| < Myt~ F "+,
and thus that it exists M5 > 0 such that for any ¢ > ¢,
t t P2
[ () = 27) + i), 52 Sgshlds < My [ 47 g(s)]ds < M
t1 t1

Combining this inequality with (4.26) it follows that for any ¢ > t;

2
%tm"'lc(t) + M.

P22l (t) < H(ty) +
Y1 —

Using once again Lemma 4.5 we deduce it exists M3 and My such that for any ¢ > ¢,
2242010 (4) < My + My(tP2+2 V(1)) 7
which implies that it exists M5 such that any ¢ > 1

at) < ]\4513—(;02-1-27"—1)7
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that is

27'v2

F(x(t)) — F* < Mgt~ P22 — Mt~ -

which is the desired result.

4.5. Proof of Corollary 3.6. In this paragraph we detail the proof of Corollary 3.6 in
which it is stated that, in the flat case, the trajectory of any solution x of the ODE (3.5) is finite.

From the proof of Theorem 3.5 (see (4.27)), there exists A; > 0 and t; > to such that, for
all ¢ } tli

N (1) = 2%) + ()] < At~ 7=,

Combining the growth condition Hy(v) and the conclusion of Theorem 3.5, we have that there
exists t9 > t1 such that:

Vit > o, a(t) — 2| < K77 (F((t) — F*)~

It follows that for all ¢t > to

A (t) — ™[ + [AM(2(t) — 27) + te @)

Hence: N
()] <7772 (A1 + AAgt™ 1),

Noticing that 7 — 1 < 0, we finally get:

i) = o(t7572)

which means that ||Z(¢)|| is integrable and that the trajectory is finite.
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Appendix A. Proofs of technical lemmas.

A.1. Proof of Lemma 4.1: differentiating the energy function for Theorem 3.1.
1. Differentiating £.
Consider the energy £ defined as follows by:

E(t) = *(F(x(t)) = F*) + %Ilk(fv(t)*fﬂ"‘)+lﬁﬂ'f(1t)|\2+gllfv(t)*ﬂc"‘\l2
= t(a(t) +b(t) + c(t))

where:

(A1) a(t) = t(F(x(t)) = F7), b(t) = %H/\(x(t)—x*)ﬂi(t)\lzv elt) = o [lat) - |12
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We then have:
E'(t) = 20(F(a(t)) — F*) + *(VF (x(t)), (t)) + E{@(t), 2(t) — 27)

+ (A(x(t) — ) +ta(t), (A + 1)2(t) + tZ(1)).
Since z is a solution of the ODE (3.1), we have:

A+ 1)@ () + ti(t) = (A + 1)&(t) — ad(t) — tVF(z()) + tg(t)

(A.2)

(A-3) =(A+1—a)i(t) —t VF(x(t)) + tg(t).
Hence:
g EO =20 - MIFGO).2() ~a") + (€ +AA+1=a)E0.2() - ")

FtO 1= a)E@)]* + (tg(t), Mz (t) —2*) + ti(t)).
Noticing that:

(A5 LAa(t) = o)+ (02 = 02 + 20(0),2(t) %) + - a(t) - 2”2
we deduce that
£/(t) = 2a(t) = N(VF((t)), 2(t) — ) + (€ — A+ 1 — a)) (i(0), 2(t) — 2°)
AL () - a) + a2~ O D oy e

t
+(tg(t ),A( (t) —a®) + ta(t))
= 2a(t) — M(VEF(z(t)), 2(t) — 2*) + (£ — XA+ 1 — a)) (i (t), 2(t) — z*)
P20+ 1 — a)b(t) — 2220+ 1 — a)e(t) + (tg(t), Nz (t) — =*) + ti(t)).

Choosing now £ = A(A + 1 — «), we get:

E'(t) = 2a(t) — AM(VE(z(t)), z(t) — 2*) + 2(A + 1 — a)b(t) — 2A%(A + 1 — @)c(t)
+ (tg(t), A2 (t) — 27) + ti(t))
Since F satisfies Hy(7):
(A6) £'(t) < (2= Y)a(t)+2(A+1—a)b(t) =2 2 (A+1—a)c(t)+{tg(t), Mz (t)—z*)+ti(t))

. Differentiating H and G
Recall now that:

Gt) =Ht) + [ s"((Mals) —27) + si(s)), s9(s))ds

where: H(t) = tPE(t). Since E(t) = t(a(t) + b(t) + &c(t)), we deduce from (A.6) that:
H'(t) = 2~ L (pE(t) + tE'(t))
S (2= +p)a(t) + 2A+2 = 2a+ p)b(t) + A(A+ 1 — a)(—2X + p)c(t))
H(E g (1), Ma(t) — 2*) + ti(t))
Hence the expected inequality:
g'(t) = H'(t) — t" (M= (t) — 27) + (1)), tg(t))

SP(2=vA+p)at) + CA+2 =20+ p)b(t) + \A+1—a)(p — 2N)c(t))
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A.2. Proof of Lemma 4.2: differentiating the energy function of Theorem 3.2.
Consider the energy £ defined as follows by:

£(1) = Fa(t) ~ F* + ZIMw(t) — a*) + a0l + S att) — a°|?
=a(t) + b(t) + c(t)
where:
(A7) a(t) = F(x(t)) — F*, b(t) = %HA(Z‘(t) —a") +a(t)|, e(t) = 5 lla(t) — 27|
We then have:
(A8)  &'(t)=(VF(x(t),&(t)) + (Ma(t) — *) + @(t), A(t) + Z(t)) + E(x(t) — a*, &(t)).
Since z is a solution of the ODE (3.5), we have:

Az (t) + Z(t) = (A — a)i(t) — VF(z(t)) + g(¢)

Noticing that:
(A.9) Az (t) = ) + ()1 = [|&()]1* + 2M(@ (), 2 () — ™) + N[z (t) — 2*|]%,
we deduce that

E'(t) = =MVF(x(t),z(t) — 2*) + (A — ) [M(@(t) — 2*) + &) + (£ = A — @) (@(t), x(t) — 2¥)
N\ = a)[a(t) = *|* + (g(t), Ma(t) — 2*) + @(t))
= —MVF(z(t),z(t) — ) + 2(A — @)b(t) + (£ = MA — ) (&(¢), z(t) — z™)
—2X2(\ — a)c(t) + (g(t), Mz (t) — z*) + @(t)).

Choosing now £ = A(A — «), we get:
E'(t) = =MVF(2(t),2(t) — ) + 2(\ — a)b(t) — 2202 (X — a)c(t) + (g(t), \(z(t) — =) + @(t)).
Since F' satisfies H;(7), we finally get:
E'(t) < —Mya(t) +2(A — a)b(t) — 22%2(\ — a)c(t) + (g(t), Mz (t) — z*) + @(t)).

A.3. Proof of Lemma 4.3: differentiating the energy function of Theorem 3.3 for
the classical heavy ball system. Consider the energy:

£1) = F(t) ~ F* + LIMOG(0) — o) + 6@ + D o) - 272
_ ey Lz, 250) .
= F((t) = F* + 50 + ~215 (a(t) =", ().
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where: A(t) = 22 and £(t) = —A(t)2. Then:

v+2
o) = o i) s 280 s o 2B 2B
/(t) = (VF(@(0)),(0) + ((t) + = 5(0),4(0) + 225 (al0) = (1) + 5 o(t) — o, (1),
Since z satisfies the ODE (3.5) when 6 € (0, 1), we have:
(1) = g(t) — B(0)(1) — VF((1)),

so that:
() =~ 2LV (), a(t) ~ a°) - Lo OIOI + 5 (36) - BOP) (olt) — o7, (0)

o040 + 222 (a(0) - ")

2 Ny 26(t) (B .
<2580 ) - Fr + 2x<t>||2] s (/xt) - ﬁ(ﬂ) CORERE0)
Hol0,(0) + 22 w(0) - o)

assuming that F' satisfies H; (7). Noticing that by definition of the energy £(¢):

F(x(t)) — F* + %H:t(t)lﬁ =£&(t) - 3@2@@) — 2, d(t)),
we get:
, 2y 28(t) (B(t) | v—2 .. . 26(t)
E'(t) < —mﬁ(t)at) e (W) Lo 26(t>> (@(t) — z*, & () + (g(t), &(t) + m(m(t) -

as expected.

A.4. Proof of Lemma 4.4: differentiating the energy function of Theorem 3.4.
Let A\ be a non-negative real constant and £(.) a real-valued function. Consider the energy:

£(1) = B(F(a(t) — F) + L IM(0) ) + 0] + D (r) — 27|
— t(alt) + b(t) + £c(t))
where:
alt) = H(P(t) ~ F*), 1) = - I\(a(t) — ") + 1), elt) = o () — 2|
1. Differentiating £

(A.10)

El(t) =2t(F(z(t)) — F*) + t2<VF(x(t))7 z(t)) + (A(z(t) — z*) + tz(t), (1 + N)a(t)
e(0) + S () — 272 + @), 2(t) — 2%

2
Since z satisfies the ODE (3.5) with ¢ = 0, we have:

#(t) = — 55 (t) - VF(a(t),
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hence:

E'(t) = 2a(t) — AN(VF(z(t), (t) — 2*) + NN+ 1 — at' ) + £(1)] (x(t) — 2%, 2(2))

+t(A+1—at' ) 2@))* + ?Hx(t) — %

Since F satisfies H; (1), we get:

E') < (2= M)alt) + AN +1—at’™) + £(t)] (x(t) — 2%, 3(t))

Al :
(A +t(A+1—at'0) a(t)|* + 0

5 o) — .

Noticing that

IN@(t) = a*) + ta()]|* = e + 2tA (), () — &™) + N[|(t) — 2™

(A.12) tla(t)]|> = 2b(t) — 22%c(t) — 2\ {(x(t) — x*, &(t)),
we get:

' 1-6 2 1-0
aag  SOS CoAnal)+200+1 - ot T — 204+ 1 = ate()

+ [60) = AL+ A —at' )] (2(t) — ¥, (t)) + tE(t)e(t).

Setting £(t) = A(A + 1 — at'~?), we obtain:

E't) < (2= M)alt) + 20+ 1 —at'=9)b(t) — 222 (A + 1 — at' %) e(t)

(A-14) + [60) = MU+ A= at' )] ((t) = o, (1)) — A1 = )t e(h)

2. Differentiating .
Recall that #H(t) = tPE(t). Hence

H'(t) = "1 (pE(t) + €' (1))
= t"(pa(t) + pb(t) + p&(t)e(t) + E'(1))
<t [(2 = M +p)at) + (A + 2 — 2t + p)b(t)
FAMA+1)(p—2\) —ap+1 -0 — 22t %)c(t)]

as expected.
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