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Abstract

Due to their large conformational heterogeneity, structural characterization of intrinsically disordered proteins (IDPs) is very
challenging using classical experimental methods alone. In the present study, we use nuclear magnetic resonance (NMR) and
small-angle X-ray scattering (SAXS) data with multiple molecular dynamics (MD) simulations to describe the conformational
ensemble of the fully disordered verprolin homology domain (V) of the Neural Wiskott-Aldrick Syndrome Protein (N-WASP)
involved in the regulation of actin polymerization. First, we studied several back-calculation software of SAXS scattering
intensity and optimized the adjustable parameters to accurately calculate the SAXS intensity from an atomic structure. We
also identified the most appropriate force fields for MD simulations of this IDP. Then, we analyzed four conformational
ensembles of N-WASP domain V, two generated with the program Flexible-Meccano (FM) with or without NMR-derived
information as input, and two others generated by MD simulations with two different force fields. These four conforma-
tional ensembles were compared to available NMR and SAXS data for validation. We found that MD simulations with the
AMBER-03w force field and the TIP4P/2005s water model are able to correctly describe the conformational ensemble of this
67 residues IDP, at both local and global level.
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1 Introduction

Intrinsically disordered proteins (IDPs) are characterized by one or several regions (longer than 30 consecutive residues)
which lack stable secondary and tertiary structure in their unbound state under physiological conditions [1–5]. IDPs are com-
mon proteins in all domains of life (Bacteria, Archaea, and Eukaryota), and presumably represent more than 30% of proteins
in eukaryotic cells [6–8]. They are also involved in many human diseases as shown by Uversky et al. who estimated that about
65% of proteins involved in cancer and diabetes, 55 % of those in cardiovascular diseases, and 50% of those in neurodegen-
erative diseases are IDPs [9]. IDPs frequently play important roles in the regulation of biological processes, including cell
growth, cell signalling, and cell survival [10]. To exert their functions, IDPs often interact with several biomolecular partners,
thanks to the large flexibility of their intrinsically disordered regions (IDRs), and are generally considered as important hub
in protein-protein interaction networks.

Mechanisms of IDP association to protein partner are very diverse [11–13]. Upon binding, IDRs can retain complete or
partial disordered states, or can adopt an intricate binding mechanism giving rise to ”fuzzy” complexes [14–16]. Nevertheless,
in almost 30% of IDP-protein complexes, it is observed that regions, which are disordered in the unbound state, adopt well
structured conformations in the bound state [17]. Regions that undergo a disorder-to-order transition upon binding are called
Molecular Recognition Features (MoRFs) [4, 18–22]. Their formation can follow two limiting mechanisms, not necessarily
exclusive [23]: In the first one, named ”induced fit”, the disordered region binds to the protein partner and folded into an
ordered structure on its surface. In the second one, referred to as ”conformational selection”, the folded structure preexist in
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2 2 METHODS

the conformational ensemble of the unbound IDP and are recognized by the protein partner. To better understand the mecha-
nisms of formation of IDP-protein complexes and how their interactions are modulated by the IDP structure and dynamics, it
is thus crucial to explore the conformational ensemble of IDPs.

However, due to their large conformational heterogeneity, the structural characterization of IDPs is very challenging using
classical X-ray crystallography or NMR NOE analysis. Nevertheless, secondary chemical shifts and residual dipolar cou-
plings from NMR experiments can provide local information about the propensity of each residue to form transient secondary
structures [24]. On the other hand, small-angle X-ray scattering (SAXS) can deliver global information about IDP structures
in terms of average size and shape [25]. But, in order to infer a detailed conformational ensemble from these NMR and
SAXS data, it is most often necessary to use complementary in silico approaches to generate structures at the atomic scale,
such as statistical coil generator or molecular dynamics (MD) simulations [26, 27]. At this stage, the combination of exper-
imental data and in silico techniques can be performed in three different ways: conformation ensembles can be generated
using experimental data as input restraints, conformational ensembles can be generated by selection of structures fitting the
experimental data, or conformational ensembles can simply be validated (or not) against experimental data [28, 29]. In the
present study, we applied two of these combined approaches to the fully disordered verprolin homology domain (V) of the
Neural Wiskott-Aldrick Syndrome Protein (N-WASP). Principally, we assessed the ability of MD simulations to generate a
consistent conformational ensemble of N-WASP domain V by validation against both NMR and SAXS data. Notably, we
raised the question of whether physics-based modeling can account for the formation of transient secondary structures and
MoRFs even in the absence of experimental data.

N-WASP is a 65 kDa protein dominantly expressed in the brain. Its sequence shows about 50% homology to the WASP
protein produced in hematopoietic cells and implicated in the Wiskott-Aldrich Syndrome [30, 31]. Like the other WASP-
family proteins, N-WASP is a pivotal player in the regulation of actin cytoskeleton dynamics and organization [32]. The
human N-WASP sequence (505 residues) can be decomposed into 7 domains: a primary WASP homology domain WH1 (seg-
ment 1-150), a basic domain B (186-200), a GTPase-binding domain GBD (203-274), a proline-rich domain PRD (277-392),
a verprolin homology domain V (405-450), a cofilin homology domain C (451-485), and an acidic domain A (486-505). It
should be noted that domain V is composed of two secondary WASP homology domains or motifs WH2, each of them being
able to bind a monomer of actin [33]. Indeed, Gaucher et al. demonstrated that, in presence of actins, peptides constructed
from N-WASP domain V or VC form 1:2 V-actin or VC-actin complexes [34]. Data reported by Gaucher et al. indicate as
well that the second WH2 motif of N-WASP domain V has a higher binding affinity for actin than the first one. This is also
suggested by the crystallographic structure of N-WASP segment VC (392-484) in complex with actin (PDB ID: 2VCP) [34],
which only shows the second WH2 motif bound to an actin monomer.

In the latter X-ray structure, it could be noted that the N-terminal part of the bound WH2 motif (433-444) is folded into an
amphiphilic α-helix located in the cleft between actin subdomains 1 and 3, whereas its highly conserved sequence LK[K-S]V
(445-451) [35, 36] has a rather extended conformation. The absence in the crystallographic structure of atomic coordinates
for regions flanking the segment 433-451 indicates that they keep a disordered conformation upon binding to actin. Thus, N-
WASP domain V is a representative case of IDPs with a helical molecular recognition feature (MoRF) which binds a protein
partner. To gain insight into the mechanism and physical driving forces of IDP-protein complex formation, we investigated
the conformational ensemble of a 67 residues construct derived from the N-WASP domain V (Fig. 1) using MD simulations
validated with NMR and SAXS data.

2 Methods

All details regarding the experimental part of this work (protein preparation, NMR spectroscopy, and SAXS experiments) are
reported in Supplementary Information. We only present here the computational tools used for this study. Indeed, it is often
emphasized that comparisons and validations of results from simulations against experimental data require robust and accu-
rate methods to back-calculate experimental observables from conformational ensembles. This section particularly surveys
several software for the back-calculation of SAXS intensities. It also describes the tested force fields and details of the MD
simulations.

2.1 Back-calculation of NMR observables

Proton and heavy atom chemical shifts (CS) of a given protein structure can be calculated using various software, such as
SHIFTS [37, 38], SHIFTX [39], SPARTA [40], or CAMSHIFT [41]. Then, structure-dependent CS can be averaged over
the protein conformational ensemble and directly compared with NMR measurements. All these software were shown to be
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2.2 Back-calculation of SAXS intensities 3

satisfactorily accurate and sensitive [42–46]. In the present study, we chose the program SHIFTS [37] to compute CS for each
structure of N-WASP domain V generated by in silico methods.

To identify transient secondary structures in IDPs, it is rather useful to analyze secondary chemical shifts which are defined
as variations of experimental chemical shifts relative to random coil values. Several sets of residue-specific random coil val-
ues for each proton and heavy atom type are available in the literature, such as the commonly used random coil shifts from
Wishart et al. [47] or the more recent RefDB from Zhang et al. [48]. We chose the latter for the present study. Furthermore,
instead of analyzing secondary chemical shifts from the different nuclei of the protein, we combined those of the Cα, Cβ,
CO, and N atoms into a residue-specific single secondary propensity score using the SSP software from Marsh et al. [49] with
the default settings. For a given residue, the SSP score is between -1 and 1, the positive and negative values indicating the
proportion of helical and extended structures in the protein conformational ensemble, respectively.

When an IDP is weakly aligned in a slightly anisotropic environment, such as liquid crystalline or anisotropic gel phases,
NMR measurements of residual dipolar couplings (RDCs) also allow to detect transient local secondary structures [50]. To
make direct comparisons with experimental values, the program PALES [51] was applied to the sampled structures of N-
WASP domain V to compute residue-specific 1H-15N RDC theoretical values. It should be noted that RDCs from NMR
measurements were scaled uniformly by a factor of 1/3 to account for an experimental 2H quadrupole splitting of 30 Hz
instead of 10 Hz in the back-calculation program.

2.2 Back-calculation of SAXS intensities

The scattering intensity of a protein, obtained as the scattering curve of the solution of protein minus the scattering of the
buffer, not only accounts for the protein electrons but also for those of solvent molecules in excess or in deficiency at the
protein surface with respect to the buffer electronic density. Thus, back-calculations of the intensity scattered by a protein first
imply to correctly calculate the volume of solvent excluded by the protein, which is not straightforward. A second difficulty
is to accurately estimate the scattering contribution from the protein hydration layer [52–54]. Two types of approaches were
developed to calculate SAXS intensities from atomic structures, implicit solvent and explicit solvent methods (see Table 1
of Ref. [53] for a list of the main software). Explicit solvent approaches are generally time-consuming and thus difficult to
be applied to very large numbers of atomic structures. Software based on implicit models of solvation reduce the calculation
computational costs but require to fix free parameters, in particular the solute hydration layer density, to best fit experimental
data. Moreover, as reported by Grudinin et al. (see Table 9 of Ref. [55]), parameters for the hydration layer density, which were
generally optimized by fitting calculated curves on data obtained on crystallographic or NMR structures, vary significantly
from one protein to another. The challenge is thus to find an optimal value for the hydration layer density of the intrinsically
disordered N-WASP domain V which can adopt a great variety of conformations. We thus decided to assess the hydration
layer density of implicit solvent software by comparing to an explicit solvent approach which does not require to adjust this
parameter.

Among the recent freely available explicit solvent SAXS software, we chose the program WAXSiS [56, 57] as a refer-
ence, similarly to two other recent studies [54, 58]. This approach performs short MD simulations (15-250 ps) of explicit
water molecules in the solute hydration layer (of 7 Å thickness). Protein scattering intensities are then calculated by subtract-
ing the buffer scattering which is determined from MD simulations of pure solvent. Regarding implicit solvent approaches,
we applied in this work the most used software and tested several parameters for the hydration layer density:

• CRYSOL [59]. The scattering contribution of the solute hydration layer can be tuned using a parameter ∆ρ which rep-
resents the excess of electron density in the hydration layer compared to the bulk (whose density is fixed to 0.336 e/Å3).
We tested here several values of ∆ρ ranging from 0.01 to 0.03 (default value) e/Å3.

• FoXS [60, 61]. The hydration layer density is adjusted using a parameter -2.0 6 c2 6 4.0. According to the original
paper [60], the values c2 = -2.0, c2 = 0.0 (default) and c2 = 4.0 correspond to a hydration layer density of 0.307, 0.334,
and 0.388 e/Å3, respectively. We assessed several values of this parameters between -2.0 and 1.0, corresponding to ∆ρ
values varying from -0.027 to 0.014 e/Å3.

• CRYSOL3 [62]. Compared to the original version, the last CRYSOL enables to more finely tune the solute hydration
shell by using three parameters: c1 associated to solvent in the vicinity of protein convex surface, c2 associated to
solvent in concave surface, and c3 associated to solvent trapped inside protein cavities. By default, c1 = c2 = 1.0 and
c3 = 0.0. We tested several combinations of these parameters with 0.0 6 c1 6 1.0, 0.6 6 c2 6 1.0, and 0.0 6 c3 6 1.0.
It should be noted that CRYSOL3 also allows to choose either spherical harmonics or a cubic method to estimate the
solvent excluded volume [63, 64]. These two options were included in our benchmark.
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• Pepsi-SAXS [55]. In its new version (0.8) (https://team.inria.fr/nano-d/software/pepsi-saxs), Pepsi-SAXS allows to
adjust the hydration shell contrast in percentage of the bulk density (fixed to 0.334 e/Å3). We assessed several values of
this new parameter between 1.0 and 5.0% (default value), corresponding to ∆ρ ranging from 0.0033 to 0.0167 e/Å3.

Comparisons between WAXSiS and implicit solvent approaches were performed by calculating and averaging SAXS
intensities over a limited number of N-WASP domain V structures representative of its conformational ensemble. These latter
were chosen among the conformations sampled by extended MD simulations as follows: First, using the program Flexible-
Meccano (see section 2.4), we generated ten thousands three-dimensional structures of N-WASP domain V and then selected
20 of them with radius of gyration regularly incremented by 1 Å from 15 to 34 Å and without any secondary structures. Then
each of these 20 conformations was submitted to 100 ns MD simulations (see section 2.3.3). From each of these 20 trajecto-
ries, we picked out the frames at times t = 0 ns (after 2 ns of equilibration), t = 50 ns, and t = 100 ns, yielding an ensemble
of 80 representative conformations (after adding the 20 initial structures provided by FM). This ”semi-manual” procedure was
used to build up a small pool of structures as diverse as possible, in terms of compactness, for the SAXS software benchmark.
The pool distribution of radius of gyration has a bell shape centered around an average of 23.6 Å, close to the experimental
value of 24.3 Å (Fig. S1 of Supplementary Information). In comparison, the distributions of radius of gyration computed over
two other pools of 80 conformations generated by FM, without or with constraints on secondary structure propensities (see
section 2.4), are shifted toward more compact conformations, with average values of 20.9 and 21.7 Å, respectively (Fig. S1).

SAXS intensities I(q) were calculated for N = 101 values of the scattering vector q from 0.0 to 0.5 Å−1 and averaged
over the previously selected 80 conformations of N-WASP domain V. To quantify the agreement between the implicit solvent
SAXS intensities (IIm(q)) and the WAXSiS calculations (IWx(q)), we computed and ranked χ2 values defined in Eq. (1).
In the latter, σWx(q) denotes the standard deviation of IWx(q) calculated by averaging individual profiles computed from
MD simulation frames between which protein side chains and water molecules fluctuate whereas backbone atom positions
are restrained (J. Hub, personal communication, see also Ref. [56]).

χ2 =
1

N

∑
q

(
IIm(q) ∗ IWx(0)

IIm(0) − IWx(q)

σWx(q)
)2 (1)

In Fig. 2 are plotted these χ2 values obtained for each software. It is first observed that SAXS intensities calculated with
the default parameters of the four tested software are not in good agreement with calculations using WAXSiS (shaded bars
of Fig. 2). But the fits can be significantly improved by changing the values of these parameters: For the first version of
CRYSOL, the best agreement with WAXSiS is obtained with an excess density of ∆ρ = 0.013 e/Å3 instead of 0.03 e/Å3. The
FoXS program provides best results with the parameter c2 = 0.1 (∆ρ = 0.001 e/Å3) compared to the default value c2 = 0.0.
The best fit observed with CRYSOL3 is obtained by using the cubic method with the parameters (c1, c2, c3) = (1.0, 0.7, 0.0).
Finally, Pepsi-SAXS yielded the best agreement with an excess density of 2.2% (∆ρ = 0.0073 e/Å3) instead of 5%.

To check if the above values depend on the number of conformations (80) used in the hydration layer density optimiza-
tion, we computed χ2 values between WAXSiS and the two software CRYSOL and Pepsi-SAXS on various pools of size
ranging from 20 to 100 conformations. (For building the pool of 100 structures, we additionally selected the 20 frames at time
t = 20 ns of the 20 MD trajectories). Results displayed in Fig. S2 show that χ2 values between WAXSiS and both CRYSOL
and Pepsi-SAXS weakly depend on the size of the pools when the default parameters for the hydration layer density are used.
When using optimized parameters, χ2 rapidly converged, in all cases, to very small values.

Strikingly, our tests confirmed that small differences in the excess density of protein hydration layer between different
programs, and even within a given one, induced large variations of χ2 values [54]. To gain a better insight into the influence
of ∆ρ values on scattering profiles, we displayed in Fig. S3 the SAXS intensities calculated using CRYSOL and Pepsi-SAXS
with the default and optimized parameters for the hydration layer density. As can be seen, both CRYSOL and Pepsi-SAXS
with default parameters overestimate scattering intensities at small angles, and thus reflect an overly dense protein hydration
layer. Nevertheless, for both CRYSOL and Pepsi-SAXS, optimization of the hydration layer density reduces the disagreement
with the explicit solvent SAXS calculations.

Comparing the four tested implicit solvent approaches, our results on N-WASP domain V indicate that an excellent agree-
ment with WAXSiS is obtained by using CRYSOL with ∆ρ = 0.013 e/Å3, the recent software Pepsi-SAXS with a hydration
layer contrast of 2.2%, or CRYSOL3 with parameters c1 = 1.0, c2 = 0.7, and c3 = 0.0. Besides, we observed that Pepsi-
SAXS was significantly faster than the other software, notably CRYSOL (0.01 s for Pepsi-SAXS versus 2 s for CRYSOL
on a single structure of N-WASP domain V). More importantly, Pepsi-SAXS takes into account solvent densities in protein
cavities and concave surfaces in a better way than the original version of CRYSOL [55, 59]. For these reasons, we decided to
use Pepsi-SAXS thereafter for SAXS intensity back-calculations of N-WASP domain V conformations generated by in silico
techniques.
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2.3 MD simulations 5

2.3 MD simulations

2.3.1 General conditions

All molecular dynamics (MD) simulations were performed with the GROMACS software (versions 5.0.2 and 2016.1) [65].
Each initial conformation of N-WASP domain V was put and solvated in a dodecahedral rhombic box of 14.0 nm edge, then
neutralized by adding 175 sodium and 176 chloride ions to reach the salt concentration of 150 mM. The non-bonded interac-
tions were treated using the smooth PME method [66] for the electrostatic terms and a cutoff distance of 1.2 nm for the van
der Waals potentials. All solute and water covalent bond lengths were kept constant using the LINCS [67] and SETTLE [68]
algorithms, respectively, allowing to integrate the equations of motion with a 2 fs time step. All simulations were run in the
NPT ensemble, at T = 310 K and P = 1 bar, using the Nose-Hoover and Parrinello-Rahman algorithms [69–71] with the time
coupling constants τT = 0.5 ps and τP = 2.5 ps.

2.3.2 Protein force fields and water models

Historically, protein force fields were developed to simulate the conformational dynamics of folded proteins which generally
have their non-polar residues buried in their core and protected from solvent. Recently, several force fields were improved
to properly generate conformational ensembles of IDPs which non-polar residues are frequently exposed to solvent. This is
generally achieved by using a four-site water model which better accounts for the electric properties of water molecule, and
by accentuating the depth of the solute-solvent Lennard-Jones (LJ) potentials to better solvate non-polar residues.

This improvement was first reported by Best et al. who proposed to rescale by a factor γ = 1.1 the LJ parameters εOi
between the water oxygen of model TIP4P/2005 and the protein atoms of force field AMBER-03w [72]. (In order to differen-
tiate these modified water-solute interactions from those arising with the original model TIP4P/2005 [73], we denoted this new
water model TIP4P/2005s. The combination of AMBER-03w with TIP4P/2005s is named A03ws [72]). In the same spirit,
Piana et al. derived from the model TIP4P/2005 another water model, named TIP4P/D, characterized by an increased disper-
sion coefficient c6 = 900 kcal/mol.Å6 instead of c6 = 736 kcal/mol.Å6, to better simulate the protein disordered states [74].
Lastly, in the communication of their improved force field CHARMM36m, Huang et al. alternatively suggested to increase
the LJ potential depth of the TIP3P hydrogen atoms, from εH = 0.046 kcal/mol to εH = 0.10 kcal/mol, leaving the other LJ
interactions unchanged [75]. (As previously, to differentiate these modified water-solute parameters from those arising with
the original model TIP3P [76], we denoted this new water model TIP3Pm, and the combination of CHARMM-36m with
TIP3Pm will be referred to as C36mm).

Force field code Protein model Water model
OPLS OPLS-AA [77] SPC/E [78]
A99sd AMBER-99sb-ildn [79] TIP4P/D [74]
A03ws AMBER-03w [80] TIP4P/2005s [72]
C22cd CHARMM-22-cmap [81] TIP4P/D [74]
C36m CHARMM-36m [75] TIP3P [76]

C36mm CHARMM-36m [75] TIP3Pm [75]

Table 1: All-atom force fields for protein and water molecules tested on N-WASP domain V.

Since these force field developments were quite recent and probably no universal protein-water models will be valid for
all IDPs, we first rapidly tested and compared these new protein and water models along with classical ones, before running
long MD simulations of our IDP. Preliminary tests consisted in performing short MD simulations (100 ns) with the six force
fields listed in Tab. 1 from an initial conformation of N-WASP domain V with a radius of gyration equal to the one determined
from SAXS data (see below section Results). Then time evolutions of the protein radius of gyration were analyzed and their
deviations from the initial experimental value were compared. Results of this test (Fig. 3) show that, with OPLS or C22cd
force fields, N-WASP domain V rapidly collapses into overly compact conformations, yielding an averaged radius of gyration
much lower than the experimental value. With A99sd or C36m force fields, the averaged radii of gyration were closer to the
experimental value than with OPLS or C22cd, but populations of extended conformations remained largely minor. Actually,
only the two force fields A03ws and C36mm allowed to significantly sample both compact and extended conformations (with
radius of gyration below and above the experimental value), yielding average values in fair agreement with SAXS data.

All together, despite the short time of these preliminary MD simulations, the two force fields A03ws and C36mm seem to
be more appropriate than the other four to correctly explore the conformational space of N-WASP domain V. Because of our

Biophysical Journal 00(00) 1–15



6 2 METHODS

limited computational resources, we thus decided to use only these two force fields to run more extended MD simulations for
more exhaustive sampling.

2.3.3 Extended simulations and analyses

Extended calculations consisted in running 20 independent MD simulations starting from 20 different initial conformations
of N-WASP domain V. To ensure the diversity of the 20 initial structures, we took advantage of the Flexible-Meccano pro-
gram (see section 2.4) which can rapidly build various statistical coil conformations of the protein: We first generated ten
thousands three-dimensional structures of N-WASP domain V and then selected 20 of them with radius of gyration regularly
incremented by 1 Å from 15 to 34 Å in the pool provided by FM. It should be noted that none of the 20 selected initial
conformations have any secondary structures.

Each of the 20 initial random coil conformations was submitted to 2 ns of equilibration followed by 100 ns of production
within the general conditions previously described, yielding an accumulated trajectory of 2 µs. It is worthy to noted that run-
ning multiple MD simulations from diverse initial structures allows to efficiently reach convergence of the IDP conformational
sampling. To verify that, we computed the residue-specific SSP scores and RDCs over the four time windows 0-40, 20-60,
40-80, and 60-100 ns of the 20 MD trajectories of N-WASP domain V. As displayed in Fig. S4, SSP profiles over the four
time windows are very similar, including the first 40 ns. Regarding RDCs, profiles averaged over the last two time windows
(40-80 and 60-100 ns) are slightly different from those calculated over the first two periodes (0-40 and 20-60 ns), but appear
quite close to each other. This block analysis indicates that, using 20 MD simulations of 100 ns, the conformational sampling
seemed to have converged after few tens of nanoseconds.

To minimize the possible bias induced by our selection of initial conformations, we only kept the last 80 ns of each MD
simulation and collected data every 40 ps yielding ensembles of 40 000 structures for subsequent analyses. Most of the confor-
mational analyses were performed using GROMACS tools. Nevertheless, it should be emphasized that protein radii of gyration
were not calculated with the GROMACS tool gmx gyrate, but from the SAXS intensities using the Guinier approximation
Log[I(q)/I(0)] = −R2

gq
2/3 when q → 0 [82].

Finally, the software STRIDE [83] was used to assign secondary structure elements to each residue of each protein con-
formation, based on hydrogen bond criteria and backbone dihedral angle values. Then outputs from STRIDE were used to
compute the probabilities for each residue to be in α-helix or β-strand within each conformational ensemble.

2.4 Flexible-Meccano

In this study, we compared N-WASP domain V conformational ensembles derived from MD simulations against those gen-
erated by a much faster statistical coil generator, Flexible-Meccano (FM) [84] which is very popular within RMN and SAXS
communities. From a primary sequence, FM constructs protein three-dimensional structures by linking consecutive residues
with dihedral angles φ / ψ randomly taken from a database of residues with only loop conformations [85, 86]. Residue-specific
hard-spheres located at Cβ atoms (Cα for Gly) [87] are used to avoid steric clashes between amino acids (if a steric clash
occurs between a newly added residue and the previously built polypeptide chain, another pair of dihedral angles φ / ψ is
randomly chosen). No attractive potentials are taken into account during the generation process. Optionally, restrained con-
formational ensembles can be produced by specifying, in the FM inputs, fixed secondary structure propensities for given
fragments of the sequence (for these residues, the dihedral angles φ / ψ are constrained to adopt standard α or β values) [84].

It could be noted that FM only generates structures of the protein backbone. Thus, for each protein conformation, side
chains were subsequently added using the SCWRL4 program [88]. Finally, the complete atomic structures were generated by
adding the lacking hydrogen atoms with the GROMACS tools pdb2gmx [65]. In this work, we used FM to generate two dif-
ferent pools of 40 000 conformations of N-WASP domain V, one without constrained secondary structure propensity and the
other one by specifying two α-helical propensities of 13% and 31% for segments 10-19 and 39-47, respectively, as suggested
by NMR data (see below section Results).

2.5 Conformational sub-ensemble selection

When experimental data on the studied IDP are available, it is possible to filter a given conformational ensemble and select a
sub-ensemble that better agrees with experiments [29]. In this work, we used the program GAJOE from the suite EOM [89, 90]
for selecting conformational sub-ensembles of N-WASP domain V that better fit the SAXS intensities. It should be noted that
GAJOE was not employed here in the conventional way: We did not search for a sub-ensemble with a minimal number of
conformations, as GAJOE usually does (maximum parsimony principle). We rather wanted to have a large subset of structures
to account for the diversity of the disordered protein conformations (maximum entropy approach). Thus, we asked GAJOE to
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perform 100 runs of genetic algorithm optimization of the fit with experiments, and to save a subset of 50 optimal structures
at the end of each run, yielding a final sub-ensemble of 5000 selected conformations.

3 Results and discussion

We address here the question of whether conformational ensembles of N-WASP domain V generated by MD simulations can
yield average secondary structure propensities (SSP), residual dipolar couplings (RDC), and SAXS intensities in agreement
with experiments. More specifically, we assessed four ensembles, each composed of 40 000 conformations: A first ensem-
ble generated by FM without constrained secondary structure propensity (FM nossp), another one generated by FM with
restrained α-helical propensities of 13% and 31% at positions 10-19 and 39-47, respectively (FM ssp), a thrid one generated
by MD simulations with the C36mm force field (MD C36mm), and a last one generated by MD simulations with the A03ws
model (MD A03ws).

3.1 NMR information on local secondary structures

We first compared residue-specific secondary propensity scores computed by the SSP program [49] which combines chemical
shifts (CS) of Cα, Cβ, CO, and backbone N atoms either measured by NMR or calculated by the program SHIFTS [37]. This
score indicates protein regions having a propensity to form α-helix (SSP score > 0) or β-strand / coil (SSP score < 0). This
information on protein local structures can also be retrieved from residue-specific N-H residual dipolar couplings (RDCs)
either measured by NMR or calculated by PALES [51]. As shown in Figs. 4A and 4C, SSP score and RDC profiles averaged
over the FM ssp ensemble are in excellent agreement with NMR data, which is expected since this conformational ensemble
was generated with appropriate input restraints to best fit the NMR observations. It is interesting to note that, although the
N-WASP domain V helical probability profile has a well-defined crenellated shape in both input and output of the FM ssp
run (Fig 4E), the SSP profile averaged over the FM ssp ensemble has a rather smooth mountain shape (Fig 4A). This is due
to the fact that, by default, the SSP score of each residue i combines the chemical shifts of residues i-2 to i+2, and thus does
not exactly reflect the probability per residue to adopt secondary structures.

Without restraints as input, FM generated structures mostly in random coil and the FM nossp ensemble SSP score and
RDC profiles are rather flat and close to zero (Figs. 4A and 4C). For the MD C36mm ensemble, we can notice a slight
tendency for secondary structures in the SSP score profile (Fig 4B). Strikingly, its RDC profile is globally shifted toward
negative values (Fig 4D), suggesting the presence of transient local extended structures (Fig. 4H). Nevertheless, one should
be cautious in this interpretation, since even in random coils, residue local conformations are also rather extended, yielding
overall negative values of RDCs [50]. Comparatively, MD A03ws SSP score and RDC profiles are more contrasted and show
similar marked deviations from the baseline as the NMR curves (Figs. 4B and 4D). This notably indicates that, starting from
20 random coil structures, MD simulations with A03ws force field can generate significantly populated conformations with
α-helices in the same regions as revealed by NMR.

The N-WASP domain V propensity to form local secondary structures was directly quantified by applying the program
STRIDE [83] upon the 40 000 conformations of each ensemble (Figs. 4E to 4H). Regarding the FM ssp ensemble, this anal-
ysis confirms that regions 9-18 and 37-46 of N-WASP domain V really have a propensity to form α-helix with probabilities
very close to the input constraint values (13% and 31%, respectively) (Fig 4E). In contrast, probabilities to have α-helices
in these two regions are lower than 5% and 8% in the FM nossp and MD C36mm conformational ensembles, respectively
(Figs. 4E and 4F). Interestingly, starting from entirely random coil conformations, MD simulations with the A03ws force field
is able to form transient α-helical structures in similar regions of N-WASP domain V (residues 10-15 and 37-43) (Fig 4F).
However, the first helix probability (up to 30%) is at the same level as that one of the second helix, unlike observations made
from the FM ssp ensemble, and the numbers of consecutive residues of the two helices are smaller than those in FM ssp
ensemble. These shorter helices could represent intermediate states towards the more extended helices indicated by NMR
data and FM ssp ensemble but which were not sampled by MD simulations due to their arguably limited duration. This could
explain the discrepancies between NMR measurements and MD estimations of SSP scores and RDCs. Our simulations also
detected two segments (31-34 and 46-51) flanking the helical region 37-43 with significant propensities for α-helix higher
than 10% (Fig. 4F). These two additional helical segments were not found around the α-helix of the first WH2 motif, which
could contribute to differentiate the conformation and binding affinity for actin of the two N-WASP domain V WH2 motifs.

Regarding local extended structures, the two ensembles generated by FM have nearly none conformation with residues in
β-strand (Fig. 4G). In contrast, MD simulations sampled several structures with residues in β conformation (Fig. 4H). This is
notably the case for the MD C36mm ensemble in which residues 20-22, 28-32, and 43-45 have β probabilities between 5 and
10% (Fig. 4). These slight propensities could account for the global shifting toward negative values of RDC profiles computed
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from the MD C36mm and MD A03ws ensembles. However it should be reminded that, even in random coils, residue local
conformations are also rather extended, yielding also overall negative values of RDCs [50].

3.2 SAXS information on global shape

Primary data collected by SAXS experiments are plotted in Figs. 5A and 5B. Kratky curves present typical profiles of a fully
disordered protein (Figs. 5C and 5D) [91, 92]. From experimental data, the average radius of gyration Rg of a conformational
ensemble can be estimated by using the Guinier approximation, Log[I(q)/I(0)] = −R2

gq
2/3, which is valid for very small

angles [82]. A linear fit of the Log I(q) curve for qRg below 0.8, using the Primus package [93], yielded an experimental
average radius of gyration Rg = 24.30 ± 0.24 Å for N-WASP domain V. It could be noted that this value is quite close to
the value expected from the Flory’s theory which relates the average radius of gyration of polymer chains to their number of
monomeric units: Rg = R0N

ν [94]. Using the appropriate parameters for IDPs (R0 = 2.54 Å and ν = 0.522) [25], a 67
residues polypeptide chain should have a radius of gyration Rg = 22.81 Å. This confirms that N-WASP domain V has a fully
disordered nature. The slightly larger value of the experimental radius of gyration (24.30 Å) compared to the Flory’s expected
value might indicate that N-WASP domain V adopts more extended conformations than those expected from polymer theory.

Back-calculated SAXS intensities averaged over the four conformational ensembles FM nossp, FM ssp, MD C36mm,
and MD A03ws were then directly compared to experimental data (Figs. 5A and 5B). Overall, theoretical scattering intensi-
ties have similar profile than in experiments. It could be noted that, based on χ2 values computed between simulations and
experimental data, the scattering intensity calculated from the MD A03ws ensemble (χ2 = 1.75) better fits the SAXS curve
than the three other ensembles (χ2 > 3). Nevertheless, for q values above 0.2 Å−1, all Kratky plots are slightly below the
experimental one, indicating that in silico methods generated ensembles of conformations slightly more compact than the one
revealed by experiments (Figs. 5C and 5D). This interpretation was confirmed by directly computing radius of gyration distri-
butions for the four theoretical ensembles (Figs. 5E and 5F). The obtained distributions have Rg mean values equal to 22.68,
22.69, 23.59, and 23.38 Å for the FM nossp, FM ssp, MD C36mm, and MD A03ws ensembles, respectively. To sum up, FM
generated conformational ensembles in moderate agreement with SAXS intensities either with or without constraints on local
secondary structures. Likewise, MD simulations with C36mm or A03ws force field also yielded conformational ensembles
that are fairly consistent with SAXS data. All together, it is noteworthy that starting from 20 various conformations without
any secondary structures, MD simulations with the A03ws force field can generate a conformational ensemble of N-WASP
domain V which well reproduces both the local and global structural characteristics revealed by NMR and SAXS experiments,
respectively.

3.3 Conformational sub-ensemble selection with GAJOE

Previous comparisons between experimental and in silico conformations of N-WASP domain V showed that both FM ssp
and MD A03ws approaches generated ensembles in fairly good agreement with both NMR and SAXS data. This agreement
can be improved by selecting conformational sub-ensembles that minimize the χ2 values between back-calculated and exper-
imental data, particularly SAXS intensities. To this aim, we performed 100 runs of genetic algorithm optimization with the
program GAJOE [89, 90] yielding 5000 conformations of N-WASP domain V that were subsequently analyzed.

It should be noted first that conformational sub-ensemble selections on the criterion of SAXS intensity marginally changed
the SSP profiles and their agreement with NMR-derived data (Figs. 6A and 6B). Nevertheless, it is observed that deviations
between calculated RDCs and NMR measurements are slightly larger for conformational sub-ensembles selected by GAJOE
than for primary ensembles, particularly in the case of the FM ssp ensemble (Figs. 6C and 6D). These variations in RDC
profiles are reflected by an overall increase (after selection) in the relative populations of conformations having α-helical
residues in the regions 9-18 and 37-46 of N-WASP domain V (Figs. 6E and 6F), whereas no significant change was observed
for β-strand probabilities (Figs. 6G and 6H).

In contrast, and as expected, conformational sub-ensemble selections significantly improved agreements between back-
calculated and experimental SAXS intensities, as indicated by the reduced residuals randomly distributed around zero
(Figs. 7A and 7B). Distributions of the protein radius of gyration were found shifted toward larger values (Figs. 7E and
7F) and more satisfactorily centered around the experimental value (Rg = 24.30 Å) after selection by GAJOE than before
(average values increasing from 22.69 to 24.57 Å and from 23.38 to 24.72 Å for FM ssp and MD A03ws, respectively). In
summary, from both FM ssp and MD A03ws conformational ensembles, GAJOE selected sub-ensembles of structures that
are in average slightly more extended than the initial ensembles, consistently with SAXS data, but which have overall higher
probabilities to form α-helices than estimated by NMR measurements. Since conformations with α-helices are statistically
more extended that random coil ones, the increase in helicity observed after GAJOE selection is probably an artefact of
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the slightly imperfect prediction of SAXS profiles by the conformational ensembles. This could be due to either a limited
accuracy of the SAXS calculation software for both compact and extended structures, or to the non fully exhaustive confor-
mational samplings, highlighting the difficulties to provide a conformational ensemble in perfect agreement with both RDC
measurements and SAXS intensities.

4 Conclusion

Intrinsically disordered proteins generally play important roles in the regulation of many biological processes and often
constitute key hubs in protein-protein interaction networks. However, the detailed characterization of their conformational
ensembles remains very challenging. Particularly, it is not straightforward to have a correct description of both their local
and global structures. In the present report, we showed by validation against NMR and SAXS data that multiple molecu-
lar dynamics simulations with the AMBER-03w force field and the TIP4P/2005s water model are able to characterize the
conformational ensemble of the 67 residues N-WASP domain V with satisfactory reliability, at both local and global level.
Simulations can reproduce at expected regions of the peptide sequence the formation of transient helical structures which
constitute the molecular recognition features (MoRFs) of actin binding. They can also describe accurately the extension of
the polypeptide chain which ensures the accessibility of these MoRFs by actin.

These results are in line with several other MD studies of IDPs using the combination of AMBER-03w and TIP4P/2005s
models proposed by Best et al. [72]. The latter notably reported that the conformational ensemble sampled with the A03ws
force field of the activation domain (71 residues) of the activator for thyroid hormone and retinoid receptor (ACTR) is con-
sistent with both NMR and SAXS measurements [72]. Other extensive simulations of shorter IDP, including an arginie/serine
peptide (24 residues), two FG-nucleoporin peptides (16 and 50 residues) [95], the Histatin 5 (24 residues) [96], also showed
that the A03ws force field can generate conformational ensembles that are not overly compact in agreement with both SAXS
and NMR data. Lastly, a recent benchmark by Robustelli et al. on 9 disordered proteins, including the NTAIL domain of
the measles virus nucleoprotein (125 residues) and the α-synuclein (140 residues), confirmed that MD simulations with the
A03ws force field performed quite well in terms of both secondary structure propensity and radius of gyration [97].

Thus, although our study only focused on one intrinsically disordered protein, the capability of the AMBER-03ws model
to correctly reproduce the N-WASP domain V conformational ensemble seems not specific to this protein. This contributes,
with other studies on other IDPs, to identify the most appropriate force fields for accurate MD simulations of IDP conforma-
tional ensembles. We believe that this physics-based computational approach can be applied to other IDPs with reasonable
confidence, notably in the case where experimental data are lacking.

Supporting material

Supplementary information on experimental methods and supplementary figures can be found on the journal website.

Author contributions

C.v.H., D.D. and T.H.D. designed research; C.D., L.P., and C.v.H. produced protein and performed NMR measurements and
analyses; M.C.Y.C. and D.D. carried out and analyzed SAXS experiments; M.C.Y.C. and T.H.D. conducted and analyzed MD
simulations; M.C.Y.C., D.D., and T.H.D. wrote the paper with the help of all other authors.

Acknowledgements

This work is supported by the ”IDI 2016” project funded by the IDEX Paris-Saclay (ANR-11-IDEX-0003-02). MD simu-
lations were performed using HPC resources from GENCI-CINES (Grant A0040710415). We thank the staff of the Swing
beamline at the SOLEIL synchrotron for assistance during SAXS experiments. We are grateful to J. Hub and collaborators
for fruitful explanations about WAXSiS software. The authors declare no competing financial interests.

References

1. Wright, P. E., and H. J. Dyson, 1999. Intrinsically unstructured proteins: re-assessing the protein structure-function paradigm. Journal
of Molecular Biology 293:321–331.

2. Dunker, A. K., J. D. Lawson, C. J. Brown, R. M. Williams, P. Romero, J. S. Oh, C. J. Oldfield, A. M. Campen, C. M. Ratliff, K. W.
Hipps, J. Ausio, M. S. Nissen, R. Reeves, C. Kang, C. R. Kissinger, R. W. Bailey, M. D. Griswold, W. Chiu, E. C. Garner, and

Biophysical Journal 00(00) 1–15



10 4 CONCLUSION

Z. Obradovic, 2001. Intrinsically disordered protein. Journal of Molecular Graphics and Modelling 19:26–59.
3. Dyson, H. J., and P. E. Wright, 2005. Intrinsically unstructured proteins and their functions. Nat Rev Mol Cell Biol 6:197–208.
4. Dunker, A. K., I. Silman, V. N. Uversky, and J. L. Sussman, 2008. Function and structure of inherently disordered proteins. Current

Opinion in Structural Biology 18:756–764.
5. Habchi, J., P. Tompa, S. Longhi, and V. N. Uversky, 2014. Introducing Protein Intrinsic Disorder. Chem. Rev. 114:6561–6588.
6. Dunker, A. K., Z. Obradovic, P. Romero, E. C. Garner, and C. J. Brown, 2000. Intrinsic protein disorder in complete genomes. Genome

Inform Ser Workshop Genome Inform 11:161–171.
7. Ward, J. J., J. S. Sodhi, L. J. McGuffin, B. F. Buxton, and D. T. Jones, 2004. Prediction and Functional Analysis of Native Disorder in

Proteins from the Three Kingdoms of Life. Journal of Molecular Biology 337:635–645.
8. Le Gall, T., P. R. Romero, M. S. Cortese, V. N. Uversky, and A. K. Dunker, 2007. Intrinsic disorder in the Protein Data Bank. J.

Biomol. Struct. Dyn. 24:325–342.
9. Uversky, V. N., C. J. Oldfield, and A. K. Dunker, 2008. Intrinsically Disordered Proteins in Human Diseases: Introducing the D2

Concept. Annu. Rev. Biophys. 37:215–246.
10. Wright, P. E., and H. J. Dyson, 2015. Intrinsically disordered proteins in cellular signalling and regulation. Nature Reviews Molecular

Cell Biology 16:18–29.
11. van der Lee, R., M. Buljan, B. Lang, R. J. Weatheritt, G. W. Daughdrill, A. K. Dunker, M. Fuxreiter, J. Gough, J. Gsponer, D. T. Jones,

P. M. Kim, R. W. Kriwacki, C. J. Oldfield, R. V. Pappu, P. Tompa, V. N. Uversky, P. E. Wright, and M. M. Babu, 2014. Classification
of Intrinsically Disordered Regions and Proteins. Chem. Rev. 114:6589–6631.

12. Olsen, J. G., K. Teilum, and B. B. Kragelund, 2017. Behaviour of intrinsically disordered proteins in proteinprotein complexes with
an emphasis on fuzziness. Cell. Mol. Life Sci. 74:3175–3183.

13. Fung, H. Y. J., M. Birol, and E. Rhoades, 2018. IDPs in macromolecular complexes: the roles of multivalent interactions in diverse
assemblies. Current Opinion in Structural Biology 49:36–43.

14. Tompa, P., and M. Fuxreiter, 2008. Fuzzy complexes: polymorphism and structural disorder in proteinprotein interactions. Trends in
Biochemical Sciences 33:2–8.

15. Fuxreiter, M., and P. Tompa, 2012. Fuzzy complexes: a more stochastic view of protein function. Adv. Exp. Med. Biol. 725:1–14.
16. Sharma, R., Z. Raduly, M. Miskei, and M. Fuxreiter, 2015. Fuzzy complexes: Specific binding without complete folding. FEBS Lett.

589:2533–2542.
17. Zea, D. J., A. M. Monzon, C. Gonzalez, M. S. Fornasari, S. C. E. Tosatto, and G. Parisi, 2016. Disorder transitions and conformational

diversity cooperatively modulate biological function in proteins. Protein Science 25:1138–1146.
18. Oldfield, C. J., Y. Cheng, M. S. Cortese, P. Romero, V. N. Uversky, and A. K. Dunker, 2005. Coupled Folding and Binding with

-Helix-Forming Molecular Recognition Elements. Biochemistry 44:12454–12470.
19. Mohan, A., C. J. Oldfield, P. Radivojac, V. Vacic, M. S. Cortese, A. K. Dunker, and V. N. Uversky, 2006. Analysis of Molecular

Recognition Features (MoRFs). Journal of Molecular Biology 362:1043–1059.
20. Vacic, V., C. J. Oldfield, A. Mohan, P. Radivojac, M. S. Cortese, V. N. Uversky, and A. K. Dunker, 2007. Characterization of Molecular

Recognition Features, MoRFs, and Their Binding Partners. J. Proteome Res. 6:2351–2366.
21. Cheng, Y., C. J. Oldfield, J. Meng, P. Romero, V. N. Uversky, and A. K. Dunker, 2007. Mining alpha-helix-forming molecular

recognition features with cross species sequence alignments. Biochemistry 46:13468–13477.
22. Lee, C., L. Kalmar, B. Xue, P. Tompa, G. W. Daughdrill, V. N. Uversky, and K.-H. Han, 2014. Contribution of proline to the pre-

structuring tendency of transient helical secondary structure elements in intrinsically disordered proteins. Biochimica et Biophysica
Acta (BBA) - General Subjects 1840:993–1003.

23. Kiefhaber, T., A. Bachmann, and K. S. Jensen, 2012. Dynamics and mechanisms of coupled protein folding and binding reactions.
Current Opinion in Structural Biology 22:21–29.

24. Jensen, M. R., R. W. Ruigrok, and M. Blackledge, 2013. Describing intrinsically disordered proteins at atomic resolution by NMR.
Current Opinion in Structural Biology 23:426–435.
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Figure legends

Figure 1: Sequence alignment of N-WASP domain VC crystallized with actin by Gaucher et al. (2VCP D) with the 67 residues
peptide used in the present study (DomainV). The upper amino acid numbering comes from the human sequence. The solid
line box indicates the 19 residues of the second WH2 motif present in the X-ray structure [34]. The dashed line box highlights
the homologous 19 residues of the first WH2 motif.

Figure 2: Comparison between SAXS intensity back-calculation software using implicit solvent models versus WAXSiS
which uses an explicit solvent approach. Orange, green, blue, and pink bars are results for CRYSOL, FoXS, CRYSOL3, and
Pepsi-SAXS, respectively. Shaded bars indicate results when using default values for the hydration layer density.

Figure 3: Time evolution of N-WASP domain V radius of gyration computed from short MD simulations using 6 different
force fields. Horizontal coloured dashed lines and black solid lines indicate average radii of gyration in simulations and in
experiments, respectively.

Figure 4: Direct comparison of SSP scores (A and B) and N-H RDCs (C and D) averaged over FM nossp, FM ssp,
MD C36mm, and MD A03ws ensembles with NMR measurements. Probabilities for N-WASP domain V residues to be in
α-helix (E and F) and β-strand (G and H) structures computed from the FM nossp, FM ssp, MD C36mm, and MD A03ws
ensembles. Dashed and dotted brown vertical lines represent protein regions in α-helix (as indicated by the X-ray structure
2VCP [34]) and the highly conserved sequences LK[K-S]V [35, 36], respectively.

Figure 5: Comparison of SAXS intensities Log I(q) (A and B) and Kratky plots (C and D) as a function of scattering vec-
tor q calculated from the FM nossp, FM ssp, MD C36mm, and MD A03ws ensembles against experimental data. Reduced
residuals ∆/σ = [Icalc(q)− Iexp(q)]/σexp(q). Probability of the N-WASP domain V radius of gyration (E and F) computed
for the F nossp, FM ssp, MD C36mm, and MD A03ws conformational ensembles. Vertical black solid and coloured dashed
lines indicate radius of gyration measured by experiments and mean values found in simulations, respectively.

Figure 6: Comparison with NMR experiments of SSP scores (A and B) and N-H RDCs (C and D) averaged over FM ssp and
MD A03ws ensembles, before and after selection by GAJOE. Residue-specific probability to be in α-helix (E and F) or in
β-strand (G and H) calculated from the FM ssp and MD A03ws ensembles, before and after selection by GAJOE.
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Figure 7: Comparison with SAXS experiments of Log I(q) (A and B) and Kratky plots (C and D) averaged over the FM ssp
and MD A03ws ensembles, before and after selection with GAJOE. Reduced residuals ∆/σ = [Icalc(q)− Iexp(q)]/σexp(q).
Probability of the N-WASP domain V radius of gyration (E and F) computed for the FM ssp and MD A03ws conformational
ensembles, before and after selection by GAJOE.
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