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FROM THE BACKWARD KOLMOGOROV PDE ON THE WASSERSTEIN SPACE
TO PROPAGATION OF CHAOS FOR MCKEAN-VLASOV SDES

PAUL-ERIC CHAUDRU DE RAYNAL AND NOUFEL FRIKHA

ABSTRACT. In this article, we provide some new quantitative estimates for propagation of chaos of
non-linear stochastic differential equations (SDEs) in the sense of McKean-Vlasov. We obtain explicit
error estimates, at the level of the trajectories, at the level of the semi-group and at the level of the
densities, for the mean-field approximation by systems of interacting particles under mild regularity
assumptions on the coefficients. A first order expansion for the difference between the densities of
one particle and its mean-field limit is also established. Our analysis relies on the well-posedness of
classical solutions to the backward Kolmogorov partial differential equations (PDEs) defined on the strip
[0,T] x R* x Pa(R%), P2(R%) being the Wasserstein space, that is, the space of probability measures
on R? with a finite second-order moment and also on the existence and uniqueness of a fundamental
solution for the related parabolic linear operator here stated on [0, 7] x Pa(R%).
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1. INTRODUCTION

In this work, we are interested in some non-linear stochastic differential equations (SDEs for short)
in the sense of McKean-Vlasov with dynamics:

(1.1) Xi=¢6+ /tb(s,Xﬁ, [X$])ds + /t0(87X§, [XE))dWs,  [€] € P2(RY),
0 0

where ¢ is an R%valued random variable which is independent of the ¢-dimensional Brownian motion
W = (W1 ... ,W9) and with coefficients b : Ry x R? x Py(R?) — R? and o : Ry x R x Py(R?) — RI*9,
[0] denoting the law of the random variable 6 and its approximation by the associated system of N
particles {(Xti)te[O,T]a 1<i<N } interacting through its empirical measure

t t N
) . . ) ) 1
(12) Xz:£l+/b<s,xz,uiv)ds+/a(s,X;,u%dW;, =y 20k iA=L N,
0 0 i=1

where {(¢', (W)iejor1),1 <i < N} are N iid. copies of (£, W). The connection between the two
above systems of SDEs comes from fact that the dynamics (II)) describes the limiting behaviour of an
individual particle in ([2) when the size of the population N grows to infinity as stated by the so-
called propagation of chaos phenomenon, originally studied by McKean [McK67] and then investigated
by Sznitman [Szn91]. Roughly speaking, it is expected that the dynamics of k particles among N, say
(X1,---, XF*), k being a fixed integer, consists of k independent copies (X, ---, X*) of a process follow-
ing the law of the unique solution to the limiting equation (II]) as N goes to infinity. Since the original
works of Kac [Kachf] in kinetic theory and of McKean [McKG66] in non-linear parabolic partial differential
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2 P.-E. Chaudru de Raynal and N. Frikha

equations (PDEs for short), theoretical and numerical aspects of McKean-Vlasov SDEs have been an
active research area in several directions during the last decades such as the well-posedness of the related
martingale problem, the propagation of chaos and other limit theorems, probabilistic representations to
non-linear parabolic PDEs and their numerical approximation schemes. We refer to Tanaka [Tan78§], Fu-
naki [Fun84], Oelschliager [Oel84], Gértner [Gar88|, [Szn91], Mishura and Veretenikov [MV1§], Chaudru
de Raynal [CdR19], Lacker [LacI8] for a small sample among others.

Here, our main objective consists in revisiting and rigorously justify the mean-field approximation of
([T by its system of particles (I2Z) under mild assumptions on the coefficients. Our analysis strongly re-
lies on the smoothing properties of the mean-field SDE under the assumption that a = oo™ is uniformly
elliptic. We achieve this goal by bringing to light some new quantitative estimates of propagation of
chaos for the system of particles (L2]) at three different levels. Namely, we prove the L?(IP)-convergence
of the trajectories of (X} )tejo,7) to its McKean-Vlasov limit dynamics. We also establish an explicit error
estimate and a first order expansion for the difference between the transition densities of one particle and
its limit. Eventually, we provide some convergence rate for the difference between the flow of empirical
measures (ul¥ Jtejo,r) of the system of particles and its limit given by the flow of probability measures
(11¢)te(o, 1) associated to the dynamics (ILI)) when they both act on some irregular map of Pa(R?).

A natural question to be addressed before investigating the convergence problem for the system of
particles ([2]) is the well-posedness in the weak or strong sense of its mean-field limit (II). This
problem has been intensively investigated under various settings by many authors. We refer e.g. to
[Gar88|, [Szn91], Jourdain [Jou97], and more recently, Li and Min [LM16], [MV18] and Hammersley et
al. [HvS18] for a short sample.

In our recent contribution [CdRF18|, we revisited the problem of the unique solvability by tackling
the corresponding formulation of the martingale problem under mild regularity assumptions on the coef-
ficients b and a, namely: a = oo™ is uniformly elliptic, b is bounded, measurable and Lipschitz in p with
respect to the total variation metric, a is bounded, n-Hélder continuous in space and admits a bounded
and n-Holder continuous linear functional derivative. Under an additional regularity assumption, namely
if (z, ) — b(t,x, p), a(t,z, p) are uniformly Holder continuous with respect to the space variable x and
admit two bounded and uniformly Holder continuous linear functional derivatives on P2(R9), it then
turns out that the transition density p(u,s,t,z) of the SDE (1)) at time ¢ starting from the initial
distribution p at time s exists and is smooth with respect to the variables s and p, the derivatives in the
measure argument being understood for a stronger notion of differentiation, namely in the sense of Lions.
More precisely, the map (s, ) = p(u, s,t,2) € CH2([0,t) x P2(R%)) (see Section Tl for a definition of
this space). The previous regularity properties of the density finally allows to establish the existence and
uniqueness of classical solutions for a class of linear parabolic PDEs on the Wasserstein space, namely

{(at FLOU(tz,p) = flt,z,p)  for (t,a, 1) € [0,T) x RY x Py(RY),

(1.3) UT,z,p) = h(z, 1) for (z, 1) € R? x Pa(RY),

where the source term f : Ry x R? x Py(R%) — R and the terminal condition h : R? x Py(RY) — R are
some given functions and the operator £; is defined by

d d

Etg(xv N) = Z bi(ta xz, u)azig(za ,LL) + % Z Qg5 (ta xz, H)agi,xjg(% /L)
d | 1 d
(1.4 R D SUICENNCIIENNICIIER D SRR IL MR TENNIE) I8 PR

and acts on sufficiently smooth test functions g : R? x Py(RY) — R. The aforementioned well-posedness
and smoothing property results for the dynamics (ILI)) and the PDE (I3]) allow us to investigate in turn
the convergence problem of the particle system ([2]) at the three levels mentioned above within the same
framework.

The former convergence problem of the trajectories has been thoroughly investigated under the stan-
dard framework of Lipschitz continuous coefficients b and o over R? x P,(R?), P,(R%) being the space of
probability measures with finite moment of order p equipped with the Wasserstein distance W), by using
the very effective and now well-known coupling argument between the solution of the system of particles
(C2) and N independent copies of the unique strong solution of the nonlinear SDE (1)) taken with
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the same input (£, W#)i<i<n. We refer to [Szn91], Léonard [L86], Méléard [M96] for a presentation
of this argument and also to Jourdain and Méléard [IM98] and Malrieu [Mal03] for some extensions
to non-linear SDEs with coefficients depending locally on its density and to granular media equations
respectively.

It actually turns out to be a challenging question to go beyond the aforementioned framework by
weakening the Lipschitz regularity assumption on the coefficients. Let us however mention the recent
work of Holding [Hol16] in which some quantitative propagation of chaos estimates for systems of in-
teracting particles with a constant diffusion coefficient and a drift coefficient with an Hoélder continuous
interacting kernel of first order type are established. Therein, an error bound for the Wasserstein distance
of order 1 between the empirical measure (u" )telo,r) of the system of particles and its mean-field limit
is obtained with a convergence rate depending on the Holder exponent of the interacting kernel.

Our first contribution is a general rate of convergence for the L?(P)-error on the trajectories of the
solution of the system of particles (I.2)) and N independent copies of its mean-field dynamics (II)) as
well as for the Wasserstein distance of order 2 between pY and its corresponding limit. The main novelty
here compared to the aforementioned references is that we make the approach as systematic as possible
by connecting the above convergence problem to the well-posedness and the regularity properties of the
solution U of the backward Kolmogorov PDE (L3]) with source term f(¢,z, 1) = b(t,x, 1) and terminal
condition U(T,z, u) = h = 0. This strategy is reminiscent of Zvonkin’s method for solving SDEs driven
by a bounded and measurable drift [Zvo74]. Indeed, testing the solution U on the dynamics of the
system of particles notably allows to remove the drift from the convergence analysis and to achieve the
expected convergence rate of the framework of Lipschitz coefficients but with weaker conditions on the
drift coefficient, namely the drift is assumed to be bounded, Hoélder continuous in space and with two
bounded and Hélder continuous linear functional derivatives in the measure argument.

Our second contribution is an error bound together with a first order expansion for the difference
between the densities of the one-dimensional marginal of the system of particles and its corresponding
limit. Here again, the technique of proof is based on the well-posedness of the backward Kolmogorov
PDE here stated on the strip [0, 7] x P2(R%) for which we introduce and study a notion of fundamental
solution. The natural candidate for being the unique classical solution is the transition density of the
McKean-Vlasov SDE (1)) with initial distribution p at time s, namely the map [0,¢) x Po(R9) > (s, p)
p(p, s,t,2), (t,2) € (0,T] x R? being fixed. By taking advantage of its regularity properties, the key idea
then consists in testing the fundamental solution along the empirical measure (p2 )sefo, of the system of
particles. On the one hand, the proxies {[0, t] 3 s pud,s,t,2), N > 1} should get closer and closer in
average to the (constant) map s — p(us, s,t,2) = p(,0,t, z) up to a remainder term that vanishes as N
goes to infinity. On the other hand, as (s, u) — p(y, s,t, 2) is the fundamental solution of the backward
Kolmogorov PDE and by symmetry of the dynamics (L2)), s — p(ul,s,t,2) converges weakly to the
one-dimensional marginal density function of the system of particles as s goes to t. Combining these two
facts yields our results.

Our third contribution consists in an analysis of a weak form of propagation of chaos. Inspired by
Remark 5.110 in [CD18], we quantify the distance between the empirical measure of the particle sys-
tem and the law of the solution of the equation both acting on a large class of functions of Py (R%).We
provide an explicit error estimate for the difference between the semigroup generated by the mean field
system and its approximation by the system of particles. The key tool to prove such result is very
closed to the one developed to handle the previous estimates on the densities. Namely, it first consists
in investigating the regularity properties of the solution to the Cauchy problem related to the backward
Kolmogorov PDE stated on the strip [0, T'] x P2(R%), without source term and with a terminal condition
h: P2(R%) — R admiting two bounded and Hélder continuous linear functional derivatives and then to
test such a solution along the empirical measure and the limiting law. Although we refrain to go further
in that direction, we are convinced that repeating the previous strategy in order to obtain a first order
expansion for the difference between the densities would lead to a first order expansion for the semigroups.

Taking benefit of the well-posedness of classical solutions to the backward Kolmogorov PDE on the
Wasserstein space to prove the aforementioned quantitative estimates of propagation of chaos for the
system of particles thus plays a central role in our analysis. Let us however mention that the strategy
developed here is clearly reminiscent of the point of view taken by Cardaliaguet & al. [CDLL15], Mischler
and Mouhot [MM13] and by Mischler, Mouhot and Wennberg in their subsequent work [MMWI5]. In
[CDLL15], the authors study the convergence problem, as N 1 oo, of the N-Nash system consisting of
a system of N coupled Hamilton-Jacobi equations. The limit equation is no longer a linear backward
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Kolmogorov equation but a non-linear PDE of second order type also stated on the space of probability
measures, the so-called master equation of mean-field games. The strategy developed by the authors to
establish their estimates of the rate of convergence consists exactly in testing the solution of the master
equation as an approximate solution to the N-Nash system. Obviously, the very nature of our approach
is the same, except that, in our case we work with a linear PDE and its fundamental solution under mild
regularity conditions while in [CDLLI5|, the PDE is non-linear but has smooth coefficients. The point
of view expressed to establish propagation of chaos estimates for systems of particles undergoing colli-
sions in [MM13] and for mean-field systems undergoing jumps and/or diffusions in the subsequent work
IMMW15] is also very close to ours. One of the main difference being that in [MM13] the quantitative
estimates are uniform in time while ours are established on a finite time horizon. Moreover, in [MMW15],
the authors directly compares the semigroup generated by the system of particles and the lifted one, that
is, the one generated by the mean-field limit both acting on symmetric functions on (R%)" while in
our case we work at the level of the densities. An error bound of order N=1/2 for the total variation
distance between k particles and k independent copies of the mean-field limit for non-linear SDEs with
a constant diffusion coefficient and a drift with general and singular interacting kernel of first order type
has been established in Jabin and Wang [JW18]. We also refer to the book of Kolokolstov [Kol10] and
to the work by Kolokoltsov, Troeva and Yang [KTY14] for a point of view based on measure-valued
Markov processes and some quantitative estimates for mean-field games approximation. Let us finally
mention the recent work of Chassagneux, Szpruch and Tse [CST19] where an expansion for the difference
E[h(u])] — (), t € [0,T], is established by exploiting the well-posedness and the regularity properties
of the backward Kolmogorov PDE (3] (with f = 0) stated on [0,7] x P2(R%) in the spirit of Buckd-
han & al. [BLPR17], under the assumptions that h, b and ¢ are smooth functions of the variables  and p.

The article is organized as follows. The basic notions of differentiation on the Wasserstein space
with an emphasis on the smoothing properties of McKean-Vlasov SDEs that will play a key role in our
analysis are presented in Section Bl The general set-up together with the assumptions and the main
results are described in Section[Bl The proof of the existence and uniqueness of the fundamental solution
of the backward Kolmogorov PDE on the Wasserstein space together with some additional regularity
properties of the transition SDE associated to (IL1]) are addressed in Section[dl The propagation of chaos
estimates are established in Section Bl The proof of some useful but auxiliary technical results are given
in Appendix.

Notations: In the following we will denote by C and K some generic positive constants that may
depend on the coefficients b and 0. We reserve the notation ¢ for constants depending on |o|s, A (see
assumption (HE) in Section B]) and possibly on N but not on the time horizon T'. Moreover, the value
of both C| K or ¢ may change from line to line.

We will denote by P(R?) the space of probability measures on R¢ and by P2(RY) C P(R?) the
space of probability measures with finite second moment. For p € P(R?) and ¢ > 0, we set M,(u) :=
(fra |2|9p0(dz)) /9 if [oq |2|70(dz) < 400 and My(p) = +o0o otherwise.

For a positive variance-covariance matrix ¥, the function y — ¢(X%,y) stands for the d-dimensional
Gaussian kernel with ¥ as covariance matrix g(X, z) = (27) % (det £)~ 2 exp(—3 (X712, z)). We also de-
fine the first and second order Hermite polynomials: Hi(%, z) := —(X ™ a); and HY? (2, ) := (2 '); (27 1z),—
(3714, 1 < i,j < d which are related to the previous Gaussian density as follows 9,,¢(%,x) =
Hi(Z,2)9(%, 1), 6§iﬁzjg(§],ac) = HY(2,2)g(2,2). We will sometimes use the following relations:
I5g9(E,z) = —1(H2.9)(Z,2), 0%9(X,2) = 1(Hs.g)(X,2) where Ha(X,2) = (Hy? (3, ))1<ij<a and
Hy(S,2) = (Hy"™(3,2))1<i j.ki<a satisfies 02, . g(5,2) = Hy?™M (3, 2)g(S, ). Also, when ¥ =
cly, for some positive constant ¢, the latter notation is simplified to g(c, z) := (1/(2mc))%? exp(—|z|?/(2¢)).

One of the key inequality that will be used intensively in this work is the following: for any p,q > 0
and z € R, |x|1”e*‘7962 < (p/(2qe))P/?. As a direct consequence, we obtain the space-time inequality,

(1.5) Vp, ¢ >0, |zPg(ct,z) < CtP/2g(c't, x)

which in turn gives the standard Gaussian estimates for the first and second order derivatives of Gaussian
density, namely for all ¢ > 0

(1.6)
|Hj(ct, x)|g(ct, z) <

|Q

¢

g(dt,x), |HY (ct,z)|g(ct,x) < =g('t,x), |[HA*(ct,x)|g(ct,z) < 59(c't, x)

| Q

=

t
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for some positive constants C, ¢’. Since we will employ it quite frequently, we will often omit to mention
it explicitly at some places. We finally define the Mittag-Leffler function E, 5(2) =, <, 2"/T'(an+f),
2€R, a, f>0. B

2. PRELIMINARIES: DIFFERENTIATION ON THE WASSERSTEIN SPACE AND SMOOTHING PROPERTIES

2.1. Differentiation on the Wasserstein space. In this section, we briefly present the regularity
notions we will use when working with mappings defined on P3(R%). We refer the reader to Lions’
seminal lectures [Liol4], to Cardaliaguet’s lectures notes [Carl3], to the recent work Cardaliaguet et
al. [CDLL15] or to Chapter 5 of Carmona and Delarue’s monograph [CDI18] for a more complete and
detailed exposition. The space Pa(R?) is equipped with the 2-Wasserstein metric

2
Wau) = _inf ([ o yP atdndy
TEP(1,v) \JRd xR

where, for given u, v € Po(R?), P(u,v) denotes the set of measures on R x R? with marginals y and v.

Following our recent work [CdRF18], we will employ two notions of differentiation of a continuous
map U defined on Py(R9). The first one, called the linear functional derivative and denoted by g—U
will play an important role in our linearization procedure to strengthen the regularity properties of the
transition densities of the McKean-Vlasov SDE (L)) and its corresponding decoupling field.

Definition 2.1. The continuous map U : Py(R?) — R is said to have a continuous linear functional
derivative if there exists a continuous function 2Z : P(R?) x R? — R such that y — 2Z(m)(y) has at
most quadratic growth in y, uniformly in m for m € K, K being any compact subset of P5(R?) and such
that for any m, m’ € Pa(R9),

lim U((l—-e)m+em')— /
el0 e Rd

)d(m' —m)(y).

The map y — 5U ( )(y) being defined up to an additive constant, we will follow the usual normaliza-
tion convention fRd o= Y (m)(y) dm(y) = 0.

From the above definition, we observe that

Vm,m' € Po(RY), U(m') — //]Rd A)m + Am/)(y) d(m’ — m)(y) dA.

It is then readily seen that if (m,y) — 2Z(m)(y) is bounded, then one has

vm,m' € Po(RY), |[U(m) —U@m')| < sup H—(m")(-)lloodTv(m,m’)
m//€p2(Rd) 5m
where dry is the total variation metric so that U is Lipschitz continuous with respect to this distance.
If, y — g—g(m)(y) is Lipschitz continuous, with a Lipschitz modulus bounded uniformly with respect to
the variable m, then from the Monge-Kantorovich duality principle

oU
vm,m' € P2(R?),  |U(m) —U(m')| < sup 10y [5— (m") ()]lloo Wi (m, ).
We will also work with higher order derivatives. This is naturally defined by induction as follows.

Definition 2.2. Let p > 1. The continuous map U : Po(R%) — R is said to have a continuous linear
functional derivative at order p if there exists a continuous function 2 Smp : Po(RY) x (RY)P~L x RT — R
such that R? 3 y, = 2% (m)(y,—1,y,) has at most quadratic growth in y,, uniformly in (m,y,_1) for
(m,yp—1) € K, K being any compact subset of P2(R?) x (R)P~! and such that for any m,m’ € P2(R?)
and for any y,_; € (R%)P~!

i e (5og UL = 2t m)(ypm1) = 5oz U pn)) = [ 5o o)) dlm’ = m)(a)

el0 omp—1 a omp

with the notation y, := (yp—1,¥yp) and the convention %U (m) = U(m). We again follow the usual
normalization convention [p, 22 (m)(y,) dm(y,) =0

Again, for more details on the above notion of derivative, we refer to Chapter 5 of [CD1§].

We now briefly present the second notion of derivatives as originally introduced by Lions [Liol4]. The
basic strategy consists in considering the canonical lift of the real-valued function U : Pa(R%) > v+ U(p)
into a function U : Lo 3 Z — U(Z) = U([Z]) € R, (2, F,P) standing for an atomless probability space,
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with © a Polish space, F its Borel o-algebra, Lo := Lo(Q, F, P, R?) standing for the space of R%-valued
random variables defined on 2 with finite second moment and Z being a random variable with law p. The
function U is then said to be differentiable at u € Ps (Rd) if its canonical lift U is Fréchet differentiable
at some point Z such that [Z] = pu. We denote by DU its gradient. The Riezs representation theorem
then allows to identify DU as an element of L.2. It turns out that DU/ is a random variable which is
o(Z)-measurable and given by a function DU (u)(.) from R to R?, which depends on the law u of Z and
satisfying DU (p)(.) € L2(R4, B(R?), pu; R?). As in [CARFI8], we adopt the notation 9,U(u)(.) in order
to emphasize that we are taking the derivative of the map U with respect to its measure argument. The
L-derivative of U at p is the map 9,U(u)(.) : R? 3 v — 9,U(u)(v) € RY, satisfying DU = 9,U (u)(Z).

It is important to note that this representation holds irrespectively of the choice of the original
probability space (2, F,P). We will restrict our considerations to functions which are C!, that is, functions
for which the associated canonical lift is C' on IL.? and for which there exists a continuous version of the
mapping Pa(RY) x R? > (p,v) — 9,U(u)(v) € RY Tt then appears that this version is unique. We
straightforwardly extend the above discussion to R%valued or R®*?-valued maps U defined on Py (R%),
component by component.

In order to establish the existence and uniqueness of a fundamental solution of the Kolmogorov PDE
on the Wasserstein space as well as our quantitative estimates for the mean-field approximation by
systems of particles, we will employ at several places a chain rule formula for (U(¢,Yy, [X¢]))i>0, where
(Xt)e>0 and (Y3)i>0 are two Itd processes defined for sake of simplicity on the same probability space
(Q, F,F,P) assumed to be equipped with a right-continuous and complete filtration F = (F;)¢>0. Their
dynamics are given by

t t
(2.1) Xt:XO—i—/ bsds—i—/ o5 dWs, Xo € Lo,
0 0

t t
(2.2) Yi =Y+ / nsds + / vs AW
0 0

where W = (W});>0 is an F-adapted d-dimensional Brownian, (b;)i>0, (t)i>0, (04)i>0 and (v:)i>0 are
F-progressively measurable processes, with values in RY, R%, R¥*? and R¢*9 respectively, satisfying the
following conditions

(2.3) VT >0, E[/OT(|bt|2+|at|4)dt} <ooandIP’</O

We now introduce two classes of functions we will work with throughout the paper.

Definition 2.3. (The spaces C?22([0, T] x R? x Py(R?)) and Cp*?([0,T] x R? x Py(R?)), for p = 0, 1)
Let T > 0 and p € {0,1}.
The continuous function U : [0,7] x R? x Py(R9) is in CP22([0,T] x R? x P2(R?)) if the following
conditions hold:
(i) For any pu € P2(R%), the mapping [0,7] x R? > (t,x) v U(t,z, ) is in CP2([0, 7] x R?) and the
functions [0, T] x R?x Pa(R?) 3 (¢, z, p) = YU (t, 2, ), 0.U(t, z, ), O*U(t, z, p) are continuous.

(ii) For any (t,7) € [0, 7] x R%, the mapping P2(R?) 3y~ U(t,z, ) is continuously L-differentiable
and for any p € Py(R?), we can find a version of the mapping R? 3 v — 9,U(t, z, u)(v) such
that the mapping [0,7] x R? x Py(R?) x R? > (¢, 2, p,v) — 9,U(t,z, n)(v) is locally bounded
and is continuous at any (¢, z, u, v) such that v € Supp(u).

(iii) For the version of 8,U mentioned above and for any (¢, , u) in [0, 7] x R x P2(R?), the mapping
RY > v+ 9,U(t,x, u)(v) is continuously differentiable and its derivative 0,[0,U(t,z, u)](v) €
R¥4 is jointly continuous in (¢,x, u,v) at any point (¢, x, u,v) such that v € Supp(p).

The continuous function U : [0, 7] x R x Py(R?) is in C?’Q’Q([O, T] x R% x Po(R?)) if U € CP22(]0, T] x

R? x Py(R?)) in the above sense and the following additional condition holds:

(iv) For each v € R%, the version P2(R?) 5> p +— 9,U(t,z,p)(v) discussed in (ii) is L-differentiable
(component by component) with a derivative given by (p,v,v') — 92U (t,x, p)(v)(v) € R4
such that for any u € Pa(R?) and X € Ly with [X] = pu, the R¥*?-valued random variable
U (t, x, 1) (v)(X) gives the Fréchet derivative of the map Ly 3 X' — 92U (t, x, [X'])(v) for every
v € R% Denoting 92U (t, z, 1) (v)(v) by 92U (t, x, 1) (v,v"), the map [0, T]x R x Py (R?) x (R?)? 3
(t,z,p,v,0") — aﬁU(t, x, 1) (v, ") is also assumed to be continuous for the product topology.

Remark 2.4. We will also consider the spaces C1P([0, T] x Pa(R%)) for p = 1, 2 and C}’Q([O, T] x Po(R%)),
where we adequately remove the space variable in the Definition We will say that U € C11([0, T] x

T
(Ine] + [7e)?) dt < +oo> —1
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Po(R?)) if U is continuous, t — U(t,u) € CH([0,T)) for any u € P2(R?), (t,u) — 0U(t, ) being
continuous and if for any ¢t € [0,T], u — U(t, 1) is continuously L-differentiable such that we can find a
version of v — 0,U(t, u)(v) satisfying: (¢, u,v) — 9,U(t, n)(v) is locally bounded and continuous at any
(t, u,v) satisfying v € Supp(p).

We will say that U € C}’2([O,T] x Po(RY)) if U € CH2(]0,T) x P2(R?)) and for the version of d,U
previously considered, for any (t,v) € [0,T] x R?, the mapping P2(R%) > u +— 9,U(t, u)(v) is L-
differentiable with a derivative given by (t, u,v,v") + 8,U(t, u)(v,v") € R4 such that for any p €
P2(R?) and X € Ly with [X] = p, 0,U(t, ) (v, X) gives the Fréchet derivative of the map Ly > X’ —
0, U(t,[X'])(v) for every (t,v) € [0,T] x R%. Moreover, the map [0,7] x P2(R?) x (R%)? > (¢, u,v,0")
82U(t, 1)(v,v") is assumed to be continuous for the product topology.

Notations: We will use the following notations throughout the paper. For a smooth map U : Py(R¢) —
R and for pu € P2(R?), v,v" € R?

90 [0,U (1) (v)] = (90, [0,U (11))i (v))1<4,<a
92U (1) (v,0") = ([0u18,U ()]s ()] (v )1<i j<a-

With the above definitions and notations, we can now provide the chain rule formula on the Wasserstein
space that will be play a central role in our analysis.

Proposition 2.1 ([CDI§|, Proposition 5.102). Let X and Y be two Ito6 processes, with respective
dynamics (ZJ) and ([Z2), satisfying [Z3). Assume that U € C122([0,T] x R? x P2(R%)) in the sense of
Definition 223 such that for any compact set X C RY x Py(R?),

(2.4) sup { [ 10U (1.2, ) (0P ) + / 00U (1 )] 0) u(dv)} < .

(t,z,n)€[0, TIXK

Then, P-a.s., Vt € [0, 7], one has
U, Y [X) = V0.0, [Yo)) + [ 0,05, Yo [X.) e dIV,
(25) [ {6V D) + 006, Y X+ SO0 5, Yo X i) s
+ [ B0 Y XD + JBITr0.0,0 .Y DI R} s
where the Itd process ()Zt,gt,gt)ogth is a copy of the original process (Xi, b, 0¢)o<t<T defined on a

copy (Q, F,P) of the original probability space (€2, F,P).

We conclude this subsection by enlightening the connection between the L-derivative of a map U :
Po(R%) — R and the standard partial derivatives of its empirical projection UV : (RY)N — R, N being
a positive integer, defined by

(2.6) UN (RN 5 (a1, ,xN)HU(%Z(SM).

We refer to Propositions 5.35 and 5.91 of [CDI§| for a proof of the following result.

Proposition 2.2 (Connection between L-derivatives and empirical projection). If U is C3(Pa (R4)) (fully
C?) then its empirical projection U is two times differentiable on (R?)" and, for all 2y, --- ,zn € (RH)N,
for all (i,5) € {1,--- ,N}?

N
1 1
o UN (w1, an) = 50U (55 D 0, (i)
=1

and
1 1 1
azijUN(‘rD e a:CN) = NaUaHU(N ;515)($i)5i7j + —GQU( Z 615)(1'1"1']‘)

with the notation §; ; =1 if ¢ = j and 9; ; = 0 otherwise.
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2.2. Regularization properties by smooth flow of probability measures. In order to establish
quantitative estimates for propagation of chaos for the mean field approximation of the dynamics (IT])
by its system of particles ([2)), an additional study of the regularity properties of the transition density
of the McKean-Vlasov SDE is required. We build on our previous work [CAdRF18| which highlights the
key feature to investigate the smoothing properties of the transition density in the uniformly elliptic
framework. Namely, our analysis is mainly based on how a map defined on Py(R%) admitting only flat
derivatives can be regularized in the intrinsic sense by a smooth flow of probability measures. Assuming
that the coefficients b and a admit bounded and Hoélder continuous linear functional derivatives at order 2,
it turns out that the density of the unique solution of a McKean-Vlasov SDE with dynamics (I.T]) achieves
better regularity with respect to its measure argument and is partially C?. Clearly, this phenomenon has
to be understood as a smoothing property of McKean-Vlasov SDEs in a uniformly elliptic setting. We
refer to Section 2.2 in [CARF18] for a detailed introduction and discussion of this regularization property.

We here want to go one step further by analyzing the full C? regularity of the density. The following
result will play an important role in our study.

Proposition 2.3. Assume that the continuous map h : P2(RY) — R admits two bounded contin-
uous linear functional derivative. Consider a map (t,z,u) — p(u,t,T,z,2) € C}’2’2([0,T) x R x
P(R%)), for some prescribed T > 0, z + p(u,t,T,x,z) being a density function, such that z
(p(u,t, T, ., 2)tu) € P2(RY), locally uniformly with respect to (¢, ) € [0,T) x Po(R?), i.e. uniformly
in (t,u) € K, K being any compact subset of [0,7) x Pa(R?), such that the mappings R? > =
Jra 102p(p, t, T, 2, 2) (0,0 dz, [oa |07 [0up(,t, T, 2, 2)](v)] dz, [palOsp(p,t, T, 2, 2)|dz, n = 0,1, are at
most of quadratic growth, uniformly in (¢, i, v,v") in compact subsets of [0,7) x Py(R?) x (R%)? and
such that for any compact set XK' C [0,T) x P2(R%) x (R?)3, for any n =0, 1,

J o s {0t Tl | 0 T 2)

typ,x,,0 ) ERX!

(2.7) +|03 [0up(p, t, T, z, 2)](v)] + |6§p(u, t, T, x,z)(v,v’)|} dz < 0.

Let O(t, 1) : [0,T) x Pa(R?) > (t, ) = O(t, p)(dz) = (p(p, t, T, ., 2)tu)(d2) = [ga p(u,t, T, 2, 2)p(dz) dz.
Then, one has:

e the map [0,7) x Po(RY) 3 (¢, 1) = h(O(t, ) € CH2(0,T) x Pa(RY)),
e the Lions and time derivatives satisfy for n = 0, 1:

lv=p

0110, ))0) = 31 [0, [ [ 5hOtm)) bt T2y devtan)] )
0

(23) = [ [5(O ) = 5h®(t ) (0)] 05 (. 7,0, 2)

om

b [ ) @) - 5 hO(t 1)) 0710 . T, 2] (0) d ),
(R4)2 m

on(O(00) = 0] [ S hO( ) bl T2 deplde)]

(R4)2 om
(29) = [, [ @) = 5RO )] upt .3, 2) d

and
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O2(O(t,))(0:0) = 0, [ 51Ot )(2) Dl 1. T, 2] ()

Rd om

+0u [ S hO( ) bl T, 2)0) de )| )
(R

)2 5m

= [ 0uplin . To0.2) 8 0,5 hO(E )(2) — 50 h(O(E ) ()] () d
Rd m m

m

+ /R d [%h(@(t, 1))(2) — %h(@(t, 1)) (0)] 8,0up (11, . T, 0, 2)(0') d=
(2.10) 3@W@WMfmaw®mb%wm¢ma—ﬁf@mmumwmmm>

+/(Rd)2 = h(O(t, 1)) (2) = ~=h(O(t, 1))} O2p(p t, T, , 2) (v, dzpa(de)

om om

[ GO )(2)  Fh(O(t 1) ()]0 0,00 T, 0, 2) (1)

m

with the notations: 0,0,p(i,t,T,v, 2)(v") = ([0,0u,p(1t, t, T, v, 2)];(V))1<i j<a and Oy Oup(p, t, T, V', 2)(v) =
(00 [0up(p,t, T, 0", 2)]5(v))1<i,j<a-

Proof. From [CARF1S|, we already know that (¢, u) — h(O(t, 1)) € CL2([0,T) x R?) and that (ZJ) as
well as (Z) hold. It thus remains to prove that for any (,v) € [0, T) x R%, the map u — 9,h(O(t, u))(v)
is C1(P2(R9)) and that for any p € P2(R?), we can find a version of v/ D2h(O(t, 1)) (v, v') satisfying
(ZI0) and such that the mapping (t, p, v,v") = 2h(O(t, 11))(v,v') is locally bounded and is continuous

at any (¢, u, v,v") such that v,v" € Supp(u).
From (Z8) with n =0

0O )(0) = [ [FhO( 1)) = 5 h(O(t W) (0)]0plp.t. T,v,2) ds

om om

[ O ) @) - 5 hO( 1)) Bt T, 2)(0) d ).
(R4)2 m

om

Observe now that the maps p %h(@(t,,u))(v), Oup(p,t, T, v, 2), Oup(p,t, T, x, 2)(v) are continu-
ously L-differentiable for any (t,z,z,v) € [0,T) x (R%)3. Moreover, from (Z38) with n = 0 applied to the
map dh/dm instead of h, we deduce that (t, y,v,v') — 9,5=h(O(t, 11))(v,v’) is continuous and locally
bounded. Hence, the integrability conditions allow to differentiate under the integral sign in the above
identity. We thus deduce the L-differentiability of p — 0,h(©(t, 1))(v) and (ZI0) follows. Finally, we
remark that each integrand appearing in the five integrals of the right-hand side of ([ZI0) are continuous
with respect to the variables ¢, u,v,v’. The integrability conditions then allow to deduce the global
continuity of each term for (¢, u,v,v’) € [0,T) x Pa(RY) x (RY)2.

O
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An explicit expression of 9>h(O(t, ;1)) (v, v') can be derived by plugging (Z.8) with n = 0 for the map
2-h(O(t, p) into ZI0). We obtain

OR(O(t,1)(0,1)
- / {6—Z(®(t’ ) (2 2') — 6—};(®(ta m)(v, 'Ul)}avp(/% t,T,v,2) @ Owp(p,t,T, V2" dzdz!
(R4)2 om om
o[ O ) = SO M)} 2uplT,0,2) 0l T, ) () de ! d)

+ /]R {%(@(t,u))(z) - %(@(t,u))(v)} 0.0up(,t, T, v, 2)(v') d2

(2.11)
" / {2800t 1))(2) — (@t 1)) (1) b (.1, T, 2)(0)
+/ {5—Z(@(t,u))(z,z/) - %(@(t,u))(x,ul)}@m(u,t,T,x,z)(v)®av,p(u,t’T, o) d d ()
(Re)s ©OM m

+/ (2O 2) — (Ot ) ") Y, . T, 2)(0) © By, T, 2 d= ' (') ()
(R4)4 m m

# [ (O mIE) — 5O )} it T, 2) 0,0 i)

The three relations (2.8)), (Z9) and (Z.I1)) play a central role for the analysis of the regularity properties
of the transition density related to the dynamics (ILI]). Indeed, under the additional assumption that
the maps y — 2&(m)(y), (y,y) — g;}; (m)(y,y’) are Holder continuous and if (¢, u,x) — p(p,t, T, x, 2)
as well as its derivatives satisfy suitable Gaussian-type bounds, they allow thanks to the space-time
inequality (LB to match the diagonal regime of the underlying heat kernel and to benefit from the
so-called smoothing property of Gaussian kernels. These key observation will be used repeatedly in the

proofs of Lemma [BI] and Proposition Bl

3. OVERVIEW, ASSUMPTIONS AND MAIN RESULTS

3.1. Well-posedness of (LI]), existence and regularity of its transition density. Let us give
a few practical reminders of our previous work [CARF18] concerning the well-posedness of (1)), the
existence and regularity properties of its transition density. We first provide some assumptions on the
coefficients.

(HR) (i) The maps R? > z+ b(t,z,m) € R, a(t,x,m) € R¥*? are bounded and uniformly n-Hélder
continuous for some 1 € (0, 1],
t —al(t b(t —b(t
vyt —otym] ) )
>0, 2y, mePa(R4) |z —y|" >0, x4y, mEP2 (RY) |z —y|"

(ii) For any (i) € {1,---,d}*, for any (¢,z,y) € Ry x (R%)2, the map m a; ;j(t,z,m) has a
bounded continuous linear functional derivative, such that (z,y) — s2-a; ;(t,z,m)(y) is a
bounded and n-Holder continuous function, for some 1 € (0, 1] uniformly with respect to the

other variables. The map m — éiai i (t,z,m)(y) has a bounded continuous linear functional
m M,

derivative, such that (z,y') — %am(t, x,m)(y,y’) is n-Holder continuous uniformly with
respect to the other variables.

(iii) For any i € {1,---,d}, for any (t,x) € Ry x R? the map m + b;(t,z,m) has a bounded
continuous linear functional derivative, such that y — >-b;(t, 2, m)(y) is n-Hélder contin-

uous uniformly with respect to the other variables. Moreover, for any i € {1,---,d}, for
any (t,7,y) € Ry x (R%)? the map m %bi(t,x,m)(y) has a bounded continuous linear

functional derivative, such that y" — %bi(t, x,m)(y,y’) is n-Holder continuous uniformly
with respect to the other variables.

(HE) The diffusion coefficient is uniformly elliptic, that is, there exists A > 1 such that for every
(t,m) € [0,00) x P2(R?) and (z,¢) € (RT)?, ATHE? < (alt, 2, m)g, &) < A|¢]* where a(t, z,m) =

(co™*)(t, z,m).
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Under (HR) and (HE), the martingale problem associated with (L)) is well-posed for any initial
distribution p € Po(R%). In particular, weak existence and uniqueness in law holds for the SDE (ITJ).
We refer to [CARF18]| for a proof using a fixed point argument in a suitable complete metric space under
weaker assumptions, notably concerning the regularity in the measure argument. The law of the process
(X%, given by the unique solution to the SDE (L) starting from the initial distribution . = [¢] at
time s thus only depends upon ¢ through its law p. Given u € P2(R9), it thus makes sense to consider
(IX5%])i>s as a function of the initial distribution x (and of the time variable s) without specifying the
choice of the lifted random variable ¢ that has u as distribution. We then introduce, for any = € R?, the
following decoupled stochastic flow associated to the SDE (LT

t t
(3.1) Xt :””Jr/ b(r, Xi’l’“,[Xf’S])dH/ o (r, X301, [X2]) AW,

We note that the previous equation is not a McKean-Vlasov SDE since the law appearing in the
coefficients is not [X2%#] but rather [X5¢], that is, the law of the solution to the SDE (1)) (starting
at time s from the initial distribution p) at time r. Under (HR)(i) and (HE), the time-inhomogeneous
martingale problem associated to the SDE (31 is well-posed, see e.g. Stroock and Varadhan [SV79]. In
particular, weak existence and uniqueness in law holds for the SDE (B.1)).

Moreover, from Friedman [Eri64], it follows that the transition density of the SDE (B existd]. In
particular, the random variable X;"*** has a density that we denote by z — p(u, s, t,z, z) which admits
a representation in infinite series by means of the parametrix method that we now briefly describe.
We refer the reader to [Fri64] for a more complete exposition of the method. Let us first consider the

viti1,T,u

approximation process (X;)"*""),>¢, obtained from the dynamics (3.1]) by removing the drift and freezing
the diffusion coefficient in space at a fixed point y € R?

~ t2
(3.2) i _ g +/ o (ry, [X2€]) AW,

ty

The above dynamics is a simple Gaussian process with transition density

ta
pY(u, s, t1,t2,2,2) =g </ a(r,y, [ X3%)) dr, z — x) )
31
To make the notation simpler, we will write p(y, s, t1, t2, x,y) := p¥(u, s, t1, to, z,y) and p¥(u, s, to, z, 2) =

Y (1, s, s,ta, x, 2). Note importantly that the variable y acts twice since it appears as a terminal point
where the density is evaluated and also as the point where the diffusion coefficient is frozen. Note also
that in what follows we need to separate between the starting time t; of the approximation process
and the starting time s of the original McKean-Vlasov dynamics. We also introduce the infinitesimal
generators associated to the dynamics ([B.I]) and (B.2)

d d
s 1 s
Ls,tf(,ua t) :C) = Zl bl(ta Zz, [Xt 7g])amzf(/jﬂ ta '/I") + 5 .Zl A, 5 (ta z, [Xt 16])831-1:” f(/j/a ta '/I")a
i= i,j=
N 1
Loaf(ust,z) = 5 D ity (X702, fu.t, )
i,j=1
and define the parametrix kernel H for (u,r,x,y) € P2(R?) x [s,t) x (R9)?
H(H, 57 Tv t? IL’, y) = (LS,T - Es,’l“)ﬁ(,ufv 57 Tv t? IL’, y)
d
= Z bi(T7 €z, [Xﬁyg])axlﬁ(,u‘v 5T, t? €T, y)
=1
1 d
+t5 D (ra, [X28)) = g (ry, [X200))07, 0, Bl .7t 2, ).
ij=1

Un [Fri64), it is proved that if & — b(r,z) = b(r,z,[X*°]) is bounded and Hélder-continuous then the fundamental
solution associated to the infinitesimal generator of ([B.I)) exists and is unique by means of the parametrix method. However,
existence of the transition density as well as weak existence and weak uniqueness can be derived under the sole assumption
that the drift is bounded and measurable and the diffusion matrix is uniformly elliptic and Holder continuous with respect
to the space variable uniformly in time.
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Now we define the following space-time convolution operator

(f®@g) (s, 7t x,y) // fp,s,m0,2,2)9(p, 8,0, ¢, 2,y) dz dv

and to simplify the notation we will write (f ® g)(u, s,t,x,y) := (f ® 9)(u, s, s,t,x,y), H(u,s,t,z,2) =
H(w, 8, 8,t,x,z) and proceed similarly for other maps. We also define f ® ’H(k) = (f @ H* D) @ H for
k > 1 with the convention that f ® H(®) = f. With these notations, the following parametrix expansion
in infinite series of the transition p(u,s,t,z,z) holds. Let T' > 0. For any 0 < s < ¢t < T and any
(1,2, y) € P2(R?) x (R?)?
(3.3) Pl s,t,m,y) = > (F@HW)(u, s,t,,y).

k>0

Moreover, the above infinite series converge absolutely and uniformly for (u, z,y) € P2(R%) x (R%)? and
satisfies the following Gaussian upper-bound: for any 0 < s <t < T and any (i, x,y) € Po(R?) x (R%)?2

(t* 5)%
and
(3.5)
2 2 |21 _9U2|B
Vﬁ S [Oan)a |8zp(lh5at7$1ay) _axp(/j/asatal'Qay)' S CW [g(c(t_s)ay_iﬁl)+g(c(t_3)ay_$2)}
— s 5

where C' := C(T, A\,n) and ¢ := ¢(\) are two positive constants.
A similar representation in infinite series is also valid for the density of the random variable X;**,
denoted by z — p(p, s, t, z). Under our assumption, it satisfies the following key relation

(3.6) p(p, st 2) = Adp(u,s,t,w,Z)u(dw)-

The representation in infinite series of p(u, s,t, z) is thus obtained by integrating = — p(u, s,t,x, z)
against the initial distribution p. The following result is established in [CARF18].

Theorem 3.1. Assume that (HE) and (HR) hold. Then, the mapping [0,¢) x R? x Po(R%) > (s, z, )
p(p, s,t, 2, 2) is in CH22([0,1) x R x Py (R9)). Moreover, for any fixed T' > 0, there exist two positive
constants C := C(b, a, [0b/dm], [§a/dm], T,n), ¢ := c(A), such that for any (u, s,x,2', z,v,v") € P2(R%) x
[0,) x (R?)® and any 0 < s <t < T
C
(3.7) 105 [0up(1, 5,1, @, 2)](v)] < Wg(c(t —s),z—xz), n=0,1,
— )5S

g(C(t - S),Z - $),

(3.8) |0sp(18y 8,8, 2, 2)| < ;
—s

|8'LT11 [aﬂp(ﬂa S, tv Z, Z)](’U) - 81711 [aﬂp(ﬂa S, tv xlv Z)](’U)|
(3.9) < CW {g(c(t = 5),2 —x) + g(c(t —s),2 —2")},
)i
where 8 € [0,1] for n =0 and § € [0,7) for n =1,

(3.10)

/ [v—v'}?

Vﬂ € [0777>5 |aﬂ[8}tp(u757tvzvz>](v> - 8v[8up(%57t7=’17»2)](” >| < Cm
_s 5

There exist positive constants C := C((HE), (HR),T), ¢ := ¢()\), such that for any (u, ', s, z,2,v) €

(P2(R%))? x [0,) x (R)?,

glet —s), 2 — x),

(3.11) 102 p(py syt 2, 2) — Onp(p', s, t, x, 2)] (V)] < C(:i'unfﬁ)n glc(t —s),z — x),
t—s)” 2

where 8 € [0,1] for n =0, 1 and § € [0,7) for n = 2,

Wy (1, 1)

(3.12) 100 10up (s 5,1, 2, 2)](0) = O [Oup(W, 5,8, 2, 2)] (v)] < C(t e glet —s), 2 — x)



Propagation of chaos for some non-linear SDE 13

where 8 € [0,1] for n =0 and 8 € [0,7) for n = 1 and for all (s1,s2) € [0,?)

|a;p(/j/a Sl,t,ZC,Z) _a:p(uaSQatava”
|51 — 52| |51 — 52/
(313) S C{m g(C(t—Sl),Z—.’I])+W9(C(7&—82),Z—$) 5

where § € [0, 1] fornzO,Be[0,15—")f0rn:1andﬁ€[O,g)forn:2and

|ag[aﬂp(ﬂa Slvta xz, Z)](’U) - ag[aﬂp(ﬂa SQvta xz, Z)](’U>|

|1 — s2|°

(314) SC lei—lfiﬁg(c(tfsl),zfx)wLW
(t _ 51) 5— +8 (t — 32) 5+

ge(t — s2), 2 = x)} :

where 8 € [0, (1+1n)/2) for n=0and 8 € [0,7/2) for n = 1.

3.2. Additional regularity of the transition density. Our approach forces us to investigate addi-
tional regularity properties of the map (s, p) — p(u, s,t,2). To be more specific, our aim is to establish
that (s, p) — p(u, s, t, z) belongs to C}’Q([O, t) x Po(R?)) under mild regularity assumptions on the coef-
ficients. In view of the relation (B8], it suffices to investigate the regularity of (s,z, u) — p(u, s, t, x, 2).

We start with the study of the Holder regularity of the map P2(R?) 3 u — 9.[0,p(u, s,t, 2, 2)](y) =
0,0:p(1, 8, t,x, 2)(y). The proof of the following lemma follows from similar arguments as those employed
to obtain Theorem Bl in [CdRFI§| and is thus postponed to the Appendix, Section GBI

Lemma 3.1. Under (HE) and (HR), for all (u,s < t,2,y) € P2(RY) x [0,T]? x (R%)? the map
R? 5 2 Oup(p, s,t,2,2)(y) is continuously differentiable and there exist positive constants C' :=
C((HE), (HR),T,n), c := c(\), such that for all (s,z,z,y) € [0,) x (RY)3 and u € P2(R?), one has

C
|a$[aﬂp(:u” S,t,ZC,Z)](y)' S T 1 g(C(t — S), z — ZC),
=3
and for all p, i/ € Py(R?)
WB "
102 [0up(p, 8, 8,2, 2)|(y) — 0 [0up(1's s, t, 2, 2)|(y)] < C@js()%g(c(t —s),z—x),

for any 8 € [0, 7).

We will also need the existence of the second derivative aﬁp(u, s,t,x, 2)(v) together with the Holder
regularity of Pa(R%) x R? x (RH)? > (u,z,v) Qﬁp(ﬂ,s,t,x,z)(v) and some sharp Gaussian type
estimates. In this regard, we introduce the following additional assumption on the coefficients:

(HR..) The coefficients b and o satisfy (HR.). Moreover, for any (i,j) € {1,--- ,d}’, for any (¢, z,y,y') €
Ry x (R%)3, the maps m > %aiﬁj(t,z,m)(y,y’), %bi(t,z,m)(y,y’) admit a bounded con-

3
tinuous linear functional derivative, such that (z,y”) — (;;Wai7j(t,x,m)(y,y’,y”) and y’ —

%bi (t,z,m)(y,y’,y") are n-Holder continuous uniformly with respect to the other variables.

The following result establishes the C3*? 0,t) x R? x Py(R?)) regularity of the map (s,, —
g f g K
p(u, s,t,x,z) which is a key step toward our quantitative estimates for propagation of chaos. Its proof
K g
is postponed to Section

Proposition 3.1. Assume that (HE) and (HR,) hold. Then, the map (s,z,u) — p(p, s, t,z,2) €
C}’2’2([0,t) x R? x Py(R%)). In particular, for any fixed (s,z) € [0,t) x R, the map u ~ p(i,s,t,, z)
is fully C2. Moreover, for any fixed T' > 0, there exist two positive constants C' := C((HE), (HR),T),
c:= c()), such that for any (u, s, z,2’, 2,v,v") € Po(R?) x [0,¢) x (R?)® and any t € (0, 7]

(3.15) 92p (11,52, 2) (0,0')] < olelt - s), 2 — )

and

2 2
102p(p, 5, t, 2, 2)(v) — Dip(i', 5,1, 2", 2) (V)]

(ts)%% (W3 (s ) + e = ') + o = '] {g(c(t —s),z—x) +glc(t —s),z - 90/)}’

for any /8 € [0,7n) and for some positive constant K := K((HE), (HR,),T).

(3.16)
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3.3. Fundamental solution of the backward Kolmogorov PDE on the Wasserstein space. A
key feature of our analysis of convergence rate in the propagation of chaos phenomenom is to bring
to light a connection between the transition density functions of the system of particles (I2) and of
its mean-field limit (II) by means of the notion of fundamental solution of the parabolic backward
Kolmogorov PDE defined on the strip [0, 7] x Po(R?) that we now present.

Let us consider the following linear differential operator

(317) ZU( /“ }jbtvu O+ 5 Y s (10,100 0,0 ) 0); b aldo), ¢ € [0,T)

acting on a smooth real-valued function U defined on P2(R?). The parabolic backward Kolmogorov PDE
defined on the strip [0, 7] x Py(R?) is given by

{(at + L)) =0  for (t,p) € [0,T) x Pa(RY),
U(T, p) = h(p) for i € Py(R?).

Let us underline that under mild assumptions on the functions h, b and a, the above PDE admits a
unique classical solution given by U(t, 1) = h([X5%]), (X%%)seqe,7) being the unique weak solution to the
SDE (1)) starting from the initial distribution [{] = p at time ¢. We refer to [CARF1S]| for irregular
terminal condition h and coefficients b and a, in the uniformly elliptic setting. We also refer to [CM17]
when the terminal condition h is irregular by means of Malliavin’s calculus, in the uniformly elliptic
setting.We finally mention the recent work [BLPR17] for the case of smooth functions h, b and a. Let
us now introduce the notion of fundamental solution related to (BI3).

Definition 3.2. A fundamental solution of (95 + .%,) = 0 in [0,7] x P2(R?) is a map [0,t) x Po(R?) >
(s, 1) = p(u, s,t, z) defined for all (¢,z) € (0,T] x R? satisfying the two following conditions:
(i) For every fixed (t,2) € (0,7] x R, the map [0,t) x Po(R?) > (s,u) — p(u,s,t,2) belongs to
C12([0,t) x P2(R%)) and satisfies the equation

(3.19) (Ds + ZL)p(p, 5,t,2) =0 on [0,1) x Py(RY).

(ii) For every real-valued continuous function f defined on R? with at most quadratic growth, for
any p € P2(R?)

(3.20) H%n f(2)p(p,s,t,2)dz = f(z) u(dz).
sTt Jrd R4

When there is no possible confusion, we will write limgy, p(p, 8, ¢, 2) = 0,(.) * p (“x” denoting
the usual convolution operator), instead of (3.20)).

Theorem 3.3. Assume that (HE) and (HR) hold. Let (¢,z) € (0,7] x R%. The map [0,t) x Po(R?) >
(s, 1) — p(p, s,t, z) defined by [B6) and (B3] is a fundamental solution of 95 + £5 = 0.

Moreover, it is the unique solution among the class of fundamental solutions satisfying ([2.4]), T being
replaced by any ¢ € [0,t) and the terminal condition (B20) locally uniformly in pu € Po(R%), that is,
uniformly in p € K, K being any compact set of Pa(R9).

(3.18)

3.4. Propagation of chaos for the system of particles (I.2). Our primary objective is to study the
propagation of chaos for the system of particles (IL2)) by quantifying in an appropriate sense its distance
from its mean field limit (T]).

Let us first emphasize that under (HE) and (HR), the system of particles with dynamics (L2]) is
well posed in the weak sense. Indeed, for any (t,z) € Ry x R? and x,y € (R?)V:

bi(t, z,mY) — b(t, z, m / / i(t, z, mM ) (2) (mYY fmi,v)(dz)d)\
]Rd
where we used the notations m = N-! 21:1 », and mMY = Amd + (1 - A)mY. From the uniform

n-Holder regularity of z — 5 b (t,z,m)(z), it is thus seen readily

bi (b, mY) — bi(t, z,mlY)| < sup [bitt, 2, m) ()] Jx =yl
teRy ,weRY uePy(RY) H
and the same inequality holds with the map a; ; instead of ;. As a consequence, the maps RY x (Rd)N
(r,x) = b(t,z,mY), a(t,z,mY) are bounded and n-Hélder continuous uniformly in time so that the

martingale problem related to (LZ) is well posed, see e.g. [SV79]. In particular, weak existence and
uniqueness holds for the SDE (L.2)).
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From [Fri64], the N x d dimensional random variable X; = (X},--- , X}V) given by the unique weak
solution to (LZ) taken at time ¢ starting from the N-fold product measure u~ admits a density function
RHN 3 z v+ pN(11,0,t,2), 2 = (21, ,2N), with respect to the Lebesgue measure on (R%)Y. For
any fixed i in {1,..., N}, we denote by p“" the density of the i*® particle obtained by integrating
the joint density of the particles z — p™(u,0,t,z) over z; for j # i. By weak uniqueness of the
SDE () and exchangeability in law of the i.i.d. initial conditions (£%);1<;<n, the one-dimensional
marginal distributions of the random variable X are equal. In particular, one has p*~ = p'¥ for any
1€ {1,---,N}. Moreover, for any fixed time T > 0, there exists two constants C := C(T,a,b, N) >
1, ¢ :=¢(\, N) > 0 such that for any (¢, i, z) € (0,T] x P2(R%) x (R?)¥ the following two sided Gaussian
estimate holds

(3.21) c! glc 'tz — x) pV (dx) < p™(u,0,t,2) < C g(ct,z —x) p? (dx).
(Rd)N (Rd)N
Remark 3.4. It is also readily seen that a similar bound hold for p¥ instead of p" but with constant

C, c that depend on N. As a by product of our result, we will establish below a Gaussian upper-bound
with two constants C', ¢ that do not depend on N. To the best of our knowledge, this result is new.

The first propagation of chaos estimate is an error bound of order N~=! for the difference (p'%V —

p)(14,0,t,z) under (HR) and (HE). We then establish a first order expansion for this difference under
(HR ) together with an explicit control of the remainder term under additional assumptions. The proof
of the following result is postponed to Section

Theorem 3.5. Assume that (HE) and (HR) hold. Then, for all (, u, z) € (0,T] x Pa(R?) x R4,

LN _ z 5 L Cl,z2 — )| X L cl,z —X X
B2 0 - pona) < 3 { o [ atets—alelutan) + oy [ atets - oputan

where T — K := K((HR),(HE),T, Ms(p)) is a positive non-decreasing function and ¢ := ¢(}) is a
positive constant.

Under the additional assumption (HR.), for all (£, u,2) € (0,T] x P2(R%) x R, the following first
order expansion holds

5 s N
Vo€ [0,n), ("N —p)(p,0,t,z2) = %E[%p(u,O,t,ﬁl,Z)(ﬁl) - %p(u,O,t,ﬁl,Z)(E)}

b B[ 0,8 @D — (0.6, 2)E )]
IN 5m2p m,0,0,8, 2 ) 5m2p my 950,87, 2 )

1/t 1
(3.23) | Bt 2 s+ RN (0.1:2)

where E is an R%valued random variable independent of (£%);<;<y with law p and A is the differential
operator on Pa(R?) defined by

AU =5 [ Trlats, om0 (0. 0) (o).

Moreover, under the assumption of Theorem B.§] the following estimate on the remainder term holds:

K

2 2
vB e, [ R0t 2R ds < el

for some positive constant K := K((HE), (HR,),T, M4(r)) and where ey is defined by ([3.29)).

Inspired by the previous result as well as Remark 5.110 in [CDI8§|, we now provide a kind of weak
propagation of chaos estimate as well as an error estimate for the difference between the semigroup
generated by the system of particles (L2) and the semigroup associated to its mean-field limit both
living on Py (R%). Below, for all t > 0, we denote by u; the law of X.

Theorem 3.6. Assume that (HR) and (HE) hold. Let %, (P2 (R9),R) be the set of functions ¢ :

P (Rd) — R that admit two bounded continuous linear functional derivatives with supremum norm less
than 1 and with a-Hoélder continuous linear functional derivatives, a in (0, 1]. Then there exists a positive
constant C := C(T,(HE), (HR), a) (T — C((HE), (HR), T, &) being non-decreasing) such that for all
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¢ € 67, (P2(R?),R) we have

C 1
(3.24) El¢(n7)] = ¢ur)l < 5= N
“Y2ifd < 2,
(3.25) E [l¢(u') — o(ur)l] < “2log(1+ N)ifd =2,
“Vdifd > 2.
Remark 3.7. e Note that when o = 1, we have that

{¢:P2(RY) = R, ¢(p) = /@du, @is 1 — Lipschitz} C €7 (P2(R%),R)

so that (28] implies the convergence in Wasserstein-1 distance by the Kantorovitch-Rubinstein
duality theorem.

e From the proof of (8:24)), it will be apparent that one could also obtain a first order expansion at
the level of the semigroup, that is, an ad hoc version of ([.23). However, we refrain from going
further in this direction here.

Our last objective is to prove that the system of particles (2] converges in the strong sense to the
solution of the McKean-Vlasov SDE (1) by extending the classical result of propagation of chaos on the
trajectories of the particles to our framework. As in the standard case, we shall quantify the convergence
rate of propagation of chaos through a coupling argument with an auxiliary system of particles.

Under the additional assumption that RY x Py(R?) > (x,u) + o(t,z,u) is Lipschitz continuous
uniformly in time, from [Ver8Q], strong uniqueness holds for the system of particles (IL2) and from
[CARF1§| the same conclusion holds for its mean-field limit (II]). Hence, strong well-posedness for both
SDEs follows from the Yamada-Watanabe theorem.

In the above framework, we thus choose a probability space (2, F,P) as well as N independent g-
Brownian motion (W?%);<;<xn on it. We also assume that the probability space carries the i.i.d. sequence
of Re-valued and Fo-measurable random variables (£!);<;<y with common law p satisfying Mz () < oo.

For any i € {1,---, N}, we then introduce the process X' = (X})o<;<7 given by the unique strong
solution to the McKean-Vlasov SDE ([LT]) but with the input (£, W*)1<;<n instead of (&, W)

t t
0 0

By weak uniqueness for the SDE (), the two processes X* and X have the same law, in particular
[X]] = [X¢] = pu, for any t € [0, T] and for any i € {1,---, N}. Our last result quantifies the propagation
of chaos at level of the trajectories. Its proof is postponed to Section

Theorem 3.8. Assume that for some ¢ > 4, M, (1) < +00. Assume that the coefficients b and a are con-
tinuous, satisfy (HR) and (HE) and that the map R? > (x, 1) + o(t, z, p) is Lipschitz continuous, uni-

formly in time, with modulus [o],. Then, there exists a positive constant C := C((HE), (HR), T, [0 ]L, M, (1))
such that
(3.27) sup E[W3 (e, u)] + max  sup E[|Xt’ - )_(fﬂ < Cep
0<t<T i=1,....N g<¢<T
and
(3.28) B[ sup Wi pi)] + max E| sup |X; - X[]?] < Cyex
0<t<T =1,...N  Lo<¢<T
with
N2 if d < 4,
(3.29) en =14 N '2log(1+ N) if d =4,
N=dif d > 4.

Remark 3.9. The Zvonkin’s transform applied in our framework shows that the rate of convergence
provided in (Z28) is actually ruled by the quantity E[supg<,<r W3 (1, il )] where pf¥ = + Zfil O
which is in turn known to be of order \/en, see e.g. Briand et al. [BCCHI9]. This last estimate could
be improved under stronger integrability assumption on the initial distribution p. We also mention the
fact that one could achieve a convergence rate of order ey under the additional assumption that the
map p +— b(t,x, p) is Lispschitz continuous uniformly with respect to the variables ¢ and = but we do
not engage into further reflections in that direction.
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4. THE BACKWARD KOLMOGOROV EQUATION

This section is dedicated to the proofs of Theorem B3] and Proposition Bl Hence, we assume that
(HE) and (HR) are in force in the subsection ] and that (HE) and (HR.y) are in force in the
subsection 4.2

4.1. Proof of Theorem We fix T > 0 and z € R%. From (3.6) and (3.I)), we already know that the
map (s, ) — p(p, s, t, z) is in CH2([0, £) x P2 (RY)) with derivatives dsp(, 5,1, 2) = [ga Osp(p, s, t, @, 2)pu(dx)
and

(4.1) OM0,up(, 8,1, 2)](v) = L p(u, 8,8, v, 2) + / Oy [0up(1, s, t, z, 2)|(v) p(dx), n=0,1.
Rd

We now prove that it satisfies (319)).
From the Markov property satisfied by the SDE (1)), stemming from the well-posedness of the related
martingale problem, see Theorem 3.4 in [CdRF18|, the following relation is satisfied for all 0 < h < s

p(/j/a §—= hata Z) = p([stsih’E]a S, ta Z)

From the relation (£1) and the estimates (3.7)), we deduce that the condition (24 of the chain rule
formula of Proposition [Z] (with respect to the measure variable only) is satisfied so that

p([X‘j*h’g], s,t,2) = plu, s,t,2) + / pr([Xffh’g], s, t,z)dr
s—h

which in turn yields

1 1 [°
E(p(u, s—hyt,x,z) —p(u, s, t,z,z)) = 7 / pr([Xf_h’g], s, t,z)dr.
s—h

Letting h | 0, from the boundedness and the continuity of the coefficients as well as the continuity of the
maps (u, v) = 0up(p, s,t, 2)(v), 0y [0up(1, s, t, 2)](v) and the differentiability of [0,t) 3 s — p(u, s,t, z, 2),

we get that (s, u) — p(u, s,t, z) satisfies (B19)).
We then consider a real-valued continuous function f defined on R? with at most quadratic growth.
From (3.3), one gets

(4'2) p(l’[”s7t7x7z) :ﬁ(ILL?S?t?"E?Z)+R(H7S7t7$72)’ R(/’L’Sﬂt7x7z) = Z(ﬁ(@%(k))(ﬂ"s?t?x?z)
k>1

together with the following estimate
(4.3) IR, s, t,x,2)| < K(t—s)? gle(t —s),z — x)

for some positive constant K := K(T,a,b,n). From the mean-value theorem, the n-Holder continuity of
x> a(t,z, u) and the space-time inequality (L)), one has

(4.4) [(D* = D") (1, 8,1, 2, 2)| < K|z — 2|"g(c(t — 5),z —x) < K(t — 3)
Hence, the key relation (3.8) yields

f(Z)p(M,S,t,Z)dZ— f(‘r)ﬂ(dl‘) = / [f(Z) _f(x)]ﬁ(ﬂasat’x’z)dzu(d‘r)
Rd Rd (R4)2

n
2

glc(t—s),z —x).

+ / S (5. t,, 2) — (1, 51, 2, 2)] dzplda)
(Rd)2

4 [ R s 0,2 dele).
(R)?
Thanks to ([@3)), (@4, for any compact set K C P2(R%), we derive

sup| / FEB (5.t 2, 2) — 57 (s 5. 1,2, 2)] dzp(d)|
peK J(RrR4)2

+swp| [ FER(us b, 2) dep(de)] < Kt — )} (1+ sup Ma(p).
pek  J(®d)2 ek

The uniform continuity of the map [0,t] x K 3> (s, u) — f(Rd)z[f(z) — f(@)]p*(w, s, t,x, 2) dzp(dx) =

2|2
f(Rd)Z[f(z + Ei{fz) - f(x)]e’%(%r)’% dzp(dx), where E;/f is the unique principal square root of

the positive-semidefinite matrix fst a(r,x,[X2¢]) dr, implies the equicontinuity of the family of maps
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{f(Rd)z[f(z) — f(@)]p*(, s, t,x, 2) dzp(dx), u € IC} and the quadratic growth of f implies its bounded-

ness. We thus deduce

lim sup | [f(z) = f@)p*(p, 5,1, @, 2) dzp(dx)| = 0.
sTt pek J(Rrd)2
In order to get the uniqueness result, let us consider any solution (s, 1) — q(u, s,t, z) to the backward
Kolmogorov equation [B19)) satisfying (Z4]) on any interval [0, ], with ¢’ < ¢, and ([B.20)) locally uniformly
in y1. We apply the chain rule formula of Proposition 21 to {q([X:*],r,¢,2), s < r <t} and use the fact
that (9s + Ls)q(u, s,t,2) = 0, for any (s, u) € [0,t) x P2(R?) to get

Vres,t), q([X2%,rt2) =q(p st z2).

In order to pass to the limit as r 1 ¢ in the previous relation, we remark that from (B3]) and (3.6]),
lim,q Wa([X €], [X:%]) = 0 and using the local uniform convergence in p of r — Jga F(2)a(p, 7t 2) dz
towards [;, f(z)u(dx) as r 1 t, we obtain

f(Z)a(p, s,t,2) dz = lim (X8t 2)dz = | fX)d2) = | f(2)p(ns s, 2) dz.
Rd it Rd Rd Rd

for any continuous function f with at most quadratic growth. We thus deduce that q(u,s,t,z) =

p(p, s, t, z) which completes the proof of Theorem B3l

4.2. Proof of Proposition B.Il The proof of Proposition B3] relies on similar arguments as those
employed to prove Theorem Bl in [CdRF1§|. To be more specific, our strategy is based on an approxi-
mation argument of the transition density p(u, s,t, z, z) by a Picard iteration scheme and sharp uniform
estimates on its derivatives from which we can extract a uniformly convergent subsequence by using
Arzela-Ascoli’s theorem.

Step 1: Construction of an approximation sequence and related estimates

For a given initial condition (s, 1) € Ry x P2(RY) and a probability measure v € Po(R?), v # p, we
let P(©) = (P()(£));>, be the probability measure on C([s, oc), R%), endowed with its canonical filtration,
satisfying P(O)(t) = v, t > s. Let us consider the following recursive sequence of probability measures
{P(m); m > O}, with time marginals (P(™) (t))i>s, where, P(™) being given, P("*1) is the unique solution
to the following martingale problem

(i) PO (y(r) € T;0 < r < s5) = (), for all T € B(RY).
(ii) For all f € CZ(RY),

t d d
£ = £ = [ 3 b B0 ) + 3 Gas(roon B (0)0E, ) dr
S i=1 i,j=1

is a continuous square-integrable martingale under P(m+1).

Note that, under the considered assumptions, the well-posedness of the above standard martingale
problem follows from classical results, see e.g. [SV79]. In particular, there exists a unique weak solution
to the SDE with dynamics

t t
(4.5) Xff‘m“):ﬁ/ b(r,Xf’f’(m“),[Xﬁ’f’(m)])dr—i—/ o(r, X6+ X861 qpy,

S

We will also work with the decoupled stochastic flow or characterics given by the unique weak solution
to the SDE with dynamics

t t
(4.6) th,r,u,(mﬂ) _ er/ b(r, Xﬁ,z,u,(mﬂ), [X:,é,(m)])err/ o(r, Xj,av,u,(mﬂ)7 [X,f’g’(m)])dWT.

We point out that the notation X" M+ hakes sense since by weak uniqueness of solution to the
SDE (&), the law [th,g,(m)] only depends on the initial condition £ through its law p.

From [Fri64], for any m > 0, the two random variables X, &M and Do (M) admit a density
respectively denoted by pm, (i, s,t, 2) and pm,(u, s, t, z, z). Moreover, the following relation is satisfied

(47) VZ € ]Rdv pm(M,S,t,Z) = /pm(M,S,t,SC,Z)/l(dI)
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where for all m > 1

(4'8) pm(,u,s,t,ac,z) = Z(ﬁm®H%€))(M,S,t,l’,2),
k>0

with

t
Pty 57 1,2, 2) = g ( / afv, 2, [X3EMD))dy, z> ,

t
Hon (4, 8,7, ¢, 2, 2) { Zbl o, (X2 M=V Hi (/ a(v, z, [X2SM=D])dy, 2 —:I:)

1
+5 (aiJ (T, €, [Xfﬁgﬁ(mil)]) — Qi (T’ 2, [Xi@(mil)]))

2
t
XH;’J (/ a(v, z, [Xgafa(m—l)])dfu’ z — .T) }i)\m(ﬂa s, 1y, x, Z)

and Hgfﬂ)(u,s,t,x,z) = (Hm *) @ My V(i 8,1, 2, 2), HO — I, with the convention that [th,g,(o)] =
PO(t) = v, t > 0. In what follows, we will often make use of the following estimates: there exist
constant ¢ :=¢(\) > 1, C := C(T,a,b,n) > 0, such that for all 0 < s < ¢ < T, for all integer k, one has

(4.9) Y(z,2) € RY2, [P @ HE) (1, 5,1, 2, 2)| < CF(t — s5)* HB (1 + ) 2) gle(t—s),z—x)

where B(k,f) = fol(l — v)"ky=1+4dy stands for the Beta function. As a consequence, from the
asymptotics of the Beta function, the series (@8] converge absolutely and uniformly for (u,z,z) €
Po(R?) x (R?)? and satisfies: for all m > 1, for any 0 < s <t < T and any (u, z,2) € P2(R%) x (R%)?
(4.10) |07 D (11, 5,1, 2, 2)| < C(t —5)"% gle(t — s), 2z —x), n=0,1,2,
where C' := C(T,b,a,n) and ¢ := c¢(\) are two positive constants and for all (z,2') € (R?)2, for any
m>1,

|8;lpm(:u‘7 s, 1,7, Z) - 8npm(:u‘7 S, T, 'rlv Z)|

_ 2|8
(111) < CH {9ler = ).z = 2) + glelr — ).z = a)} m = 0,1,2,
r—s) 2
where 8 € [0,1] if n =0, 1 and 5 € [0,n) if n = 2. We refer to Friedman [Fri64] for a proof of the above
estimate.
Denote by ®,,(u, s, r,t, 1, 22) the solution to the Volterra integral equation
(4'12) (I)m(ua 8,1, t, 21, T) = Hm(ﬂa 5,7, t,T1,T2) + (Hm 0 (I)m)(ﬂa s, t, w1, -T2)'

From the space-time inequality (L)), it is easily seen that the singular kernel H,,(u,s,r,t, z1, z2)
induces an integrable singularity in time in the above space-time convolution so that the unique solution
to the above equation is given by the (uniform) convergent series

(413) @m(l’[’ﬂ s,1,t, 1, :CQ) = Z 'ng) (,LL7 5,1, ¢, 1, :CQ)
k>1
and (A8) now writes

t
(414) pm(/J/,S,t,J],Z) :i)\m(ﬂ/,s,t,l',Z)‘f'/ / i)\’m(/j/aSarvwvy)q)m(,uaSa/rat?yaz)dydr'
s JR4

Finally, from Theorem 7, Chapter 1 in [Fri64], for any m > 1, the map x — ®,,(u, s, 7, t, x, z) is Holder-
continuous. More precisely, for any 5 € [0, 1), there exist two positive constants C' := C (T, a,b,n, A), c(A),
thus do not depending on m, such that

|(I)’m(/j/a S,T,t,l’, Z) - (I)’m(/j/a S,T,t,y,Z)l
|z —y|?
(t — )+t

We also recall from [CARF1S| the following properties. Let T > 0. For any fixed (¢, z) € (0,7] x R,
for all m > 1:

e The mapping [0,t) x R? x Py(RY) > (5,2, 1) = pim (i, 8,t, 7, 2) is in CH22(]0,¢) x R? x Py(RY)).

(4.15) <C {g(c(t=r),z—x)+g(c(t—71),z—y)}.
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e There exist two positive constants C := C (T, b, a, 6m, 6m,77) ¢ := ¢(\), thus do not depending
on m, such that for any (p, s,z,2’,z,v,v') € Pg(Rd) x [0,1) x (R%)?,

(4.16) 10 By (11 5.1, 7, 2)](0)] < ﬁgw —$)z—z), n=0,1,
T
(417) |<9spm(u,s,t,:c,z)| S g(C(t*S),Z*LE),

t—s

|a:}[aﬂpm(lu” s,t,x,z)](v) - a:}[aﬂpm(:u” S, t x/’ Z)](U)|
218
(1.15) < C% {g(elt = 9),2 — 2) + glelt — ).z — )}

where 8 € [0,1] for n =0 and 8 € [0,7) for n =1,

VB S [Oa 77)) |6U [aupm(ﬂ, S, t’ z, 2)](U) - aU [aupm(:u” S, tv xz, Z)](vl)|
o — o)’
(t — S)1+?

e There exist C := C((HE), HR),T) > 0, ¢ := ¢(A) > 0, thus do not depending on m, such that
for any (u, 1/, s, 2,v,0") € (P2(R%))? x [0,t) x (R?)%,

(4.19) <C gle(t —s),z —x).

B /
Tt el —9)2 ),

where 8 € [0,1] for n =0, 1 and 8 € [0,7) for n = 2,

|83[aupm(u’ s,t,x,z)](v) - ag[aﬂpm(,u/a Sata ‘T?Z)](’U”

(4.20) |02 D (11, 8,8, 0, 2) — O pm (1, 8, t, 2, 2)]| < C

(4.21) < C% gle(t = s), 2 — x),

where 3 € [0,1] for n =0 and 3 € [0,n) for n =1, and for all (s1,s2) € [0,1)?,

|a pm( aslat €, Z) ay pm(,U/,SQ,t x, Z)|
S1 — 82| |S1 —S2|B
4.22 c(t — 2 — 2 Tl ale(t —  z— ,
(422 <ottt = s,z —0) + 2 ot - s 2 )
where 8 € [0,1] for n =0, 8 € [0, 4£2) for n =1 and 8 € [0, %) for n =2 and

|a’g[aﬁbpm(/j/a S1, t,.’I/', Z)](U) - ag[aﬂpm(/jﬂ SQata :C)Z)](’U)l

_ 5|8 _ g8
o gtelt — sz )+ L

: SR G ] — S i | - -
(4.23) =C { (t —sy) 548 ¢ ’ (t — sp) 545 gle(t = s2),2 x)} ’
where 3 € [0, ).

With the above notations and properties at hand, we can now state the following key proposition
whose proof is postponed to the subsection of the Appendix.

Proposition 4.1. Let T > 0. Assume that (HE) and (HR) hold. Then, for any fixed (¢, z) € (0, T]xR<,
for all m > 1, the following properties hold:
e The mapping [0,¢) x R? x Po(R?) > (s, 2, 1) = pm (i, s,t, 2, 2) is in C}’Q’Q([O,t) x R? x Py(R?)).
e There exist two positive constants C := C((HE), (HR), T), ¢ := ¢()\), thus do not depending on
m, such that for any (i, s, z, 2, z,v) € Pa(R?) x [0,1) x (R?)?,

(424) |aipm(ﬂa57t7xvz)(v)| < ] g(c(tis)aziz)'

_ ¢
(=2
o If additionally (HR,) is satisfied, then there exist C' := C((HE),(HR4),T), ¢

thus do not depending on m, such that for any (i, s, z,2’, z,v) € Po(R?) x [0,1) x (R?)?,
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W3 (u, 1)
(t — )i+

(4.25) |8ﬁpm(u, s, t,x, 2)(v) — aipm(//, s,t,x,z)(v)] < C gle(t —s),z —x),

for all 8 € [0,7),

102D (1, 5,1, 2, 2) (V) — Oipm (1, 5,1, 2, 2) (V)]

[l —a'|" + v —v'|°]
(t — s)Lt72"

for all 8 € [0,n), for all 2,2’ € R?, for all v, v' € (R?)? and

(4.26) <C {g(c(t — 5),2 — 2) + glelt — 5), 2 — @)},

|ap.pm(:u‘ 51, t,.fC Z)](vlva) 8;me(:u‘7 52, t,SC, Z)](vlﬂ v2)|

|51 — s2/” |51 — 52/
(4.27) { 178 g(c (t—sl),zfx)Jrmg(c(t—@),zfx) ,

where S € [0, 77/2
The proof of the above result is postponed to the Appendix, subsection
Step 2: Extraction of a convergent subsequence

Our next step now is to extract from the sequences {LQ 3Epm(E, s, t,x,2),m > 0} (the lifting of
= P, 8,6, 2, 2)), {L2 2 & = Oupm (i, s, t, x, 2)(€), m > 0},

{[0,£) x RY x Po(R?) x (R)? > (5,2, u,v) = Oppm (i, 5,t, 2, 2)](v), m > 0} the corresponding subsequences
which converge locally uniformly using the Arzela-Ascoli theorem.

Since the coefficients b;, a; ; are bounded and the initial condition y € Py(R?), the sequence (P(m))mzo
constructed in step 1 is tight. Relabelling the indices if necessary, we may assert that (P(m))mzo converges
weakly to a probability measure P>°. From standard arguments that we omit (passing to the limit in
the characterisation of the martingale problem solved by P(m)) we deduce that P> is the probability
measure P induced by the unique weak solution to the McKean-Vlasov SDE (LI)). As a consequence,
every convergent subsequence converges to the same limit P and so does the original sequence (P(m))mz 1-

By Lebesgue’s dominated convergence theorem, for any fixed ¢t > 0 and z € R?, using (&3)), one may
pass to the limit as m 1 oo in the parametrix infinite series (£8)) and thus deduce that the sequence
of functions {K > (s,z, ) = pm (1, s,t,2,2), m > 1}, K being a compact set of [0,t) x R? x Py(R%),
converges to (s,x,u) — p(p, s, t, z, z), for any fixed (s, x, 1) given by the infinite series (33]). Moreover,
it is clearly uniformly bounded and from (@I6]), (£I7) and I0), C, ¢ being two positive constants
independent of m, it is equicontinuous. Relabelling the indices if necessary, from the Arzela-Ascoli
theorem, we may assert that it converges uniformly. Hence, [0,1) xR x Py(R?) > (s, x, u) — p(u, s,t, 7, 2)
is continuous.

For any p € Po(R?) and any integer m, the mapping (s,x) + pm (i, s,t,z,2) is in C%2(]0,t) x R%).
Moreover, from the estimates ([@20), [@22)) and @II) (for n = 1,2), the sequence of functions K >
(8,2, 1) = Oum (i, 8, t, 2, 2), O2pm(p, s,t, x, z), are uniformly bounded and equicontinuous. Hence, from
Arzela-Ascoli’s theorem, we may assert that (s,z) — p(u,s,t,x,2z) € C%2([0,t) x R?) and that the
mappings [0,1) x R? x Py(R?) 3 (5,2, p) = Oup(p, s,t, 2, 2), 02p(p, s,t, x, z) are continuous.

From (@I6), @24) and (Z25), {L*(Q, A,P) D B(0,R) 3 { = Dpm (&, 5, t, 2, 2) = Oupm(p, s, t,2,2)(€), m > 1}
and {L*(Q, A,P) D (B(0,R))? 3 (£,&) = D*pi(§,&, s, t,3,2) = O2pm (i, s,t,x,2)(E,€), m > 1} are uni-
formly bounded and equicontinuous for any R > 0. Relabelling the indices if necessary, from the
Arzela-Ascoli theorem, we may assert that it converges uniformly. Hence, L?(Q, A,P) D B(0,R) > £
p(€,s,t,x,2) are two times continuously differentiable. As a consequence, P2(R%) 3 u — p(u, s,t, x, 2)
is two times continuously L-differentiable. From the estimates (£I8), (£2I) and [@23) (the three
for n = 0) and (@I6) (for n = 1) on the one hand and (@24), [@25), (@20), E27) on the other
hand, the same conclusion holds for the two sequences K > (s,z,pt,v) = Oupm (i, s,t,z,2)(v), £ 3
(s, 2, pt,v) — aipm(u,s,t,x,z)(v), m > 1, K, K’ being compact sets of [0,#) x R? x Py(R%) x R? and
[0,1) x R x Py(R?) x (R?)2 respectively, that is, they are uniformly bounded and equicontinuous so that
the map [0,£) x R? x Py(R?) x R 5 (5,2, p,0) = 2p(p, s,t,2,2)(v), [0,1) x RY x Py(RY) x (RF)?
(s,z, 1, v) — Oup(p, s,t, z, z)(v) are continuous.

From the estimates (£.I6) and (I9) (both for n = 1), the sequence R? D B(0, R) > v+ 9,[0upm (1, 8, t, z, 2)](v),
m > 1, is bounded and equicontinuous. We thus conclude that R% 3 v Oup(, 8,t, x, 2)(v) is continu-
ously differentiable.
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The continuity of the map [0,¢) x R? x Po(R?) x R? 3 (s,2,1,v) = 0y[0up(i,s,t,2,2)](v) can
be deduced from the uniform convergence of the sequence of continuous mappings K 3 (s,x, u,v) +—
o[0,upm (1, 8,t, 1, 2)](v), m > 1, K being a compact set of [0,¢) x R? x Py(R%) x RY, along a subsequence,
obtained from the estimates ([@I8)), (19), (E21) and (£23) for n = 1 combined with the Arzela-Ascoli
theorem. The estimate ([B.I5]) then follows by passing to the limit in the corresponding upper-bounds
proved in the first step.

Step 3: C}’Q’Q([O,t) x R x Py(R?)) regularity and related estimates.

Let us now prove that (s,z, ) — p(y, s,t,x, z) is in C}’Q’Q([O,t) x R x Py(R%)). We follow the same
lines of reasonings as those employed in [CARF18]. From the Markov property satisfied by the SDE (I.T]),

stemming from the well-posedness of the related martingale problem, the following relation is satisfied
for all h > 0

p(p, s —hyt,x,2) = E[p([Xj_h’g], s,t,Xj_h’l’“, z)].

Combining estimates (317) and [B4) (for n = 1) with the chain rule formula of Proposition 2] (with
respect to the space and measure variables only) we obtain

E[p([X3~"¢] 5,8, X554, 2)] = pu, s,t,2,2) + E U Lop([X7 M8, s, 8, Xm0, 2) dr]
s—h

where the operator £, is given by (4.
Hence, one has

1

1 S
E(p(u, s—h,t,z,z) —pu, s, t,x,z)) = EE [/ Erp([Xﬁfh’E], s, t,Xffh’I’“, 2) dr}
s—h

so that, letting A | 0, from the boundedness and continuity of the coefficients as well as the continuity
of the maps (1, ) — p(u,s,t,z,z), O "p(u, s, t,z, 2), O20up(u, s, t, x, z)], for n = 0,1, we deduce that
[0,t) © s+ p(u, s, t, z, z) is left differentiable. Still from the continuity of the coefficients and of the map
(s,x, 1) — Lsp(p, s,t,z, 2), we then conclude that it is differentiable in time on the interval [0,t¢) with a
time derivative satisfying

Dsp(p, 8,t,,2) = —Lop(p, 5,t,2,2)  on [0,t) x R x Py(RY).

5. PROPAGATION OF CHAOS

This section is devoted to the proof of Theorems and As already mentioned, our propagation
of chaos results crucially relies on the regularity properties provided by the Theorems B.], [3.3] and the
Proposition B.11

5.1. Proof of Theorem The strategy consists in testing the fundamental solution p(y, s, t, z) to
the backward Kolmogorov PDE ([BI9)) stated on the Wasserstein space as an approximate solution to
the one-dimensional marginal density of the N-dimensional particle systems. The natural candidate for
being an approximate solution is

N
. 1
p(,U/iV,S,t,Z), s € [Oat)az € Rda with Mév = N Zl(sX;
i=

where the particles {(Xg)te[o’T], 1<:<N } are given by the unique weak solution to the system particles

with dynamics given by .

First step: proof of the error bound (B3.22])

Under (HE) and (HR\), we again consider the sequence of C}’2([0, t)xP2(R%)) maps {[0,t) x P2(R?) > (s, ) = pm (i, s, ¢,
constructed in Section Then, Proposition [2.2] implies that the empirical projection function defined

by

N
1
[0,8) x RN 3 (s, (21, ,2n)) Hpm(ﬁ25m,s,t72)
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belongs to the space C1:2([0,¢) x (R4)™N) so that, from the standard It&’s formula

pm(uf,s,t,Z):pm(uéV,O,t,ZH/ (O + L)yt 2) dr
0
s 1 & _ . _
(5.1) [ X 020D o X )
=1

X N
S 1 . i :
+ /O N2 ZTr(“(T, X7 ) pm () 7yt 2) (X, Xﬁ)) dr.
i=1
From the relation
(52) allpm(:u’a Ta ta Z)(U) = a'upm(:u’a Ta t) U) Z) + /]Rd aﬂpm(lu” T’ t’ :C’ Z)(U) ,u(dl‘)

and the estimates (II0) and (ZI6), we get [0upm(ul,7,t,2)(v)| < K := K(t — s,b,a, s=b, s>-a,n), for

) 5m
any 7 € [0, s], so that the local martingale appearing in the right-hand side of (5I)) is a true martingale.
Taking expectation in both sides, we obtain

E pm(,LLéV,S,t,Z) *pm(,LL,O,t,Z) 7/ (87“ Jr.,fr)pm(uiv,r,t,z) dT:|
0

51
(5.3) = Elpn () 0,4,2) = (. 0.8, 2)] + [ 58 [T (alr XE )0 .1 X)) |
0

From the relation

(54) aipm(ua r, ta Z)(Ua UI) = 81; [@me(,u, T, t, v, Z)(’U/)] -+ au’ [aupm (’u’ r, t, ’Ul, Z)(’U)]
+/ O2pm (7, t, 2, 2) (v, 0') p(di)
R4

and the estimates (621I) and ([@24]), we get the following upper-bound

g(elt — 1),z — ) u(dfc)}

|8ﬁpm(u, r,t,2)(v,v")| < ﬁ {g(c(t 1),z —v)+glclt—r),z—v)+ /]R'i

where we importantly emphasize that the positive constants K and ¢ do not depend on m. Hence, using
the boundedness of a and the previous estimate, we thus derive the following bound on the last term in

the r.h.s. of (B3)
(5.5)

}E [TT(G(T, Xiaﬂf«v)aﬁpm(“y’r’t’z)(X’}’X’}))} >

‘ T /R gle(t =),z = y)p"™ (1, 0,7, ) dy

which, plugged into (B3)), in turn implies

‘E{pm(ﬂé\]asataz) - /Os(ar +,$T)pm(,uiv,r,t,z) dT”
(5.6) <K {/]Rd g(ct,z — x) u(dx) + %/OS m /]Rd gle(t =),z —y)pt N (1, 0,7, %) dydr} .

We now pass to the limit as m 1 oo in the previous inequality, along a convergent subsequence. Noting
that (Pm, OrPm, Lrpm) (1, v, t, 2) converges to (p, Orp, Zrp) (1,7, t, z) for any fixed u,r,t, z, the estimates
({EI10), @I, (EI6) as well as the relations (5.2) and (54) and the dominated convergence theorem
yield

HTm E[ (1 5,1, 2) — / (Or + L) pm (Ul 7,1, 2) dr} = E[p(uiv, s, t,2) — / O + L )p(ul vyt 2) dr}
mToo 0 0

(5.7) = E[p(uivvsvt,Z)}

where we used the important fact that (9, + % )p(u,7,t,2) = 0 for any (r, ) € [0,t) x P2(R?) for the
last equality.
In particular, the above argument combined with (5.6) yields

(5.8)
ot 2)] < K{ [ otetz—omutan) + 5 [" o [ atete =)z i ) dyar ).
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We now pass to the limit as s T ¢ in the previous inequality. We first note that

Elp(us), 5,1,2)] = E| / st ()| = Bp(d st 02| = [ st 2)p 1, 0,5,0) dx

(Rd)N
where we used the notations x = (z1,---,zn), dx = day - -day, md = & vazl 0z, and denoted by
x — p™(1,0,5,x) the density function of the N-tuple X; = (X},--- , X2) given by the unique weak

solution to the particle system at time s starting at time 0 from the N-fold product measure p®. We
then make use again of the decomposition (€2 and the computations that appear shortly after, namely

p(mY s t, w1, 2) = p*(md, s,t, 21, 2) + R(mL , s,t, 21, 2)
with
[R(my, s, t,21,2)| < C(t — 8)F et — s), 2 — 1),
Denoting X = (2,22, -+ ,zn), &, & two random variables with [¢] = mY, [¢/] = mJ;V, from (6.5) with
f=n
i g (r, 2, [X24)) = @i (r, 2, [X2E])] < CWP(mY,mY) < Clz — af”

which in turn by the mean-value theorem and the space-time inequality (LH) yield
57 (my, s, t, 1, 2) = 57 (ML s, 8,20, 2)] < C(t = 8)Tg(e(t — 5),2 — 1)
From the previous computations and (F21]),

[ v st s (o) dx = [ 5 st pa(n 0,5, x) dx o+ Ol(t = ) [ glet.z ~ a)uda)
(R) (R)

We finally perform the change of variable z; = Es/t y1 + 2z, where X / is the unique principal square

root of the positive definite matrix f; a(r,z, [ Xy £ (m)]) dr, [£'] = mfg, in the integral appearing in the
right-hand side of the previous equality and then let s 1 ¢, by dominated convergence

lim p(my,s,t, w1, 2)pi (1,0, 5, %) dx = lim p(m st a1, 2)pn (. 0, 8,%) dx = pt™ (1,0, 2, 2).
sTt (RN sTt (RA)N x
Passing to the limit as s 1 ¢ in (58], we thus obtain
(5.9) 11%1152[17(/15, s, t, z)} =p"N(u,0,t, 2)
S

< K{/Rdg(ct,zz)ﬂ(dz) +%/Otm/ﬂwg(0(t7’),zy)pl’N(u,O,r,y)dydr}-

The previous inequality can be iterated and by an induction argument that we omit, we deduce
(5.10) PN (,0,t,2) <K | glet, z — x)p(dx)
Rd
where we importantly note that the two positive constants K and ¢ does not depend on N.
We now come back to (53] and prove an appropriate estimate for the quantity |E[p(u’,0,t,2) —

p(1,0.1,2)]]. |
By exchangeability in law of (£")1<;<n and the mean-value theorem

E[pm(ﬂ(])vvoatvz) 7pm(ﬂaovtaz)]
(5.11) = E[pm (14, 0, ts 2) = P (1, 0,t, 6", 2)]

[ Rl 0.0.6. 2100 (0~ )]
R

) ~
=N/ 2 pny™,0,4,6%, 2)(EY) — - p (3N, 0,1,€, 2)@)] s

N -1 0

A1, N g A1, N =
Lt B[ 0L 2E) — 20,161, 2@
= [ B[O, 0,0.6 )0 + (1 2)0) - (€~ §)] dhar,
[0,1]?

N -1 L
TN /[ : E{a#pm(ﬂélw,Ovt,él,Z)(Azéz)'52f8#pm(u31’N,O,t,gl,z)(AQQ.g]dAld/\z
0,1]2
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with the notation uél’N = Apd” + (1 — A\1)p and where ¢ is a random variable independent of the
sequence (£%)1<;<n with law p. We now introduce the measure ﬁél’N = Mpd + (1 — M\p)p with

=l + %(527 d¢2) and notice that

E[aﬂpm(u()\h]\rv 05 tv 517 Z)(/\2§2) : 52:| - E[al‘pm(ﬁ(/)\h]vﬂ 07 ta 51, Z)(AQE) ’ g:| ’
Hence, again by the mean-value theorem

E [0 (1", 0,161, 2) 02€%) €% = 0upm (1™, 0,1, €1, 2) (02)-€]

A ! g ~A1,A3 AL 0 ~A1,A3 s p
= E[_aupm(ﬂé A 7Naoataglaz)()\2£7£) : £ - —8Hpm(,u3 A 7N,0,t,§1,2)()\2§,€2).£i| d)\?)

“ N J, om om
A - _ I - _ -
=N - E[€- 02pm (i ™, 0,4,€1, 2) (M€ i) - € — 2020 ()N, 0,1, €1, 2) (M, Ma&?) - €] dhsdy
0,12
with the notation ué‘l’)‘S’N = Agﬁé‘l’N +(1- Ag)ua\l’N.
Therefore,
E[pm(M(J)Va 0) ta Z) - p’m(/j/a Oa ta Z)]
1 ~ ~
=~ | E[0pn (", 0,465 )8! + (1= 22)8) - (€1 = §)] dhidg
0,12
N-1 - N I
+ D / ME[€02pm (i1 N, 0,4,€1,2) Vo€, MaE) - €
N [011]4
=€ Onpm (g N, 0,1, 2) M€ MiE?) - €] dhrdadsds
so that by ([@I6]) and (24

(5.12)
K 1 1
[E[pm (1d', 0,1, 2) — pim(p, 0, ¢, 2)]| < N {—l_n / g(ct, z — 2)|z|p(dr) + —— /
t72z JRrd t*72 JRa

From the previous estimate, (7)), (59), (53) and (@3], we thus deduce

K 1 1
"N = p),0.6,2) < {l—n / glet,z - a)lalu(de) + = / glet,z = w)u(da)
t™= Jra 2

Rd

glct, z — x),u(dx)} .

I 1
+N/ 7/ g(c(t—r),z—y)pl’N(u,O,hy)dydr}
o ( R

t—r)—32

which in turn by ([EI0) yields

K
LN <8
|(p p) (1, 0,t, 2)] < N{

This concludes the proof (3.22).
Second step: proof of first order expansion (B.23).
We now assume that (HR;) holds and establish the first order expansion ([8:23). The proof follows
similar lines of reasonings except that we replace the approximation sequence (p,, (1, 0,%,2))m>1 by its
limit p(w,0,¢, z). In particular, similarly to (&.3]), one has

E p(:u’iva S,t,Z) _p(,uaoataz)}

1n /R g(ct, z — x)|z|p(da) + ti% /R glct, z — z)u(dz)} .

1=
t—=

1
(5.13) = Blp(u0.6.2)  pn 0,2+ [ 5B [T (aln XL 0020 it 2) (X1 XD) ]
0

We then pass to the limit as s 1 ¢ in the previous identity using similar arguments as those previously
employed. Hence,

b1
0 = )00,t,2) = Blp( 0,8,2) = plun0,t,2) + [ 5B [T (ol 0 )0l i, 2) (X1 X)) ]
0

t
1 1
=E[p(uy,0,t,2) — p(p,0,¢,2)] + / o ElAsP (s, 5,1, 2)] ds + TR (1, 0,1, 2)
0
with

1 t
RY(1,0..2) = 5 [ B [Tr(atr X2 n)320(0 it 2K X)) = T (v X )Gl 2) (X, X)) |
0
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Moreover, still with the notations introduced above, one has

E[p(u(])va Oata Z) - p(/j/a Oata Z)]

1 5 5 ~
%/0 E[%p(ﬂghjvvoatvglﬂz)(gl)7%p(ﬂghjvvoatvglﬂz)(g)} dAy
N-1 [t 16 J ps
+ oy | Bl 0060 (€)= Soplnt 06,6, 2)()|dx

_ 1 ! g A1, N 1 1 J AL, N 1 =
- N/O E[%p(ﬂo 705t7§ 52)(5 )7 %p(ﬂo 705t7§ az>(§)i| dAl

52 ~ = 5 ~A1,A2, c
by 0,461 2)(€.8) — 5 —pliy* ,o,t,gl,z)(§,§2)}A1dAldAz

+—= E (
N2 [0,1)2 [(5m2 0

5 5 -
= %E[%p(u,o’t,gl,z)(gl) - %p(u,o,ﬁ,fl,z)(f)}
b o, 0.1,€ ) E8) — oy 0,1, €", ) E )
2N 5m2p my 9,0, 2 ) 5m2p my 9,0, 2 ’

+ NRQ (H’ﬂ O,t, Z)

with
! 5 5
RY(n.0.t2) = [ (B[54 0.6 2)(€) = 5op 0.6, 2)")]
0

~ ) ~
—E|—p(ug N, 0,4,61,2)(©) = 5—p(n. 0,4, 2)(©)] ) dh

52 A AeN 52 .
+ ] (Bl 0.6 20(€8 = 50n.0.4.6,2)(E.)
&2 ~A1,A2,N 62
— B[ (i N, 0,465, 2)(663) — s (1,0, 1,61, 2)(€ €)| ) M dhdo
1

52 ~A1,A2,N 1 52 ~A1,A2,N 1 c 2
“ o CE[sp(i N 0,461, )68 — 5zl N, 0.6, 2)(€ € A dhda,

Therefore,

t1
(pl’N —p)(u,O,t,z) = E[p(,uév,o,t,z) —p(u,O,t,z)] +/ ﬁE {Tr(a(r, Xrl,ufnv)aip(ufﬂv,r,t,z)(X,},Xrl))} dr
0

o 5 ~
= CE[p(5,0,4,6,2)(€) — 5p(0,0,1,6',2)(8)]
52 52 = “1
+ WE{é (u’o,t7§ Z>(§ 5) (luvoatvgl )(§7§2):| +/O ﬁE[ASp(MSVS?tﬂZ)] ds
+NRWm&ad

where RN (11,0,t,2) := RV (1,0,t,2) + RY (11,0,t,2). The last step of the proof consists in establishing
some estimates on both remainder terms under the assumptions of Theorem 3.8

Last step: estimate of the remainder

We now assume that (HR ;) holds and that the assumptions of Theorem [3.8 are in force. Introducing
the coupling dynamics X', we write

[t _ -
RY(u.0.6.2) = 5 [ B [Tr(atr X0 )0l 1ot )X XD) = Tr(alr XL OEp(ar, . 2) (X XD)] ) e
0

and decompose the integrand appearing in right-hand side as the sum of the three following terms
RY (ot 2), Ry (o, 2) and Ry (7, t, 2) defined by

Rf[’l(,u,r,t, z)=E [Tr([a(r, XNy —a(r, X}, uT)]aip(,ufﬂv, rt,2) (X} Xﬁ))} ,
RY2 (1,1, 2) 1= E [Tr(alr, XE )02 7., 2) (XL X2) = 02p(r, 71, 2) (X, XD ) |

R{V’s(,u,r,t,z) =E [Tr(a(r, )_(Tl,uT)[aip(uT,r,t,z)(Xl - 82p(uT,r,t,z)()_(},)_(T1)])} )
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From (&.4) (with p instead of p,,) and the estimates (B.I3) and B.7) (with n = 1), we first obtain
K
3t XL XD € o {atett =)= XD+ [ gtett =)z = ) ()}
— )3

(5.14) = L{g<c<t—r>,z—xi>+%Zg@(t—r),z—xz')}.

(t—r)t—3 =

This estimate will be used in the sequel. The uniform Lipschitz regularity of the map (z, ) — a(t, x, u)
then gives

(5.15) la(r, X2 ) — a(r. X} )| < KX = X[+ Wale )],

Combining the two previous estimates with the Fubini theorem and the Cauchy-Schwarz inequality,

K K
RN 0,7 2|22 de < ———— ———/eN.
LR 0 e < AT

We now deal with RY?(u, 7, ¢, z). From (5.4) with p instead of p,, and the estimates &I, (I6), for
any u,v € P2(R?) and for any coupling 7 between y and v, we get

|83p(u,r,t,z)(v,v) - 83])(1/, T,t,Z)(’U,’U)| S K|8I(9ﬂp(ﬂ,r,t,v,z)(v) - 818#])(1/, T,t,’U,Z)(’U)|

(B0} = XIPIV2 + EWE ()2 B[ A2 <

+ K| Ry [82p(u, ot 2, 2)(v,v) — 82p(u, rt,y, 2)(v,v)] 7(de, dy)|

(
+ K/ |85p(u,r,t,x,z)(v,v) - 8ip(u, ryt,x, 2)|v(de)
R4
B
< x D) foea-nz-u+

(t—r)tt= R4
K

(t — )+t

glc(t—1),z — z)y(dz)}

/ & — yl? {glelt — ),z — 2) + glelt — 1), 2 — y)} w(d, dy)
(R4)2

which directly yields

B
/]Rd |z|2|82p(u, r,t,2)(v,v) — 821)(1/, r,t,z)(v,v)|dz < K(tvi/i()ﬁltjryﬁ)zn (14 |v?)
K 8 2 2
o o A e ()
so that using Cauchy-Schwarz’s inequality and then taking the infimum over 7 finally implies
Wy (., v)

/ |2P105p(u, 7t 2) (v, 0) = Fip(v, 1yt 2) (v, 0)| dz < K (L + [v]* + M () + M (v)).
Rd

(t — )i+
From the preceding estimate, the Fubini theorem and the fact that E[Mj(u2)] < KMj (o) and
My(pr) < KMy(po), we thus get
E 2(, N , s
[ PRI . 2) 06120 = 2l 2) 1, D) s < 2
Rd (t—r)tts

so that

K 8
52
B—m “N"

RN 2|z de < —————
LRt 2 s <

From (3I6), (39) and @I0), for any (v, vs) € RY, we obtain

K
Ol b 2)onso1) = Ol by 2) vy o)l £ Tglon = val {glelt =) 2 =) gleft = 1), 2 = va))
Y=
K
ol k[ atett =)z ) (e
=
Hence,
% % K 8
Ry ot 2)||2Pde < ————E[I X — XML+ IXMP 4+ | X)) < —————¢2
| R il < TR - RO X IR € ok
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Gathering the previous estimates, we finally obtain
-8 B
ve el [ IRV (u0.t2)|sP e < KT,
Rd

We then make use of the decomposition RY (11,0, ¢, 2) =: R (1,0, ¢, 2)+R5 2 (11,0, £, 2)+RY (11, 0, t, 2).
We write

1) 1) 1
%p(:u(/)\h]vvoatvglvz)(§1> - %p(uvoatvgla'z)(gl) = /0 |:8#p(M817N7Oatvglvz)(/\Qfl) - aﬂp(ﬂaovtaglvz)(A2§1> '51 dAQ

so that, from BI2) with n =0,8 = 1 and noting that WQ(MSIJV,/J/) = MWa(ud', 1)

5 5 Wa(uy'
|%p(:u’31’Naoata§1az)(€l) - %p(,u,o,t,fl,z)(flﬂ S K%Q(Ctaz - €1)|§1|

Similarly,

1) ~ 1) ~ Wo (Y ~
|%p(‘u6\17N70,t7§172)(§) - %p(u,(),t,fl,z)(éﬂ S K%Q(Ctaz - §1>|§|

Gathering the two previous estimates and using the fact that «£~ is independent of u)’, we obtain

B[ WG gt 2 — €)1+ )

Ry (11,0, 1, 2)| <

and by Cauchy-Schwarz’s inequality

€

2 o=

K . K
E[W; (15, w)]7 =

K
|R§11(M507taz)||z|2d’z§ 1_QE|:”2(:LL6V7M)(1+|§1|3> < 1_1 1—
R4 t 2 t 2 t

vl

1
where we used the bound E[W(ud, )i < K e}, stemming, after some standard computations, from
the concentration inequality established in Theorem 2 by Fournier and Guillin [FG15].

From similar arguments, using (BI6) and the fact that Wa (/78‘1’)‘2’]\[, w) < Walpd', 1)

52 ~A1,\2,N 1 P 52 1 P K BN
B[, 0,064 2)E8) = 550,86 2)ED)] | < T B[WE Gl (et = - &)

and

52 ~ 52 ~ K
B[, 06,8 2)(E €)= 55p(in 0,6,61,2)(E )] | < g BIWE () mg et = - &)

so that

K
———E[W5 (1d, w)g(ct, z — &)

N,2
|R2 (:U”Oat"z” S t1+ -

and
3
EN

/ RY2(1,0,, 2)| |22 dz <
]Rd

for any g € [0,7). For the last term, from (BI5), we directly get

t1+65n

K NE[g(ct,z &)

1R (1,0,t,2)| < ——
-2

so that

K
/Rd IRY2 (1,0, t, 2)||2|? dz < 3 N~

Gathering the previous estimates, we thus conclude

vBelon), [ IRY ol d < ek

t1+ B;n
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5.2. Proof of Theorem For a fixed function ¢ in €7, (P2(R?), R), we consider the following PDE
on the Wasserstein space

where the operator .} is given by (8.17)). From Theorem 3.3 in [CdRF18|, under (HE) and (HR)), there
exists a unique solution U € C12([0,T) x P2(R%)) to the above PDE (5.I6) given by

V(t,p) € [0,7) x Po(RY), UL, u) = ([ X5")).
Again, we will work with an approximation sequence (U("™),,>o of U defined by
(5.17) V(tp) € 0,7) x Pa(RY), U™ (t ) = o(1X5" ),

where X% (™) is the unique weak solution to the SDE @A) starting from the initial distribution p at
time ¢. From Proposition (see also eq. (ZII)) and from the estimates (LI6) to (@23) and (E24),
we derive that for each positive integer m, U™ € C}’Q([O, T) x Po(R%)) and with bounded derivatives
(uniformly in m) satisfying the following estimates: there exists C' := C((HE), (HR),T) > 0 such that
for all (t,u) € [0,T) x P2(R?) and v,v’ in R%:

(5.18) 08, U™ (8, p)(v) < C(T — 1)~ n=0,1, PUM(t,u)(v,0") < C(T — )" +5.

Note carefully that the time singularities appearing in the previous bounds on the first and second Lions’
derivatives of U(™ are integrable over [0,7). Moreover, from the estimates (ZI6) to ([Z23) and the
expressions of 909, U (™) (¢, 1) (v) stemming from Proposition 23} relabelling the indices if necessary, one
may assert that the sequence (U (t, u), LU (t, 1)) m>0 converges towards (U (t, u), LU (t, 1)) for
every (t, i) in [0,T) x Pa(R?).

On the one hand, from the standard It6’s formula, we have

U ) = UI0.) + Z [ ot X ), s X

1 [ N\ a2 m [ N [ [
+—2N2;/0 T [a(s, X2, ud )20 ™ (s, X1, pY ) (X2, X1 | ds

/(a LU (s, 1) ds.

0

On the other hand, from the Markov property stemming from the well-posedness of the martingale
problem related to (L))

U [X55) = o(XE]) = o(1X35]) = Uls, ),

for all s in [0, ¢] and especially for s = 0. Hence

U (1) = Ut ) = (U0, 187) = U0, ) NZ / 8, X2, 15)0, U™ (s, Y ) (X D)W
1 XLt . o
(5.19) e 2o [ T [ale X3 0T s, )X XD ds
=1

t
+ [0+ 200 (5
0

Using the Burkholder-Davis-Gundy inequality, the estimates (B.18]), we get

E[IU(m)(tvuiV)*U(t,m)l]SE[IU(M)(OM)*U(O,M?)I}+—+/ (0 + LU (s, )]s

where T — C := C((HE),(HR),T) is a non-decreasing positive function. Hence, sending m 1 oo
together with dominated convergence theorem and the fact that U solves (5.16) and then choosing ¢t = T

C
1% I+ =
N—T; [ I(M’MO)]+N’
where we used the fact that, for any p € Po(R?), the flat derivative y + [6U/dm](0, u)(y) is a Lipschitz
function uniformly in 4 with a Lipschitz modulus bounded by sup,,cp, ray [0,U (0, 1) (.)|oc together with

E [JU(T, 1) = U(T, 1)) < E ([0, 1) — U0, )]
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(BEI8). The conclusion of point (ii) then follows from Theorem 1 of [FGI15] using the fact that the initial
distribution p € Py(R?).

In order to obtain the point (i), we first take the expectation in (BI9). Doing so we get ride of the
martingale part therein and hence obtain
(5.20)

Ut )~ E [0t )] | <[00, — B [U00,0)] |+ 5 / |0, + 20 (5, )] | ds.
It remains to establish an error bound for the quantity E[U™) (0, ud')] — U™ (0, ). We follow similar
lines of reasonings as those employed in (BI1). One may also refer to [CST19] for a similar argument.

We briefly repeat the proof here for sake of completeness. From the mean-value theorem and the
exchangeability in law of (£%)1<i<n

E[U™ (0, ud) — U™ (0 )]
/ / U (0, 1" ™) (W) (1 —u)(dy)} d\
Rd

) ~
/O B[ 00,1 M) (E) - U0, )E)]

= [ B[ Um0 @@ - U0 @]
0 om o om

1 52 ~ ~ 52 ~
=~ [ ME[ 00, M) €€ - < U0, 75N (E €] dhda.
N Joup " Lom (0, )(&6) = 5 (0, )E,€0) | dArdAs
where we used the notations: uél’N = M) + (1= A)p, ﬁél’N = M 4+ (1= M)y, @y o= pdl +
%(6'{7 der), i WAI AN /\gﬁg‘l’N +(1 - /\g)ug‘l’N, ¢ being a random variable independent of (£%)1<;<n
with law p. The previous identity together with (5I8)) finally yields

o K
U0, 5o) = E [UC(0, )| | < T7HHE

for some positive constant K which is independent of m. Plugging the previous bound in (5:20)), then
letting m 1 oo and finally choosing ¢t = T allows to conclude.

5.3. Proof of Theorem As already mentioned in the introduction, the strategy relies on Zvonkin’s
transform. To do so, we introduce the following PDE

(5.21) Oy + LOU(t,z,p) = b(t,x, 1), U(T,-,-) =0q4,

where the operator (L¢);>0 is given by (L4). From Theorem 3.3 in [CARF1S], there exists a unique
solution U € C22([0,T) x R? x P2(R%)) to the above PDE (E.21]) given by

T
V(t,z, 1) € 0,T) x RY x Po(RY),  Ult,z,u) =E V b(s, XEH [ XEH])ds
t

Following the lines of Proposition 6.1 in [CdRFI8] we readily obtain that U satisfies the following
estimates: there exists a positive constant C' := C((HE), (HR), T, ) such that for all (¢,z, 1) € [0,T) x
R? x Py(RY)

+n

(5.22) 080, U (t, 2, 1) (v)| + |07 Ut 2, )| < C(T —1) "=, n=0,1.

From (6I1)), the map x +— 0, U(t, x, )(v) is continuously differentiable for all (, u, v) in [0, T') x P2 (R?) x
R?. Moreover, from (6.12)), its derivative satisfies

(5.23) 8,0,U (t, 2z, ) (v) < C(T — 1),

In order to apply Zvonkin’s transform, we need to investigate the quantity 82U , which, under the
sole assumptions (HE) and (HR), is out of rich with our procedure. We thus work with a suitable
approximate version U™ of U and estimate such a quantity uniformly with respect to the mollifying
procedure. To do so, we come back to the approximation procedure described at the step I of the section
For each m > 0, we are hence given the unique weak solution X*# (™) and X*## (™) of the SDEs
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(#3H) and (&6). Having such processes at hand, we then define for each positive integer m the map
(5.24) U™ [0, T) x R x Po(RY) 3 (¢, 2, 1) — U™ (¢, 2, 1)

T T
:Iﬂ/b@ﬁwwmaﬂmw%//ﬁm%wwmmmewmw@
t Rd Jt

where, according to our notations, p,, (11, t, s, x, -) denotes the density function of the r.v. XEomm) e
key point is that from Proposition Bl such a sequence of maps (U("™),,~¢ satisfies under (HE) and
(HR):
(i) U™ is in Cp>2([0,T) x RY x Py(RY)),
(ii) There exists K := K((HE), (HR),T) > 0 such that for all positive integer m, for all (¢, z, u, v, v")
in (0,7] x R? x Po(R?) x (R?)?
1+n

10, U (¢, 2, ) (v)] < K(T — )5, |20 (¢, 2, 1) (v,0")] < K(T — 1),
DU (¢, 2, 1) (0)] < K, 02U (8,2, p0)| < K (T — )5

forn=0,1,2.
(iil) Y(t,z, 1) € (0,T] x RY x Po(RY),  limppoo UM (¢, 2, 1) = U(t, z, 1),

(iv) V(t,z, 1) € (0,T] x REx Po(RY),  limypypoo (0 + L) U™ (8,2, 1) = (0 + L4)U (8,2, 1) = b(t, z, p),

along a subsequence.

Indeed, the first point follows from the fact that for any positive integer m the map (¢,x,u) —
Pm (i, t, 8, x,y) belongs to C}’2’2([0, 5) x R? x Py(R?)) together with Proposition 223 applied to the map
= b(t, x, u). The second point is a consequence of the estimates (L16), ([EIT), E24) and I0) as well
as Proposition [l which allow to derive the following estimates: there exists C' := C((HE), (HR),T) > 0
such that

107065, y, (X)) (0)] < C(t - 5)

—l1—n+n
2

=01, [9b(s,y, [Xe V)| < Ot — )71 FE
and
[Oeb(s,y, (XS] < O(t = )15

The third point follows from the fact that lim,, Wa([X2* ™, [XE#]) = 0, P2(RY) 3 p v b(t,z, )
is continuous and that the sequence (pp, (u,t, s, T, y))m>0 converges to p(u, s,t, x,y) for any fixed p,x,y
and t < s combined with dominated convergence theorem. Eventually, we can deduce from the above
estimates, from Proposition 23 (see also eq. (ZI1)) in the proof) and from estimates [I6) to (23]
that one can extract converging subsequences of (8t U (t,x, 1), LU0 (¢, x, u)) to O,U(t, z, u) and

m>0
L:U(t, x, ). Hence, relabelling the indices if necessary, one may assert that

(5.25) V(t,z,u) € (0,T] x R? x Py(R?), li%n (O + LU (t, 2, 1) = (8 + LU (t,z, 1) = b(t, z, ).
We are now ready to complete the proof of Theorem 3.8 From the chain rule formula of Proposition
21l we have
= € UM™(0,¢, ) — / ([a,mm) - 1} a) (5, X1, 11 )dWi — / [(8s + L)U™ — b](s, X, 115)ds
0

0

and from classical It6’s formula

t t
0 0
1 X . _ o
e 2 [t XL )0 s ) (02, )] s

1 ¢ . _ _
- (m) i N
5 2 j/o 8, U™ (s, X1 uNY(XD)AW .
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Taking the difference between (5.26]) and (5.27)) yields
(5:28) X{ = X{ = U™(0,&",p)) = U™ (0, €', po) + U™ (t, X, ) — U™t XY, i)

-
1 .
D /0 Tr oo™ (s, X1, p)O2U ™ (5, X1,y ) (X2, X7) | ds
i=1

_/Ot ([(’)JCU(’”) - 1} U) (s, Xas p1s) = ([(%U(m) - 1} 0) (8, X1, pN)dw?

——Z/ 0,U ™ (5, X ) (X7)dW

t
- / [0+ LOU™ — b](s, X )ds + / (s + LU — b(s, X o) ds.
0 0

On the one hand, from the estimates (i) and the boundedness of o it follows that the terms in the third
and fourth lines appearing in the right-hand side of the above identity are true martingales and that the
term in the second line of the above r.h.s. is a O(N~!). On the other hand, we have from the point (iv)
together with the estimates (i7) and the dominated convergence theorem that, along a subsequence, for
any 0 <t <T

mToo 1<i<N

(5.29) 1im{ max E[ / (95 + L)UT™ — p](s, Xz,ﬂgv)msﬂ

1<i<N

+ m_aXIE{ / 11Dy + L£)U™ — (s, Xé,ué)ms)}}:o.

Therefore, coming back to (B.28)), taking the square of the norm, summing over 4, using then Burkholder-
Davis-Gundy’s inequality and finally letting m 1 co (along the considered subsequence) give

N N
1 =i - 1 . _
NZ'XZ_XZ|21 < C{E [|U(0,£1,Mév)—U(O,fl,MO)F] +NZE[|U(tathaﬂt)_U(tathauév”Q]
=1

i=1

+% ;/O E [\([&CU —1]0) (s, X3, pts) — ([0:U — 1] 0) (s,X;,ui,V)ﬂ ds + %}

Using (5.22), (523) and the uniform Lipschitz regularity of (z,u) — o(t,z, u), we deduce that there
exists Cr := C((HE), (HR),T') > 0 satisfying Cr | 0 when T | 0 such that

N N
1 = . 1 _ . )
E[NZD@X;F] < cT{E[Wiwo,uéV)HNZEanXz|2]+E[W§<ut,utN>]
i=1 i=1
1 [ C
& i|2 2 N
+N;/o (B[IXS = X+ B [W3 (s, 13 )])ds} + 5

We now introduce ¥ := N1 vazl 5)-(2-, t € [0, 7], the empirical measure associated with the i.i.d. r.v.
(X})1<i<n. Noticing now that for all t € [0, 7],

(5.30) W3 (s 1) < 2W5H (g i) + 2Ws (g 1) < 2W5 (g, i) ZIXZ X

choosing 7" small enouglﬂ so that Cr < 1/4 and using Gronwall’s lemma lead to

N T
1 _ ) C
— Y E[|X! - X!} < Cr{E[W2(uo, pY)| + sup E[W2 (s, iy +/1EW2 & i) ds p + —.
N; [| t t|]— T{ [ 5 (1o Ho)] Ogth e H )] o [ 5 (p Hé)] N

Finally, the strong well-posedness of the SDEs [8.26) and (L2) together with the exchangeability of
(&7, W) 1<i<n imply that the random variables (X7, X7);<;<y areiid. sothat N=' S E[|X] — X}[?] =
E [|X} — X}|?]. Hence,

o ) C
sup E[|X; — X{°] <Cr {E (W3 (po, iig)] + sup E[W3 (s, i )]} + 5 < Cew

0<t<T 0<t<T

2There exists 7 = T((HE), (HR)) > 0 such that for all T < T we have Cp < 1/4.
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where we used Theorem 1 in Fournier and Guillin [FG15] for the last inequality. One may then extend
the above estimate to an arbitrary finite time horizon 7' by considering a partition of the time interval
[0,7] with a sufficiently small time mesh and repeating the above argument. Taking expectation in
(E30), one then concludes that a similar estimate holds for the quantity

sup E[W3 (ue, i )]-
0<t<T

Finally, coming back to ([5.28]), one can apply similar lines of reasonings but taking first the square of
the norm, then the supremum in time and obtain, thanks to the above estimate, for 7" small enough

T

A _ _ _ c
max B | sup IXZ—XZIQ} <Cr {E[Wf(uo,uév)] +E[ sup Wf(ut,uiv)H/ E [W3 (us, 3] dS}+N-
<i< 0<t<T 0<t<T 0

The first and third terms appearing in the right-hand side of the above inequality are handled using
Theorem 1 in [FG15]. The second term provides the rate of convergence and require the following lemma
borrowed from [BCCH19].

Lemma 5.1. Let {Y'}1<;<n be an i.i.d. sequence of copies of a process Y satisfying sup;c(o 1) E[Y|? <
400, for some ¢ > 4 and for some p > 2:

E[|Y, = Y. [P|Y, = Yi[P] < Clt—r)*, for0<r<s<t<I;
(5.31) E[|lY; - Y5|P] < Clt—s|, for0<s<t<1;

E[lY; - Yi?] < Clt—s|, for0<s<t<1.
Then, introducing the notations v := [Ys] and 7Y := N~! vazl dy:, there exists C' > 0 such that
(5.32) E[ sup Wz?(ﬁsN,ys)] < O\/en.

0<s<T
We thus derive

max E { sup |XZ —Xti|2] < C\/en.

1<i<N 0<t<T
for some positive constant C' := C((HE), (HR), T, M,(y)). Taking first the supremum in time and then
expectation in (530), one then concludes that a similar estimate holds for the quantity

E[ sup W3 (e, " )].
0<t<T

6. APPENDIX

We here collect the proofs of some technical results used throughout the article.

6.1. Proof of Lemmal[3.Jl We here freely use the notations as well as the results of [CdRF18]. Since the
arguments and the computations are quite similar to those employed in [CARF18]|, we will deliberately be
short on some technical details. For a map h : Po(R?) — R, we use the notation A, ,h(p) = h(p)—h(u')
for u, 1/ € P2(R?). First, from [CARFI]], the following representation holds:

(6.1) Oup(pss,t,2,2)(y) = Y ([amJr P9 H] ® H(k)) (1, 5,8, 2, 2) (1)

k>0
with

(6.2)  9up” (ns, 7 t,2,2)|(y) = —%(Hz-g)(/ a(v,y’,[XS‘])dvvz—w)-/ Oua(v,y, (X3 (y) dv,
1

A T
(r=s)2 (t—r)(r—s)—=

which yield the absolute convergence of the infinite series (6II). Moreover, the following estimates hold:

wls|

(6.3)  |OuH(p, s, b2, 2)](y) < K <(tr)1_ ) gle(t —7),2 — x)

(6.4) 1Bualr, o, [X2E)(w)] < (_%
(6.5) ey (royfs (X1 )] < K208

(r—s)—=
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and for any 3 € [0,1]

(6.6)
Ao H(p, s, ty, 2)| < K 1 A ! Wﬁ( Ngle(t —1),2 —vy)
Loy 4 M, S, T, 0, Y, I (tfr)l_g(rf,s)g (t77’>(7"75>55n 9 My 5 5
1
(61 1 bl XD+ 1By Oyt XD < Ky W),
r—s) 2
|A#1#'8#H(Ma S, T, tv Y, Z)(’U)|
1 1
6.8 <K = A\ - - W2 (u, 1 )g(clt — 1),z —y).
(65) {(t_r)(r_s)ﬂg (t_r)li(r_s)%ﬁ} s Yalelt =)z — )
From (6.2)), (64) and the space-time inequality (L)), one gets
/ K
(6.9) 0:10.0Y (11, 8,8, 2, 2)|(y)| £ ———79(c(t —s), 2 — )

(t—s)2
and combining ([G.3]), (€17 with the mean-value theorem

B /
©10) VI A b0 (st N S KBl gtett 90,2 ),

From (6.9) and standard computations, we derive the absolute (and uniform in x) convergence of the
series D~ (020D ® ’H(k)) (u, s,t,x,2)(y) as well as the following Gaussian upper bound

> 10205 ® HW) (. s, 8,2, 2)(y)| <

k>0

mg(e(f — ),z —x).

From ([34) with n = 1 and (G3]), dividing the time convolution into the two disjoint parts r € [s, HTS]
and r € [£2,¢] in order to balance the time singularity, we derive:

K
which yields, after some standard computations that we omit, the absolute (and uniform in x) convergence
of series Ekzo ((azp ® 0 H)® H(k)) (u, s,t,x,2)(y) as well as the following Gaussian upper bound:

K

[(02p ® O H) (11, 5,1, 2, 2) (y)] < glc(t —s),z — )

> 1((Oep @ 0uH) @ H®) (1, 5,t, 2, 2) (y)| <

k>0

glc(t—s),z —x).

We thus deduce that R? 3 2 — 9,p(u, s,t, x, 2)(y) given by (6.I) is continuously differentiable with
(6.11) 00t 5,12, 2))(y) = 3 ([0:0,5+ 0ap @ 0 H] @ HD ) (1,5, ,2,2) (1)
k>0

and satisfies the following estimate

(6.12) |02 [Oup (1, 5, 1, 2)] ()| < 7 9(et = 5), 2 — ).

(t—s)l2

From (6.17]), the following relation holds: 0;[0,p(u, s,t, x, 2)|(y) = (0:0,0+0zpR0,H) (1, s, t, x, z)(y)+
(020,p @ H) (1, s,t, z, z)(y) which in turn yields

Ay O [0ty 5,82, 2)](y) = (A 020D + Dy [02p @ OuH]) (1, 5,8, 2, 2) ()]
+ (020up @ B H) (s 5,8, 2, 2) (y) + (B 0 0up @ H) (1 5,8, 2, 2) (y)
and by a direct induction argument
A Ox[0up(pss 5,1, 2, 2)] (y)
= > (D0 0B+ D00 @ 0H)) + (0200 © Do) ) 8 HO (5,2, 2)(0).

k>0
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We now quantify each term appearing in the above series. First, from (6.I0) and standard computa-
tions, one has

W2 (u, i/
D (A 0:0,p @ HE (s, 8,2, 2)(y)] < KL’Q
= (t — S)HT

Then, from (612) and ([66), we obtain

glc(t —s),z — x).

V6 € 10,2n), [(020up © Ay H) (1s 5,1, 2, 2) ()| <

which in turn by induction yields

Z |(8958Mp ® AIMM/H) ® H(k) (Ma Sat"T’ Z)(y)| < jwf(ﬂa M/)g(c(t - S)a z = ,T)
k>0 (t —s)tt=="
From (£20) and (63), we get
K
Vﬁ € [Oa 277)’ |(AM7M’8JEP® GM,H)(/L,S,t,.T,Z)(y” < 75W2B(Maul)g(c(t - S),Z - ,T)

(t —s)ttz=n
and from (4] and (G.3)

K
VB €[0,m), [(0xp @ Ap w0 H) (18,82, 2)(y)| <

eV gt =), 2 =),

The two previous estimates imply

K
VB € [Oan)a Z |AH»HI [awp 0 aﬁbH] ® H(k)(ua Satal'a Z)(y)| S mwf(uaul)g(c(t‘ - S)a z = ‘T)
k>0 — 2

Gathering the previous estimates finally allows to conclude

K
VB €10,n), |Au w0z [0up(1, 5,1, 2, 2)](y)| < mwf(u,u')g(dt —8),2 — ).

This completes the proof.

6.2. Proof of Proposition 4.1l The proof follows similar lines of reasonings as those used in the proof
of Theorem 3.10 in our previous work [CARF18§]. We will thus omit technical details at some places
and be short on some standard computations. First remark that we already know from [CARF18| that
(5,2, 1) = P, s,t,2,2) € CH22([0,¢) x R? x Py(RY)) for all m > 1. Tt thus suffices to prove that
> Oupm (s, 8,1, z, 2)(v) is continuously L-differentiable with a derivative 8ﬁpm (4, 8,t, 2, 2)(v,0") being
continuous with respect to s,z, u,v,v’ for the product topology. We proceed by induction on m. For
m = 1, observe that pi(u,s,t,2,2) = >, ~o(P1 ® Hgk))(u, s,t,x, z), where we emphasise from the very
definition of our iterative scheme that py “and H; do not depend on the law g but only on the initial
probability measure P(9) of the iterative scheme. Hence, p p1(p, s,t,z, z) is two times continuously L-
differentiable with aﬁpl(,u, s,t,x,z)(v) =0 and (s, x, u,v) — aﬁpl(,u, s,t,x, z)(v) is obviously continuous.

Assuming that the induction hypothesis is valid at step m, we then remark that if (s,, Zn, tin)n>1 18
a sequence of [0,t) x R? x Py(R?) satisfying lim,, |s,, — s| = lim,, |z, — x| = lim,, Wa(p,, 1) = 0 for some
(5,7, 1) € [0,1) x REx Po(R?), then, from the continuity of the map [0, ) x P2(R?) > (s, i) = pm (1, 8,1, 2),
@), @R) and @J), we obtain lim, Wa([X; ™) [X75™]) = 0, where [€,] = pn and [§] = p,
so that limy, a(t, z,, (X)) = a(t,2, [X29™]) and limy, b(t, 2., (X7 ™]) = b(t, 2, (X750,
Note that the same conclusion holds for the maps %a and %b, for r = 1, 2, instead of a and b.

We next apply Proposition[2.3]to the maps (s, i, ) — pm (i, 8,t, 2, 2) € C}’Q’Q([O, t) x R x Py(RY)) and
m > a, ;(t,x,m), bi(t,z,m), for (4,5) € {1,--- ,d}?. Note that from the estimates (@I0), (EI6), @17)
and ([E24), the map [0,7) x P2(R?) x (s, 2, 1) — pm (i, 8,7, 2, 2) satisfies the integrability conditions of
Proposition 23l We thus deduce that (s, p) — a(r, z, [X;f’g’(m)]), b(r,x, [Xf’g’(m)]) € C}’2([0, 7) x P2(R%))
with derivatives satisfying

(6.13)
5

dsa(r, z, [Xﬁ’g’(m)]):/ (ia(nw, (XS () = —alr,z, (X9 ]) (@) Oopm(ps 5,7, 2 y') dy p(da’),
(R4)2 om om
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5 m 6 S m 6 S m n
0y 0a(r, X)) = [ (5l (XS ) = a0 () 9115y,

(6.14)
5 S m ! 5
[ Gt XSG —

and similarly

(rya, (X2 0N (@) 0 10upm (1, 5,72y )] (v) dy p(da’)

000, LX) = [ (bl ) — b, X)) D7 ) i),
(R4)2 om om

(6.15)
0L 10,b(r, 2, X I(0) = [ (oot X ) = 5o, EE O (0) 547,02

om

[ bl XS = b, X)) 02 0,5, ) 0) d ()
(R)2 m

As a consequence, the maps [0,7) xR x Py(RORY 5 (s, z, 1, v) — dsalr, z, [X24™]), 07[0,a(r, z, [X35 ™)) (v)
and [0,7) x Pa(RY) x R 3 (s, 11, v) = Osb(r, @, [ X2 o(m) 1), 0710ub(r, z, [ X5 x5 m)])]( ) are continuous for

n = 0,1. From (ZII) and similar arguments, we also derive that [0,r) x PQ(Rd) x (RH2 > (s, p,v) —

85 (r, @, [ X7 a3 (m)])( ),aﬁ a(r,z, [ X7 a3 (m)])(v) are continuous.

From (6.14), (€I3]), the estimates (£I6]) and the n-Holder regularity of y — s-a(t, z, u)(y), fnb(t, x, 1) (y),

we obtain

(6.16) 103 [Bua(r, &, (XS]] (0)] + 107 [0, b(?“ 2, (X)) ()] < K(r—s)”

14+n—mn
2

for some positive constant K := K (T, a,b, 6‘5 a, 5= 9_p) independent of m. We also know from [CdRFIS§]
that the derivatives 0y [0,pm (1, 5,1, 2, 2)|(y), n = 0,1, satisfy the following relation

(6.17) 0y [Oppm (11, 5,1, %, 2))(y) = (05 [0uPm] + Pm © 0 [0uHon]) @ HY (1, 5,1, , 2) (y)
k>0

with the following estimates: for all integer r and m > 1, n=0,1

14r+n—n

(6.18) 10502 18,54 (1. 5,t, 2, 2)] ()| S K(t — )" = gle(t — s),z — ),
and
(6.19) 1050 10,58 (1, 8,7t 2, 2)|(9)| < K(r—8) ™7 = gle(t —r),z — )
(6.20)

1 1

|0y (O Homt1 (1, 5,7, 8,2, 2))(y)| < K < == ) gle(t =),z —x)

7 Ttn A
(t—r)l=2(r—s)= (t—r)(r—s

for some positive constant K := K(T,a,b, 3-a, s>-b) independent of m. The estimates (618) (with
n=0and r =1), @I0) (with n = 1) and ([620) (with n = 0) together with the relation (GI7) (with
n = 0) allow to conclude that z — 0.pm (1, s,t, z, 2)(y) is continuously differentiable. Moreover, there

exists a positive constant K := K(T, a, b, %a, %b, 7n) independent of m, such that
(6.21) |020,Dm (1, 5, t, 2, 2)(y)| < K(t—s)~ 43 ge(t — s), 2 — ).

Since the previous argument is standard, we omit its proof. See also the proof of Lemma B.1] for
similar computations.

In order to obtain some estimates on 9%b(r, z,[X; &:(m) 1), O%a(r,x, [Xf’g’(m)]), we make use of the
relation (ZI1)) with A equals to b or a (component by component) Then from the estimates (€.I0]),
(621)), the uniform 7n-Holder regularity of the maps v — b(t z, 1) (v), 2 sr=a(t,x, p)(v), r = 1,2, and

the space-time inequality (L), we deduce that the followmg estimate holds: there exists a positive
constant K := K((HE), (HR),T) that do not depend on m such that

|05, , X3S ()] + 10ar, 2, (XS] (y)]

(6.22) <K {<r R ) (R 1>|azpm<u,s,t,zﬁy')(yndy'du(:c’)}



Propagation of chaos for some non-linear SDE 37

so that from the induction hypothesis
(6.23) |00, z, (X250 (0)] + |0 alr, 2, (XS M) (v)] < K (r — )72,

By the chain rule, we therefore deduce that Py(R%) 3 p = Hopi1 (i, 8,7, t, 7, 2), pm+1(,u,s rt,x, 2),
pm+1(,u, s, t, x, z) are two times continuously L-differentiable and that aﬁ%mﬂ(u, syt 2)(y) Hpm+1(u, s, t,x,2)(y),
aiﬁfé_ﬂ(u,s,r,t,x,z)(y) satisfy for any fixed 0 < s < r < t, (2,9,2) € (RY)3, y = (yl,yg) € (R%)2,
p1 € Po(R?)

, 1 t ) t )
aiﬁfnﬂ(u,s,r,t,x,z)(y) = _§(H2'g)(/ a(’Uayl’ [X;7£7(m)])(y) dU’Z _‘I)/ 8ia(v,y’, [X;7£7(m)])(y) dv
(6.24)

1 t T t t
+3 (/ dualv,y’, [Xi’g’(m)])(m)dv) (H4-g)(/ a(v,y’,[XS’E’(M])dv,z—w)-/ Oua(v,y, (X5 (1) dv
so that, by ([6.23), (616) and (LH)

(6.25) 102DY, 4 (5,7, 8,2, 2) ()] < K (r — s)" " g(e(t —7), 2 — )
and
(6.26) 102PY 4 (1, 5,1, 2, 2) ()] < Ot — 5)" 2 glelt — ),z — ).

Moreover, one has

(627) aszJrl(,u’v S, T, t? €, Z) (y) = I(y) + II(y) + III(y)a

with

t
I(y) = {_ ZH{ (/ a(’U, 2y [va’&(m)])dva e :E) Gibi(r,x, [X;7€7(m)])(y)} I/)\m-i-l(ﬂa S,T,t,l’, Z)

+
1
1) = {237 02 (a0 (ra [X290]) — a2, X240 ()
.. t
x Hy’ (/ a(v, z, [Xj’g’(m)])dv,z — :I:) }ﬁm+1(u,s,r,t,x,z)

Y —

B t
X aﬁH;J </ a’(vﬂ 2, [vaﬁgﬂ(m)])dvﬂ z = 1'> (y)}ﬁerl(Mﬂ 5,7,1,, Z)

=: 111 (y) + Ia2(y),

d t
Il(y) := {— Zbi(r, x, [Xf’é’(m)])Hf (/ a(v, z, [XS’S’(W)])CZ’U, z— :I:)

T

d

1 o t
5 D (@, [XEE)) a2, [XPEV]) HY ( [ alvs X3, 2 —x)

ij=1

X aﬁﬁm-{-l(,u/a S,T,t,ZC,Z)(y)-
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Combining the previous expression with (6.23), (6:25) and using the uniform n-Holder regularity of
x > a; ;(r,z, ;) with the space time inequality (I3]) yield

< gt =) ),
IIT) < K gle(t —r),z —x).

(t— 7’)1_% (r— 5)1_%

From the key decomposition (ZIT]) applied to the map p +— a; ;(r, z, 1) and O (s, p) = [Xf’g’(m)], the es-

timates (A1), (@I6), (@24 at step m and using either the n-Holder regularity of 2 — %ai,j (t,x, 1) (y)
or the n-Holder regularity of y — %am(t,x, 1)(y) for each term appearing in the right-hand side of

(I, we get

S m s m Z—.Tn 1
‘82 (ai,j(T,:Ta[XT*Ew( ) — ag j(r, z, [ X35 )])) (y)‘gK{' | N ] }

rT—5 (r—s)t

vl

so that, by the space-time inequality (L), one finally obtains
11} < K< ! A ! > (c(t—1) )
= c(t—r),z—x).

S \E—n" - t-nr-s3)7
Gathering the three previous estimates on I, IT and III, we get
1 1
AN

(t—r)=2(r—s) (t—r)(r—s

From (6.26]), (6:28) and standard computations (separating notably the time convolution into the two
disjoint intervals [s, 52| and [2£2, ] to balance the singularity generated by (628)) yield the absolute

and uniform convergence of the two series >, ;0 2Pl © Herl(/L,S t,x,2)(y) and Y, <o (Pms1 @

(6.28)  [0pHmia(p, s, t,3,2)(y)| < K ( )1_%) gle(t —r),z — ).

aﬁ%mH) ® ’HmH(u, s,t,x,2)(y) as well as their global continuity with respect to the variables s, z, 1, y
on [0,t) x R? x Py(R?) x (R%)2.

We then formally differentiate two times with respect to the variable p the relation p,11(u, s, ¢, z, 2) =
Dm41(fty 8,6, 2, 2) + (Dm41 ® Hm+1) (1, 8, t, 2, 2), we obtain

82pm+1(ﬂa s,t,, 2)( ) 62pm+1(ﬂa s,t,, Z)(y) + (pm-l-l ® asz-H)(u’ s,t,x,z)(y)
+ (02pmi1 @ Hng1) (1, 5, 1,3, 2) (1)

so that a direct iteration yields the following key relation

(6.29) Oypmr1(i5,6,2,2)(Y) = > _(OpPmi1 + Pmi1 @ OpHing1) @ H 1 (15,1, 2, 2) ().
k>0

From (6.25]), ([6:28)) and some standard computations, the above series converge absolutely and uni-
formly on any compact set K C [0, ) x R?x Py (R?) x (R4)2. We thus deduce that p > ppi1(p, s,t, 2, 2) is
twice continuously L-differentiable and that [0, £) xR x Py (R?) x (R?)? 3 (s, x, 1, y) — O2pmy1(p, s, t, 2, 2)(y)
is continuous.

We now prove the estimates [@.24]) to [@27]) at step m+ 1. Since their proofs are rather long, technical
and relies on similar ideas and arguments as those established in [CdRF1§|, we will not prove all the

announced estimates and will be short on some technical details. In particular, we will deliberately omit
the proof of ([£217). We start with [@24]). We introduce the two following quantities for n = 0, 1

wm(5,8) = sup / / AR5t 2 o) ()] dy (),

ye(R4)2

m(s,1) = sup / / 102 (11, 5,1, 2" ') (9) | ' ()

ye(R4)2

and prove by induction on m the following key inequalities:
m(5,8) < Con(s,)(t = 8) 7, vy (5,1) < Coa(s, t)(t — 5) 712

with Cp, (s,t) :== >, C* Hz B (4,i2) (t—s)h-Dz 7,0 = C((HE) (HR), T') being a positive constant
independent of m. This result being stralghtforward for m = 1, we assume that it holds at step m.
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We first remark that from (624), ©22)), (€I6) (with n = 0), there exist positive constants K :=
K(T, 5‘:” a, 5‘:22 a), ¢ := ¢(A), which may vary from line to line, such that for all m > 1

|05 Pmr1 (s s, 8,2, 2)](y)]
SK{(t—s 3 / // ly' — " A1) 2P, 57,2y ](y)Idy'M(dﬂC')dT}

X glc(t—s),z— x)

so that by the induction hypothesis

|05 Pm+1 (1, 5,1, 2, 2) (y))

<x{aor i [ o) ae—o.e-)

! ! t Com (5, 7) dr c(t—s),z—x
T ot ], G S ) sttt = oha )

(6.30) <K

Hence, by induction on r,

k+1
(O @ H ) (5.t 2)(9) |<KT{1+20’“HB( G )}

X (t — )~ tH3tr3 HB (g, zg) g(c(t —s),z —x)
i=1
which in turn implies

> (02 Pms1 ® HO D) (5,1, 2,2) ()]

r>0

g(t {1+chﬁ3( ) t—s)kg}g(c(t—s),z—x)
(6.31) g#{ ( ) ZCkHB( )t—s)k%}g(c(t—s),z—x).

We now come back to the decomposition (B.217) of 95 Hmy1(p,s,7,t,2,2)(y). From (6.22) and the
induction hypothesis, we directly get

I/)\erl(Ma T, T, Z)

Ly | ZHI (/ v, 2, (X34 dv, 2 x) Opbi(r,a, (X)) (y)

(1+(T—S) “Fum(s, T
(t—r)2(r—s)l=2

K(l + Cr(s,7)(r — 5)

(t—r)2(r—s)l=2

Next again from (6.16), (622]), the induction hypothesis and the space-time inequality (L)

<K

g(c(t —r),z—x)

VIS NI -

)

gle(t—r),z —x).

d ) t
|I2(y)| = ‘_ Z bi(ra Z, [X:’&(m)])aiHi (/ a(U’ 2, [X57€7(m)])dvv Z = .T) (y) ﬁm-i—l(ﬂa Ty t,l’, Z)
1 ¢ 1 2 1 P14 (0= 8" 2um(s,v))
< K|Zz|<(t—r)3(/r (U—s)lTndv) +(t—r)2/r (o— )7 dv) gle(t—r),z —x)
< K(l—i— fC U_S)Edv)g(c(t—r),z—x).

(t—r)é(r—s)l 7
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Hence, one concludes

(Lt Cufoun)lr = )% + (1 =) [ Cofsn)lv = ) o)
I(y)| < K : r ¢
| (y)l — (1577,)2(7,75)1—E

gle(t—1r),z —x)

=4 ((t —r)ll%(r - s) " (t —r)(rl— 5)1%)
x (1+Cm(s,r)(7°—s) —l—(t—r)_l/TtCm(s,v)(v—s)% dv) gle(t —r),z — ).

Wl

We now estimate II which is the tricky part of our computations. From Proposition 23] II;(y) can
be written as

11, (y { Z HY (/ a(v, z, [X35 M) dv, 2 — :I:)

7,j=1

x 02 s (r, 2, [XPE00]) = ag (2, [X26 0] | (y)}@n(u,r,t,x, 2)

{ Z Hz,g (/ v, 2, [XS,Eﬁ(m)])dv,z:c) X Jiyj(y)}ﬁm(u,r,t,:r,z)

7,j=1

where, from (ZIT)), J; ;(y) = ZZ:1 Jf,j(y) with

S m 62 S m
// s, XSO ) = D ra, [XE ) )
5,&,(m 8’ s,&,(m " "
al](r 2, [X a )])( )_ W&i,j(ﬁz, [XT’E’( )])(y)]}8y1pm(u7s7r,y1,z/)®8y2pm(u7s,r,y2,z )dZ/dZ )

/ / / s DX 2) 5, S )

2

- [5m2 ai,; (T, 2, [Xs a (m)])( ' ) — ;Waid(n% [eré,(m)])(yhm/)]}

. aylpm(,uy S, T, Z/h z ) ® aqu(H: S, T, 1",7 Z”)(yQ) ledZ” d:u(xl)y
5 s.E.(m / 0 5,6,(m
J?,j(y) = / {%alﬁj(nmv [er‘i’( )])(z ) - %ai,j(rvmv [Xr & )])(yl)
) s m ) s m
- [%ai,j(r,z, X5 (2') — %ai,j('ﬂz, (X8 )])(le)]} OvOupm (1, 8,7, 91, 2") (y2)dz’,
(6.32)
4 ) 5,€,(m) / 6 s,&,(m)
i) = [ {50 e EEUNE) = Fa e, X)) ()

(5 s,6,(m 0 s,&,(m
a’l J(r 2, [X & )])( )_ mam(r,z, [Xr’g’( )])(yQ)]}ay28Hpm(u7s7r7 y27z/)(y1)dz/7

/// 2, [XEE ) (2, /),%ai’j(rm[er,smm)])(x/’m)

S m / 62 S m !
[ ai (2 XN E ) = =i 2, XS @) |

Hpm K, 8,7, .CE y % )(yl) ®892pm(,u‘737r7 y27zll) dzl dZ” d:u‘(xl)7

//// 2 iy, XS (2" — 56—17;ai,j(r7m7 (X260 (2!, 2"

S m 62 S m
a5 XN ) — D 2, X)) 0 )
Oupm (5, 7,2, 2" ) (y1) @ Oupm (1, 5, 7,2", 2") (y2) d2’ d2” dp(a") dp(a"),
S m 5 S m
// s (2, (XN ) = 2, (X7 o)

S m 6 S m / !
s (r, 2, XSOV () = i 2, XSV @] 0,1, )y, 02) ' dp(a).

5m
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On the one hand, using the induction hypothesis and the fact that z — %am (ryz, 1) (y1), %am (ryz, 1) (Y1, y2)
are uniformly n-Ho6lder continuous, one gets

6

z—z|"A1

(6.33) S ] < KEZIUAL ) < K (s - af? A ua (s,
(=1

On the other hand, from the uniform 7-Hélder regularity of RY 5 y; +— %am (ryx, 1) (1), (RH? >

Y — %ai,j (r,z, 1)(y) and the induction hypothesis, one gets

6
(6.34) D 1wl < (T«_L
=1

s)1=%7

Consequently, combining the estimates (6.33) and ([634), we obtain

197,0)] < Kum(s,7).

_pln 1 N
639 ) <& {E g U = 9 Funs) + = s
r—s (r—s)t==

Hence, from the previous estimate, the space-time inequality (LH) and the induction hypothesis, we

deduce
K z —x|" 1
W) < ool L) (14 o) — ) glelt = 1),z — o)
t—r (T — S) (T — 5) 2

< K( ! A ! _) (14 Con(s, 1) (r — )3) gle(t — 1), 2 — ).

(t—r)l_%(rfs) (t—r)(r—s)t=2

We now turn our attention to IIs. From the very definition of H. 5] , [©22), ([616]), the induction hypoth-
esis and noticing that for any differentiable map P2(R9) > v + X (v) taking values in the set of positive

definite matrix one has 9,,(3 7" (1))i; = —(Z7 (W) B ) E"11)) i = = 2y ko (BT (10))ises O (B () ey oo (27 (1) D1 s

we get
32 [H;'J (/Tta(v,z, (XS0 5 — x)] )
(6.36)
< i { (B2 ) [ s ogfansto. = e

2,

+ (Z_:)'j + @ _lr)3> (/Tt max lau[ai,j(v,z, (X3S () dv) (/Tt max ’aﬂ[aiyj(v,z, [X56:(M1])] (yo)

cx(lzel L 1Y oD Culs ) - o) dv)
(t—T)Q t—r (r—3)17§
so that, from the space-time inequality (IH]), we clearly deduce
sz a— 2\ L+ (=) [ Cnls,v)(v—5)F dv)
(t—r) (t—r) (r—s)t=2

ul - [ 2 —-r),z—x
< (tfr)lfg(rfs)lf%(l—i_(t_r) /TCm(s,v)(v—s) dv) g(c(t — 1), )

1 1 [ ot
SK((tr)l—g(rS)A(tr)(rs)1_ )(1+(t—r) /Tcm(s,v)(v )2 dv)

x g(c(t—r),z — x).

dv) }

gle(t =),z —x)

wls

Hence, gathering estimates on II; and II,, we get for all y € (R9)?
1 1 ‘ n
II <K A 1+t—r71/Cms,v v—35)2 dv
0 < K (g A ) A+ -0 [ Gl = ot a)
x g(c(t—r),z — x).
Finally, from the relation (624]) with r # s, and the estimates ([G.I6) and ([6.22), we get
(6.37)

aiﬁmﬂ(,u, st 2)](y)] < ﬁ (1 +(t—r)t / Con(s,0)(v — 5)? dv) gle(t —r),z — x)




42 P.-E. Chaudru de Raynal and N. Frikha

so that
i)l < K ((t _ r)11g (r—s) A = r)(rl— s)lg) (1 +(t—r)"t /Tt Cm(s,0)(v —5)2 dv)
x glc(t—r),z —x).

Gathering the previous estimates together, we finally obtain

2 s,rt,x, 2z 1 1
e e (= (e R e e )
(6:38) <14 s, =9 + (-0 [ Cnls)(w -9 adl

x glc(t—r),z —x).

Now, our aim is to establish an upper-bound for the quantity p,,+1 ® aiHmH(u, r.t,x,z)(y). The
estimate (G38)) allows to balance the singularity in time induced by aﬁ%mH. Indeed, assuming first
that 7 € [s, £52], one has ¢ — r > (¢ — s)/2 which directly implies

/ |pm+1(ﬂa 57,1, y/)| |63Hm+1(:ua 5,7, tv yla Z)](y)|dy/
K
T (t—s)(r—s)"z

x g(c(t—s),z — x)

(1 b Co(s,r)(r — 5)% + (¢ — 5)~L /: Con(5,0) (0 — 5) dv)

so that

18 YO Hoa1 (1, 5,78,y 2) (y)|dy' dr

(u
< i B(l’?_)ﬁ L (C’"(s’” i} atett - ). )
\

r—s)l—n

Then, assuming that r € [£52,¢], one has r — s > (t — s)/2 so that

/ |pm+1(ﬂa $7,, y/)| |63Hm+1(:ua 5,7, tv yla Z)](y)|dy/

- (tS)(tK S+ Onlson)(r =) +(tr>1/: Con(5,0) (v — 5)* d)

% gle(t — s,z — )
which in turn, by Fubini’s theorem, directly yields

t
/5+S /|pm+1(,u,s,r,x,y')”@i?—{mﬂ(u,s,r,t,y',z)](y)|dy'dr
2

_ K L (14 Cul(sr)r—)E 4 (t— / (v —5)} d)d
CtesJue (t-)ttd mAS AT r) (v—5)% dv)dr
x g(c(t —s),z — )
B(1,12 t
SK{ g , 1 / C(s, }g PR
(t—s)t"2  (t—s)2J)s (t—v)'"2(v—y5)

gﬁ{B( )—i—ZCklﬁB( (t—s) %} c(t —s),z — x).
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Gathering the two previous cases, we clearly obtain

|pm+1 ® aiHm-l-l(Ma 8,4, @, Z)](y)|

(6.39) <L ( )—i—ZCklﬁB( ) (t—9)%2 | g(c(t — ),z — x)
: < G L 9 :
so that
S P @ 02 Hon 1)) @ HOL (15,82, 2) ()]
r>0

2

(6.40) < (t—% { ( ) ch H B (— z—) (t— S)k%}g(c(t $),z — ).

The estimates ([6.31]) and ([6.40) together with the representation formula ([6.29) imply that there exist
two constants K, ¢ (independent of m and C) such that

|05 1 (1. 5,1, 2, 2) (y)]
k+1

(6.41) g(t_%{ ( )+ZCkHB( )t—s) %}g(c(t—s),z—x)

so that, by the space-time inequality (LH)

umﬂ(s,t)g#{ ( ) chfﬁ]g( )ts)k%}

and similarly,

K TN\ N kT o (7T 0
Um+1<8’t>fm{B(m)+;0k}13(§”§)<t—3>k2}-

Since the constant K does not depend either on the constant C' appearing in the definition of Cy, (s, t)
or m, one may change C' once for all and derive the induction hypothesis at step m + 1 for u,,4+1 and
Um+1. From (641 and the asymptotics of the Beta function, we also conclude that ([#24]) holds at step
m + 1. This concludes the proof of [£24) for all m > 0.

In order to obtain (£25]) we proceed in a similar manner. To lighten the notations, we introduce the
quantities

, 2 m , ,t, /7 "
um(S,t): sup // "n_ /|77/\1)| w1 O (:L S /SC Y )(y)| dy”u’(dz’),
(Y, 18 )G(R(‘)ZX(’P2(1R"’))2 W W (i, 1)
A 4 m ,S,t,l’ ) "
Om(5,1) = sup //' e O 5,6 YV
(Y1, ) ERD X (P2 (R))2, i ps W (s, 1)

for a fixed o € [0,7). Here and below we will use the notation A, v f(n) = f(n) — f(¢') for a map
Po(RY) >y~ f(u). We prove by induction the following key inequalities:

U (5,1) < Cr(5,6)(t — )" F27D  and  v,,(s,8) < Cpa(s, ) (t — 5) ¢

7,

with Cyn(s,t) = S0, C*[IF, B (2,252 4+ (i — 1)2) (¢t — s)*~D2. The result being straightforward
for m = 1, we assume that it holds at step m. We recall from [CARF18] the following estimates: there
exist two positive constant K, ¢ such that for all m > 0 and for all a € [0, 1]

WOt , I
(6.42) B t:2,2)| < KL gl = )2 )

|A#,#’Hm+1(ﬂa 8,7, tv Y, Z>|

1
6.43 K . = ¢ Wa(p, 1) g(e(t —7),2 —
(6.43) < {(tr)l_ 7/\(t—r)(r—3)T} (1) gle(t —7),2 —y)
and, for r = s

vls| =

(r—s)

WOt
(6.44) Va € [0,7), |AH,HIHW+1<u,s,t,y,z>|SKQS()%g( ot - 8,2~ y).
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We now claim: there exist two positive constant K, ¢ such that for all m > 0,

(6.45)

1 1
2~ W /
Va € [0577)7 | Mo #perl(/L,S,T,t,SC,Z)(y” <K 2 (u’#) <{ (t S)1+a n {7‘ s} (7" S)lJra;n 1{7‘>s}}

t

by [ s g(ete 1) - o),

In order to prove the previous estimate, we make use of the following decomposition derived from

6:24):
A OaPmr (5,7, 8,2, 2) (y) = 1y) + (y) + M(y) + 1V (y),

with
11(y) i= — 5 (H.9) (/t a(v, 2, [Xﬁ’g/’(m)])dr,z—x) ./Tt Ay 3P, 2 (X)) ) o,
; (/t Dualv, 2, [X2E0M]) (o) dv)TAM,Mr(H4.g) (/Tta(v,z, X360\ gy, 5 — ;1:)
[ duato,z i ) a
IV (y) ﬂ(/ Dyalv, z. [XS’E’(m)])(yg)dvf(H4.g) </Tta(v,z, (X5 g >/ Byav, 2, (X)) (1) do

- (/t dpalv, 2, [Xi’gl’(m)])(yg)dv)T(H4.g) (/t a(v, 7, [X575’7<m>])dv)/r Dua(v, 2 [X3E)) (1) do]

I (y) :

From Proposition[Z3] if A admits a bounded linear functional derivative 2 $ h such that y —h(m)(y)
is uniformly n-Hoélder continuous, then, for any m > 1 and any « € [0, 1]

[A((XS0]) = h(X )|

’/ /nw sl )>( Nom (s 8,72’ ') dy' (e — p')(d') d/\‘

g m
(646) + ‘ / /]R'i)Z 5m ))(y’) - %h(eg\ﬁr))(x/))Au,u'pm(,u,S,T, .”L'/,yl) dylﬂl(dl‘l) d)\‘
W.
S K {(Q(%M_Z =+ /(]Rd) (|y’ _ :C/|77 A 1)|A“me(%577"750/,y/)|dylu'(dx’)}
r—S) 2 2
< g Ve 1)
T (r—s)

where we used (6:42) and the fact that @’ — [o. 52 h( @g\n?)( NVom (i, 8,7, 2"y ) dy’ is a-Holder with a

modulus bounded by K (r — s) “ for the last but one inequality.

Hence, from ([6.22)) and (#24) (with a constant C' independent of m), one concludes that ([G.23]) holds
with a constant K independent of m so that from the mean-value theorem and (6.46]) applied to the map
w— a(t, z, u) there exists a constant K := K(T,a,b) independent of m such that

K ¢ S m S ! m ! - 5
M1 < s [ el 02 (XSO — a0 XDl do [ 0= 9 duglett =),z — )
K bW (s ! 1 142
T AL (O L T e L e
. 1 1
< KWy (:uaMI) {m 1{7«:5} + ml{r>s}:| g(C(t —7),z— .T)
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for any « € [0,1]. Thus, from the identity (2IT]) and the estimates (6.46]) applied to the maps %am,
%ai,j, #E20) and @210, skipping some technical details, for all a € [0,7), we get

(6.47)

07 a(v, 2, (X34 ™)) (y) = Da(v, 2, X)) (y)]

WOL , i
<K {% o 8 = A DA% 0) dy’u’(dﬂf’)} .

We thus obtain

[e2 / « /

(t —s)1 55" = (r — )it {r>s}

1
t—r

t
4 / / (I — 2" A1) Ay zpw,s,v,xzy')(yndy'u'(dz’>dv} gle(t — 1),z — ).
r (Rd)?

From (6.16) (with n =0) and the mean-value theorem with (€.46]) (applied to the map a; ;),

IIII(y)| < Kv‘g(u;)/é’) /Tt ( L duut ﬁdvrg(c(t—r),z—x)

1;75)7 =
1 1

a—37 1{7":5} +

SKW;(MM){W

———— 1y ¢ 9le(t —7),2 — x).
= {>}} (c(t =) )

From similar arguments as those used to establish (6.47), we get

« li
(6.48) Va € [0,1],  |0ua(v, 2, X3S M))(y) = dualv, 2, (X3 (y)| < K(Wz‘(%m
v—8) 2

which in turn yields

W (i) [* 1 tl R
Wl K [ [ dvatett -z )
1

o 1
< KWt (u, 1) {ml{r_s} + ml{os}} gle(t — 1),z — ).

Gathering the previous estimates completes the proof of ([6.45]). As a consequence, from the induction
hypothesis, we directly get

|A,u”u/ zﬁerl(,u'v S, t? xz, Z)(y)|

1 1 t Con (5,7 X
: K{u E=Rt=r] (r’s>5+%)ndr} WE (o ) clt — 5), = — 2)
_ s i

2

K Cw m I .
< {r (30 e e (3250 - v -
x W3 (p, 1) gle(t — 5),2 — x)

which in turn yields

Z |Au,u’ iﬁm-{-l ® H(mrzrl(:ua sty @, Z)(U)|
r>0

(6.49)

k+1

SK{B (g,”QO‘) +;ck1:[13<g,¥+(i1)g) (ts)kg}%g(c(ts),zz).

t—s)tt™

From (6.21)), we easily obtain the following decomposition

3
Aﬂ#/ﬁiHerl(u,s,r,t,y,z)](v) =A+B+C+D+E= ZA1+Bi+Ci +D; + E;
i=1
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with

d t
Ay = — Z Amuzaibi(r,y, [er,g,(m)])](v) Hi (/ a(v', z, [Xj,’é’(m)])dv/7 z— y) Dmt1(it, 8,75, Y, 2),

i=1

d t
A== D (X0 Ay ([l XN ) B,

i=1

d t
Ag ==Y Opbi(ry, X750 (v) Hi ( / a(v', 2, [X55 M’ 2 — y) Ay Prntr (18,7, 1,9, 2),
i=1 r

d t
1 s m s m 1,7 € ~
Bii= 5 Z AIMN’ [ai[ai,j(r7y7 [XT’E’( )]) - ai,j(rv 2y [Xryéy( )])”(’U)HQJ (/ a(vl7 Z, [Xj/ﬁ (m)])dvl7 z = y) pm+1(ﬂ7 s, 11,9y, Z)7
r

ij=1
1 o ¢
Bo = 237 BRlaus (roy, (X2 0] — a2 X D () A, T ( JRCEN S T y) Pt (13, 7,,9, 2),

i,j=1

d t
1 5,8 (m s,¢" (m 1,7 s, /, m ~
By =5 > Oplaiy(ry, (X)) —aiy(r, 2 (X)) (0) Hy? < / a(v', 2, [X 5 H)dv’xy) By D1 (15,7, 2),

i,j=1
d ¢
C:=— Z A, bi(r,y, [er,.g,(m)]) GEH{ (/ a(v', 2, [Xj}g’(m)])dv/, z— y) (V) Prmt1(p, 8,7, 8,9, 2),
™

i=1

d t
C2 = Z bi(T7 Y, [)("rs’.E ,(m)]) AIL7IL’8;214H{ (/ a(vl7 2, [Xj/’g’(m)])dv/7 z = y) (’U) 5m+1(M7 S, T, t7 Y, 2)7
i=1 r

d t
Csi= = bilr,y, X2 V) L Hi (/ a(v, 2, [X3 M )dv', 2 — y) (0) Ay Pmr (s 8,7, 1,9, 2),

i=1

d t
1 s m s m 1,7 s5,€,(m ~
Dy = 5 Z AM,M/ (ai,j(ryy: [XW"E’( )]) - CLZ‘,]'(T',Z, [Xryéy( )]))aZHQJ </ a(vl7z7 [leé ( )])dvlvz - y> (v)pmﬂ(,u,s,r,t,y,z),

i,j=1

d t
1 / , o R
Ds = 5 g (ai,j(Ty% [Xf’g ’(m)]) = ai;(r, 2, [Xf’g ’(m)]))AM,N’a;QLH;J (/ a(v/v 2, [Xj;g’(m)])dv/7z - y) (V) Pmt1(p, 8,751, Y, 2),
i

ij=1
1 ‘
D3 := 3 Z (ai,;(r,y, [Xf’5 ’(m)]) —a;,;(r, 2, [Xf’5 ’(m)]))aiH;’J (/ a(v', z, [Xj,’é ’(m)])dv/,z — y) (V) A Pmt1(p, 8,7, 8, y, 2),

i,j=1

E;:

d t
=3 Ay [pitrg X ( / a(', 2, [X3E v, 2 — y) | 0imss (5,79 2) 0,
i=1 r

d t
1 .
Boim g 30 B (005 D50 = i 2, X240 ) 13 (/ v, 2 (X a2 - y) ]
”

ij=1
X afbﬁm+1(u7 s, 7, t, Y, Z)('U),

d ¢
Es = {— Zbi(r,% (X260 oY (/ a(v', 2, [Xj}g’(m)])dv/,z — y)

i=1
i,j=1

X A}L,M/aiﬁm+l(u7 $,7,4,Y, Z) (U)

N | =

d
+

t
(a0 roy XS0 = i (2, [X250V)) ) 32 ( [t s xzs s - y) }
™

e Estimates on A:
Similarly to (6.47), we get

s m WDL , i
Ay 02 i (r,y, [X29 M) (0)| < K {(7‘—23% + /(Rd)2(|y’ — &[T A D) Ay Bapm (1, 5,7,y ) () dy'ﬂ’(dx/)}
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so that

K 2 > Nagle(t —7r),z —
T Ol B e el 1) )

For Ay, from the mean-value theorem and (6.46]) (applied to the map a; ;), for any « € [0,1]

|Aq] <

t
At / 0@, 2, [XS A 2 = y )P (15,7, 1y, 2)

K ¢ S m S ! m
< GoF . maclass (2 X)) — a2 (XS Dl glelt = 7). 2~ )
Wa /
< KU gieft ).z )

(t—r)z(r—s)z
which combined with ([6.23)) yield
W3 (4, 1)
(t—r)i(r—s)TE7
For As, from (6.46) (applied to the map a; ;) and the mean value theorem, one similarly gets
W3 (s 1)

(r—s)" ="

vae[oﬂ]‘]ﬂ |A2|§K g(c(tfr),zfy).

(650) Amu’ﬁm‘i‘l(ua S, T, ta Y, Z) S K g(C(t - 7"), zZ— y)

which in turn, with ([@23]), directly imply
W3 (. 1)
(t—r)3(r—s)lt2n
Combining the previous estimates, we finally obtain
K 20

e (L+ Con(s,7)(r = 5)7) W5 (1, 1) gt = 1), 2 = ).

—r)2(r—s z
e Estimates on B:

For By, we employ a similar decomposition as for A, ., 95bi(r, y, [Xf’g’(m)])(v), namely from (ZIT)) we
write

Vae0,1], |As] <K

gle(t =r),z = y).

|A| <

7
Ay O fai i (ry, (X9 = ag (r, 2, (X9 (v) = DT,
=1
with

52 52
T‘1~ — A /|: { i Xs,g,(m) AN i Xs,g,(m) ron }
it [ {mons o B ONE ) — et SO )
‘avlpm(yﬂ S,T,V1, Zl) ® 8v2pm(l1/7 S, T, V2, Z//) dZ/ dz//i| )
T.2. = A ,[ {ia, '(7“ y [Xs,&(m)])(zl Z//) . iai '(T 2 [XS,ﬁ,(m)])(z/ Z”)}
2,7 oy b (Rd)g (5')’)’7/2 5] PRl T I (5m2 sJ [} r 9’
D115, 01, 2) © Dyp gt 3,7, ) (v2) d2' 42 (),
6 S m 6 S m
TiBaj = AH,H’ |:/ {%aiaj(n:% [Xryéy( )])(zl) - %ai,j(ﬁ,% [Xryéy( )])(z')}&,laupm(m&n v17zl)(v2)dzl:|7
Rd
6 S m 6 S m ! /
75 = Ay [ [ {gomass i XS DE) = 2 (K D) 0B ) 00) 0
Rd
1= A [ [ e SN ) - D (x2S 2 )
¥ Myl (Rd)z (57’)’12 I\ I T ) (5m2 VAR T )
Bupm (1, 5,72, 2 ) (01) ® Ovypm (11, 8,7, 02, 2") d2’ dz” du(m')} ,
1= A [ [ e SN ) - D (x2S 2 )
2y Myl (Rd)4 (57’)’12 I\ I T ) (5m2 VAR T )
‘aﬂpm(yﬂ S, T7 ml7 Z)(’Ul) ® 8upm(M7 S, 7“7 x//7 Zl)(UQ) dZ dZ/ du(l'”) dlj’(x/)i|7

0 s m 0 s,&,(m ! / /
T = B | /() {500 (o (XSO = Sy 2, XSV E) | 0 5.7, 2)(0) d2' e,
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As previously done, we quantify the contribution of each term in the above decomposition. We remark
2
that if h is the map a; ;, %ai j or 66_2‘11' j then by the mean value theorem, one has

B (X E0) 2= G (XS0 ., [5€)
/ /]Rd _h T Y, 7‘)\)( )(pm(/j/asaray/) —pm(,u/,s,r, y/))dy/ dA
/ / O 5, @) () Pt 5,722 7) — D 5,727 i () dA
Rd)? om

/.éd h(r,y, O, ) (Y )P (1, s, m, 2" y') dy (p — ') (d”) dX

where we used the notation G(m) AXSSM] 41— /\)[Xf’gl’(m)]. On the one hand, the uniform
n-Hélder regularity of y — s> h(r y, 1) (y), @E20) and @EIQ) yield
WOL /
(O51) 1 prhlr 3 (K35 = bl XS] < LWl ) < Ky )
r— r—s)%
if Wo(u, ') < (r — s)2. Hence, from the previous argument and (Z200)

W (k')

( )1+“

if Wa(u, i) < (r—s)2. The previous estimate directly follows from the uniform 7-Hélder regularity
of y — 5‘7522(1”( Y, [X o (m)])(z’) and (ZI0) if Wa(u, ') > (r — s)2. On the other hand, from (G.46)
applied to the map 6m2 a;; and (E20), we also get

721 < Kly — 2|

W (s 1) _
(r—s)

Combining the two previous estimates with the space-time inequality (LH), we thus deduce

T, ]|<K

t
Vo € [0,1) P ([ ' s a2 <) B (i)
(6.52) <K ! A ! WS (1) gt — 1), 2 — )
: 7 = o , c(t—r),z—1y).
a (t—r)2(r—s)'t2 (t—T)(T—S)lJrT 2 UL H)g 4
We proceed in a completely analogous way for 77 ], e ,Tfj. Skipping some technical details, we
obtain

. t
Va € [0,7), ]ZT{ij;J < / a(v', 2, [Xi“’”)])dv',zy) Bt (1, 8,7, 4,7, 2)

L L > Nglelt —1),2 —y).
(653) < K{(t_r)l—%(r_s)l-i—% A (t—?“)(?“—s)lJr%}WQ (H7M)g( (t )a y)

In order to handle TZJ», we make use of the decomposition TZJ» = T:jl + TZ}Q + TZ}S with

5 5 m 6 S m
TZ}'I = /(]Rd)2 AIMM’ {%al}j (T, Y, [X;@( )])(zl) - %al}j (T, 2, [Xr’é’( )])(zl)} aipm(:u’ 5,7, .”L'/, Z/)(U) dz' d:u(xl)a

0

5 S 4 m S ! m
Ty = /(Rd)z{%ai,j(ﬁ% (X € )])(Z’)*%ai,j(hz, (X e )])(Z')}Au,w Dy 5,7, 2, 2" ) (v) d2 dp(a'),

0 1) /
T = /( o Um0 XN ) = s 2 XD E | O, )0 'l = ) )

From ([@24]), the n-Holder regularity of x — %am(r, x,1)(z) as well as similar arguments as those
employed to handle Ti{ ;» one gets
— oyl
77 < KV e ),
| 1,] |— (T‘_S)1+an W2 (u’#)
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Using either the n-Holder regularity of x +— %am (r,xz,u)(z) or the n-Holder regularity of z +—
s (r, 0, 0)(2), we gt

7757 < K Az = yl"om(s,7) A (s,7)} Wi (s ).

From the representation formula (629)) and standard arguments that we omit, one obtains the a-Holder
regularity property of = +— aﬁpm(,u, s,t,x, z)(y) with a modulus independent of m, namely

|z — a'|

|aipm(,U/,S,t,£E,Z)(y) - aipm(,u,s,t,x' z ( | < Kﬁ
(t—s)'*

{g(c(t = 5),2 — ) + g(c(t — 5),2 — )}
which in turn implies that the map
’ 0 5,&",(m) / 0 5,&",(m) / 2 / rot ’
x = Rd{%ai’j(r’y, [Xr’ ’ ])(z)—%ai,j(r,z, [Xr7 ' ])(z)}@upm(,u,s,r,x,z)(v)dz
is a-Hélder with a modulus bounded by K|z — y|"(r — s)~'+*3" for any a € [0,7). We thus conclude
7,3 |Z - y|77 o
|ng | < Ki(r _ S)1+% W3 (s ).

Gathering the previous estimates and using the space-time inequality (1)), we get

o t
Vo [0.n), |77, HE ( [ atw s X pan s - y) Bt (9,7, 2)
1 U (8, 7) U (8, T) o ,
(6.54) < K{(t—r)lg(r—s)H% + -1 N We' (i) gle(t =), 2 —y).

From the preceding computations, we finally obtain

1 1 um(,m) () a(y o)
|B1|<K{{ ) g(rfS)H%/\(t—r)(Tfs) }+{ t—r A(tr)l‘%}}%(”’“)

x g(e(t )

L 2 o /
K{( rfs“r A(t—r) “2(r—s)its }(1+C( r)(r = s)2 )Wy (s 1)
x g(c(t — —y).

for any a € [0,7). For By, from ([6.35) (bounding (r — §)'~ 2w, (s,7) and (r — s)v,m(s,7) by a constant
K independent of m), one gets

659 1oRlons s (X2 ) — s LX) < 1 { U T }

and, by the mean-value theorem, the space-time inequality (LH) and (G.46) (applied to the map a; ;)

t
[y Hy? ( [ atw bz av - y) P (po7.1,9, )|

(6.56) < % maefag 5 (v, 2, [X5E0V]) = ag s (0,2, (X0 do g elt — 1), 2~ )
< K(t _Vfiiﬂ_#;))¥ g(elt—=r), 2 —y)
so that

IBQISK{|(Zy|77A 1 }( ML) g(ett ).z~ )

r—s) (r—s)72 t—r)(r—s) 2

1 1 a Nalelt —r). » —
SK{(t—T)(T—S)lJan/\(tT)l—g(rS)1+%}W2 (Mau)g( (t )a y)




50 P.-E. Chaudru de Raynal and N. Frikha

For Bs, from (650), (6.55) and the space-time inequality (3]), we get

. 2 — y|n W (. ')
IBs| < K{(t—r)(r — )12 " (t—r)(r— 5)} (r—s)="

gle(t —r),z —y)

. ! > ! C\t —T),2 —
: K{<t—r><r—s>1-ﬂ ! <t_r>1g(r_s>1+¥}w2 (s 1) 9(elt = 1), 2 = ).

Gathering the previous estimates on By, Bs, B3 and using the induction hypothesis, we finally deduce

1 1 um(s,r) Um(sar) a /
|B|§K{{(t7’)(rs)1+a2n /\(tr)l_%(Ts)H%}—’—{ : }} Wi )

t—r (t—r)l_%
xg(e(t —r),z —y)

<K

1 1 )
- — Cr(8,7)(r — 8)2 YW (p, 1’
{(tr)(r — ) " (t—r)=%(r—s)l+% } (14 Crm(s,r)(r — )2 )W3" (1, 1)
X g(C(th),ny»
e Estimates on C:

For Cy, from (6.46]) applied to the map u — b;(r,y, 1)

W(X , li
(6.57) Vo€ [0,1],  |A,ubi(r,y, [X26))| < LAY )

(r—s) ="

and, similarly to (6.38])

pﬁﬁ(luwﬁ¢ﬁémmmﬁ—y)@ﬂ

|Z _y| ' S m
- K{<tr>2 max |9 foa (0, 2, XISV (0) | do
|z —yl

=/ a9l (0,2, (X))

) ([ s [l (0,2, (X))

dv) }

(6.58)
1z =yl

t—r)r— 5)1_% .

Combining both estimates and using the space-time inequality (3], we obtain

0 < K U gtelt )2 =)

We now make use of (6.47) and (6.48) as well as the mean-value theorem and the induction hypothesis

t
MﬂgK{ 1

5,6, (m— W3 (p, 1!
ot ), e G, XS0l 2 11)

v’
T

= [ s,0)(v — s)? dv’ > Nale(lt—71),z —
S PR Y = <1+(tr) [ Cntsoo -9t )W2 () glelt=r), 2 =1,

For Cs, from (6.50), (6.58]) and the space-time inequality, we obtain

a / t
Cal < K~ VT Eu ’_Ms)> = [ max(@as (0,2, O @) gleft =), - )
W3 (p, 1)
(t—r)3(r—s)it5-n glelt =)z =y).

Gathering the previous estimates on C;, Co and Cs, we thus conclude
K -1 k ] / a l
ICl < ; = |1+ (t=7) Crn(s,v)(v —8)2 dv’ ) W' (p, 1) gle(t —7),2 — y).
(t—r)2(r—s)t = r

e Estimates on D:
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In order to deal with Dq, we first remark that from (G.51) and the computations shortly after, distin-
guishing the two cases Wa(p, p') > (r — 5)2 and Wa(p, p') < (r — s)2, we get

s,&,(m s,&,(m |Z — y|77 a
Va € [07 1]7 |A#1#/ (a’i,j(rvya [Xrﬁgﬁ( )]) - ai,j(T, 2, [Xr7§7( )]))| S Kmm/é (,LL7M/>

From (6.44]), we also get
W (s, 1)

Va € [0,1],  [Apuwrai;(r,y, (XSSO + Ay wai, (r 2, XS0 < K( )=
r—s) 2z

Gathering the two previous bounds, one obtains

(6.59)
z—y|" 1 o
ol }Wz (s 1)

a—n

Va € [0, 1], A wlaii(ry, XTSf,(m) —ai ;(r, 2, XTs,g,(m) <K _
01,18y (a3 XS 2, XD | < K S i A o

Moreover, from ([G.36]) (bounding C,, by a constant K independent of m), one has
K

}aﬁH;J (/ a(v', 2, [Xs,i,(m)])duf’ z— y) (V) D1 (1t S,r,t,y,z)‘ < — glc(t —7),2 —y).
r (t—r)(r—s)l=2

v/
The two previous estimates and the space-time inequality (LH) thus yield
1 A : WE () gelt — 1), — )
= , ct—r),z—y).
(t—r)l=F(r — st (t—r)(r—s)t5 [ 7 o Y
f: a(v', z, [Xi}g’(m)])dv’,z — y)(v) in a similar way as we did for

Dy < K{
For Dy, we handle AMW@ﬁHé’j(
A#,MﬁﬁHli(f: a(v', z, [X55 ™)) dv', 2 — y)(v), that is, from the mean-value theorem, (GA7) and (GAR),

skipping some technical details, one gets

1 t
Dy| < K ——mF— max
ID:| < {(t—r)Qg/r irj
K

8,6,(m— Wt (p, 1!
B B 0, 5 I + E _ ;)H% } gle(t =r),2 —y)

a—n

RS TN
To deal with D3, we employ (636]) (bounding C,,, by a constant K independent of m), the n-Holder
regularity of x — a(t, x, 1) (combined with the space time inequality (LH)) and (650). We obtain

(1 + (- /Tt Cn(s,0") (v = )% dv’) W3 (1) g(e(t = 1), 2 = y).

n

L e )

D3| < K

Gathering the previous estimates on D1, Do and D3, we get

1 1 -1 ‘ ’ I _ g 2 v
Il < C{(tr)(rs)l‘”/7 : (tr)l_g(rs)l‘f‘%} (1-1—(15—7“) /r Cmle,v){ )*d )

x W3 (s 1) ge(t —7),2 = y).

e Estimates on E:
For E;, we proceed as for the previous terms. To be more specific, from ([G.57)), the mean-value
theorem and (G.46) (with h = a; ;) as well as ([6.37) (note that one may bound the constant C,, by a

constant K independent of m), we have
Wi (p, 1)
(t—r)2(r—s)lts—n glelt =),z —y).

For Eg, from (G31Y) on the one hand and (631) as well as ([G.56]) on the other hand, we get

. . _W}Wﬁ‘(u,u’)g(dtr%zy)-

[Ei| < K

a

o] < K { (t — )13 (r — 5)1+ 7" " (t—r)(r—s)'t3

For the last term E3, from (G.45]) and the induction hypothesis, one obtains
K -1 ! / / 1 1 « /
L+ (t—r) Crn(s,0")(V" = 8)2 dv" | W5 (p, 1) g(e(t = 1), 2 — y).

|Es| <

a—n

(t— 7’)1_% (r—s)lt=2
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Gathering the previous estimates, we finally deduce

K
(t —r)' =3 (r — s)1+ 2"

We now collect all the previous estimates on A, B, C, D and E. Using the fact that v’ — Cp,(s,v’) is
non-decreasing, we finally obtain the following bound

|Ap,p’aiH’m+1(Ma 5,7, ta Y, Z)(U)|

1 1 1 t / I 2 '
S K{(t —T)(T — s)lJr% A (t —r)li%(T _ S)lJF% } (1 + t—?“/r Cmﬁn(S,U )(’U ) d >
x W3 (n, 1)g (et = 1), 2 = y)

which in turn, after a space-time convolution with p,,11 (separating the time integral into the two disjoint

t+s

parts [s, 2] and [1£2,¢] as we did before), implies
From standard computations, we deduce that the series ), (pmH ® Au”u/aszJrl) ®7—L7(:Zrl (1, 8,t, 2, 2)(v)

|E| <

(1+@-n | O )0 — )} ') W (b (et = 7). ),

|pm+1®Au,u/asz+1(u’ 57 ta [ZZ', Z)(U)|

<K& (p(hn=e +i0kk+lB DO 1)) - )t
T (t— )ttt 2’ 2 2 2 2

k=1 1=1
x W3 (p, 1) g(elt = 5), 2 — ).

(M5

converges absolutely and uniformly with respect to s, z,v on any compact set K C [0,¢) x R? x (R)2.
Moreover, there exist constants K := K((HE), (HR,),T), ¢ := ¢()\) > 0 such that for any a € [0,7)

Z ’(perl ® A#,#’aiHm+1) ® ”Hﬁ,’jll(ﬂ, s, t,x,2)(v)

k>0

m k+1
(6.60) < (t—s)%% {B <g, 77204> Jr;CkgB <g,¥ +(’L'* 1)3) (ts)kg}
x W3t (p, 1) g(c(t — 5), 2 — ).

From (6.43)) and (£24)) (at step m + 1), separating the computations into the two disjoint intervals
[s, 2] and [2£2, ] to balance the time singularity, we get

(ts)%%_” Wi (p, ') gle(t — 5), 2 — x)

|((92pm+1 & Au,u/%erl)(Ma s,t,x, Z)(v)| <
so that

K
(6.61) Z [(O2Pmt1 ® Ay Homg1) ® HO L (s, 2)(0)] < (DR W3 (p, 1) gle(t = 5), 2 — x)
k>0

for any o € [0,n). Similarly, from the estimates ([@.42), (638) (bounding Cy, , by a constant K inde-
pendent of m), separating the time integral into two disjoint intervals as previously done, after some
standard computations, we get

K [e3
APt © O Hon1 (s 5,8, 3, 2) ()] < st E W3 (s 1) g(c(t = 5), 2 — @)

(t—s
which in turn implies
K

(6:62) 321 AP @0 1) & HL Gossts 0 2)0)] £ gy WS (o) glelt = 9), 2= ).
k>0

If we differentiate twice with respect to the measure argument the relation P41 = Dimt1 + P+l ®
Hy+1, we obtain aipm_ﬂ = 8ﬁﬁm+1 + Pmt1 ® aiHmH + 6ﬁpm+1 ® Hm41 so that
A#a#' iperl(Ma S, tv €z, Z)(”) = A#v#/ zﬁerl(,u’v S, ta xz, Z)(’U) +DPm+1 @ A#v#/aszJrl(,uv S, ta xz, Z)](”)
+ Au,u’pm-i-l ® aszm-i-l(:ua EN Z)(U) + azpm-‘rl ® Au,u’Hm-i-l(Ma s, t,x, Z)(U)
+ A‘u”u/ zpm+l & 7-[77’L+1(,u'7 5, ta €L, Z)(’U)
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One may then iterate the previous relation and thus obtain the following representation

AIMM’ ipm-i-l(lu’a s, 1, Z)(U) = Z [AIMM’ ﬁﬁm-i-l +Pm+1 @ AH»H'aiHW-H
k>0

+ Ay Pms1 @ Gi”HmH + 2 Pmt1 @ Ay Hmt1| ® Hm+1(u, st 2)(v).

Gathering the estimates ([G:49), (6.60), ([6.62), (6.6I), we deduce that the above series converges
absolutely and satifies

|A,u,,u’ iperl(Ma S, t, Z, Z)(’U)|

K [e3
< s We'lw i) gle(t = 9), 2 — @)

=)
°‘> +§0klﬁ3<g,¥+(z‘1)g> (ts)k%}

K
(t —s)t+5=" 2

x Wi (u, 1) g(e(t — 5), 2 — x)
k+1

S%{B< >+chn3<——+(z1)g>(t5>a}

d

(t—s)
x W3 (i, 1 )g(c(t — s), 2 — x)
so that

and similarly,

Um_;_l(s,t)g(ts)%{B( ) ch:ﬁB(”" +(¢—1)g)(t—s)k%}.

Since the constant K does not depend either on the constant C' appearing in the definition of Cy, (s, t)
or m, one may change C once for all and derive the induction hypothesis at step m + 1 for u,, and v,,.
This completes the proof of ([&23]) at step m + 1.

In order to derive ([{20]) at step m + 1, we proceed similarly.

We first point that the uniform S-Hoélder regularity, 8 € [0,7), of the map = — 8ﬁpm(u, s, t,x,2)(v)
directly stems from the representation formula ([@I7). Indeed, from ([6.24) and ([@.23), distinguishing the
two disjoint cases |z —2/| < (t — )% and |z — 2’| > (t — s)2, after some standard computations that we
omit, the following estimate holds: there exists a positive constant K such that for any m > 1, for any
z,2’ € R, for any 3 € [0,7), one has

9~ 2~ / o
|8#pm(u,s,t,:1:,z)(y) *Qme(MvSvt,if 2)(Y)] < K(t )H_B n

{olelt = 5), 2 — @) + glelt — 5), 2 — )}
which in turn implies the absolute and local uniform convergence of the series 3, - |8ﬁﬁm+1®7{$§il (, 8,8, 2, 2)(y)—
DoPms1 ® %erl([L, s,t, @', z)(y)| along with the following estimate
~ k o~ k
> 102D @ Ho 1 (15,10, 2)(y) — 021 © Hoer (11,5, 1, 7', 2)(v)]
k>0
|z —a'|°
(t — )i+

Similarly, from @II)) (with n =0 and 8 € [0,7)), (628) and similar lines of reasonings, we get

<K {g(c(t = s),2 — x) + g(c(t — 5),z =)}

> Ipmi1 @ 02 Hims1) @ Hoky (115,42, 2) (4) = pms1 @ 9 Hmer) @ HO (.5, 8,27, 2)(y)]
k>0

|z — 2’|

<K7§ F=n
(t—s) =

{g(c(t = 5),z =) + g(c(t — 5),2 — ")}



54 P.-E. Chaudru de Raynal and N. Frikha

Hence, combining the two previous estimates, we conclude

(6.63)
2 2 ’ |z —a!|? /
|8#pm(%57t,517»2)(v) - a,upm(:uvsvt?z ,Z)(’U)| < C(t)w {g(C(t - S),Z - ZL') + g(C(t - S),Z - )} :
_s 3
We now introduce the quantities
A /82 m 757t7$/7 "
wnlost)yi= sy gy S S WL gy,
(v € (R x (R0)2, ity J ()2 ly—vl
A /02 m ,S,t,l’l, "
Um(8,t) = sup / 1By ub (n B y))l dy" p(da’),
(0.4 € (RD)? x (B2, yy J ()2 vy =yl
for any fixed § € [0,1) and for any m > 1, where we introduced the notation Ay, d2h(u)(y) =

2h(u)(y)—92h(u)(y'), for h € CF(P2(R?)), y,y" € (R*)?. We will also use the notation Ay, d,h(u)(y) =
/

)
Ouh(p)(y) — Ouh(p)(y') for h € CHP2(R?)) and y,y’ € RY. We prove by induction the following key
inequalities:

U (5,8) < Co(5,)(t — 8)~ 27D and  vp(s,t) < C(s, t)(t — s)~ 1+,

with Gy (s, ) == S CH ", B (g 28 4 (i — 1)g) (t—)¢=D%, ¢ := C((HE), (HR.),T) being a
positive constant independent of m. The result being straightforward for m = 1, we assume that it holds
at step m. From (6I4) and (GI5) (both with n =0 and n = 1) as well as [@I6), (£10), EII), we get

B (t, 2, [X70™) (1) — Ouany (2, [ X0 ()]

s,&,(m s,&,(m Yy 7y/ A
(6.64) F10ubi (2, [ X5 () — Dbty @, [ X )])(yi)ISKi(t' - >liln.
Ry

From the decomposition (ZIT) applied to the maps h = a; , b; and O(s, ) = [X"5™)], with the
estimates ({IT)), (£16), (£I9) and some standard computations that we omit, we get

Ay 02a i (b, XS )]+ 1Ay 020t 2, (X0 ™]) ()]

Yy T u

ly —y'|?

6.65 <K
(6.65) {(ts)

Hence, combining ([6.24) with ([G.64) and (6.63)

A TR L S dy"du(z')} |

1 t _ 148 t _1l—m
Ay, upm+1(ﬂa5mt»$72)(y)|SKIy—y’Iﬂ{(t7,)2/(1)—3) z "du/ (v—5)"""dv

I 1 |Ay 02 pm (1, s, 0,2,y ) (y)]
6.66 T /{ (" — A1) e
(6.66) t—rJp Lw—s)+%" (l FAD) ly —y'|?

dy” du(x’)} dv}
x gle(t—r),z —x)
so that, from the previous inequality with r = s and the induction hypothesis,

|Ay7y/ Zﬁerl(,u’v s, t,z, Z)(y)|

— /|8 ! 1 " Cnlsir) r c(t—s),z—x
< Ky y|{(t i) G gnd}gw ).z )




Propagation of chaos for some non-linear SDE 55

By induction on r, there exists a positive constant K := K((HE), (HR,),

T) (which may change
from lines to lines but is independent of m and C') such that

(A O2Pmsr @ HO ) (15,82, 2) (y)]

m k+1
- . n _ (n—8) n
smyy’|ﬁ{1+§$CkHB(§,—”2ﬂ+<z1>§)<ts>’“2}<ts> Lt
k=1 i=1

XEB (g,%—i—(i—l)g) glc(t —s),2 —x)

which in turn implies

S 1Ay 2P @ HG ) (5,12, 2) (1)
r>0

MI:

SK'yiy/Jﬁ){ +chkﬁB<— —+( 1)Q> (t—s)F }
(t—s)H% b 2
x gle(t —s),z —x)
/ k+1
gK%{B(— —)+chn3( ﬁ—i—(i—l)g)(t—s)k
(6.68) x g(e(t —s),z —x).
Then, from (G.27), we write

vl
——

Ay y O Hm (5,7t 2, 2) (y) = Ly) — 1(y') + U(y) — I(y') + 1I(y) — II(y")

=Ti(y) —L(y) +Ta(y) — L2(y) + M (y) — M (y') + 1a(y) —12(y")
+ I(y) — 1(y")

and prove appropriate estimates for each term. With our notations, one has

Ii(y) — Li(y Z Hi (/ v, 2, [X24)))dv, z — :c) Ayﬁylazbi(r, 2, [ XSS () Py (7 8, 2, 2).

As a consequence, from (G.65) and the induction hypothesis

L (o) — L ()] < K ly—y'|? RS TNCE) o
| 1(9) 1(y )l = 1 (B—n) 1+ (T S) um(sar) g(c(t T),Z 'T)
(t—r)2(r—s)tt—="
K ly—y'I°

(t—r)i(r —s)t55" [1 + Cm(s,m)(r = S)g} gle(t =),z = x).

Next, we proceed similarly. From (G.65]) and the mean-value theorem

T2 (y) — Ta(y")]
d t
= Yo (XA, 02 H, ( / a(v, 2, X3 ])dv, 2 — ) (9)| P17, 2, 2)
=1 r

Y-
(t—r)2i(r—s) t—r
x gle(t—r),z—x)

|y_y/|5 1 ! 2
SK(t—r)%(r—S)HB;n {1+tr/r C(s,v)(v — 5) dv}g(c(t—r),z—x)_

so that, gathering the two previous estimates and using the fact that v — C),(s,v) is non-decreasing,
we conclude

— 1B t
1) 10 < K—— =20 (1= [ s )0 — )2 glelt = 1),z — ),

(t—1)%(r — s)1+55%

3 / max‘@ a5 (v, 2, (XS0 () — 2a55 (v, 2, XS] (1))

dv}
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Still using our notations, we have

d

Wy -m@) = Y {8’ (/Tta(vaza[XS’g’(m)])dv,z—w)><(Ji,j(y)—Ji,j(y’))}ﬁm+1(umt,w72)-

4,j=1

From the decomposition ([632), on the one hand, one may use the n-Holder of the maps z +—

La; (@, pm), %am (r,x, ) and the estimates (£10), (1), EIY), @I as well as the induction
hypothesis to get

z—a|y —y'|f n
Mij(y) = Jii (@) < K%(l + C(s,7)(r = 5)2).
rT—S 2

On the other hand, still from ([6.32), separating the computations into the two disjoint cases: |y —y'| >
(r—s)2 and |y —¢/| < (r — )2, using 634) (bounding wum, (s,r) by K(r —s)~1t%) in the first case and
the uniform n-Holder regularity of the maps R? 3 z v -a; ;(t, 2, 1)(2), (R9)? 2 2z %am (t,z, p1)(2)

om

together with (4.11]), (AI8), (4I9) in the second case, we obtain

: ¢ ¢ |y*y’|ﬁ
i) = 35 < K————
2 Phalo) = (r = s)!+ 55"

and, from the n-Holder regularity of the map R% 5 z %am—(t, x, 1)(z) and the induction hypothesis

) =3, < K (Rd)Q(IZ' — &[T A0 (s 5,72 2 ) (Y) — Oopm (s 5,72, 2') ()| dz’ dp(a)

— |8
<x WY o o).
(r—s)ttz=m

Combining the three previous estimates yields

wls

/|8 B
|111<y>—111<y'>|s1<{ b vIP Wyl }[Hcm(s,r)(r—s) | gtet )2 - 2)

(t_T)lfg(T—s)lJrg (t—r)(r—s)“r@

for all y,y" € (R%)2.
From (6.64) and (6.65), for any 3 € [0,7) and for any y,y’ € (R%)?, one gets

t _ B
Ma(y) ~ Ta(y)] £ K § g [ x| 0200,0 2, Sl + —— BV
(t=r)*72 Jr (t—r)=2(r—s)t—=

x gle(t—r),z —x)

|yfy’|ﬁ — )1 t s.v)(v —5)% dv c(t—r).z—=x
< (10 [ Gt = 9 ) ottt =) =)

Finally, for the last term, from (6.66) and the induction hypothesis, we obtain

VB €[0,n), V(y,y) € (RT)?, |II(y) — III(y")]
1

< K1 Buw OB (8,7 ,2,2)(0)
o ly—y'° e % do| (et
T =) R — s+ + . m(s,v)(v —8)2 dv| g(c(t —r),z — ).

Gathering all the previous computations, we finally conclude

ly —y'|? N ly —y'|? }

t—r)1—3(r—s)F5  (t—r)(r —s)+F

Ayﬁy/QﬁHmH(u,s,r,t,;p,z)(y)’ S K{

X [1 +(t—7r)"t /Tt Con(s,0)(v — 5)? dv} x gle(t—r),z—x)
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for any y,y" € (R%)2. We again separate the space-time convolution into the two disjoint cases: r €
[s, HTé] and r € [HTé, t]. Skipping some technical details, we obtain

|pm+1 4 Ay7y/aZHm+1(M) S, t? z, Z)(y)|

1 n n—_ 1 ¢ Cm(s,r)(r—s)%
<Kly -y’ ———=r ) ——— @b (5, 5 )+ 2 / T e
(t—s)lt—= (t—28)z Js t—r)l=2(r—s)lt

x gle(t—s),z —x)

ly —y'|? n B CYr L (n =8 . 1 g
SK (ﬁ o B §—>+ZC HB<§,T+(11>§>(tS> 2

(t —s)tt k=1  i=1
X glc(t—s),z —x)
so that
Z |(pm+1 ® Ay,y/aiﬂerl) o2 Hm+1(,LL, S, t? €z, Z)(y>|
r>0
(6.69)

<k byl (B (" e ﬁ) +chHB(ﬁ u+(i—1)g) (t =) )glelt - 5),2 — x).

(t . S>1+(62n)
Now, combining (6.68) and (6.69) with the following representation

y,y’aﬂpm-i-l(,ua sty @, Z)(y) = Z[ y,y’aﬂpm-i-l +Pm+1 @ Ay,y’aiHm-i-l] ® Hfr:l-l(,u/a s, 1, Z)(y)
>0

we deduce that there exist two constants K, ¢ (independent of C' and m) such that

Ay 0ipm (18, 8,2, 2) (y)]

<K |yy/(|f2n) {B<77 n- 5)+chlﬁ3<_ _+( 1)%) (t—,s)kg}g(c(t—s),zfl')
) € {B (

(t—s)'*
and similarly,

Um_‘_l(s,t)g(t_s)%%{B(n n— B)Jrzck'ﬁB(ﬂ uﬂ )727) (t_s)k%}_

Again, since the constant K does not depend either on the constant C' appearing in the definition of
Cin(s,t) or m, one may change C' once for all and derive the induction hypothesis at step m for um,4+1(s, t)
and v, 41(s,t). This completes the proof of ([@26]) at step m + 1. As previously mentioned, we omit the
proof of [27). We thus conclude that for all m > 1, (s,z, pu) = pm(p, s, t,x,2) € C1 2 2([0,15) x R? x

Py(R?)) and that the estimates [@24) to [@LZT) are valid.

so that

vl

N3

n—b +ickkﬁ13 DB o)) - st
k=1 =1 2, 2 -
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