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Abstract
In this work we describe the creation of ArtSpeechMRIfr: a
real-time as well as static magnetic resonance imaging (rtMRI,
3D MRI) database of the vocal tract. The database contains
also processed data: denoised audio, its phonetically aligned
annotation, articulatory contours, and vocal tract volume infor-
mation, which provides a rich resource for speech research. The
database is built on data from two male speakers of French.

It covers a number of phonetic contexts in the controlled
part, as well as spontaneous speech, 3D MRI scans of sustained
vocalic articulations, and of the dental casts of the subjects. The
corpus for rtMRI consists of 79 synthetic sentences constructed
from a phonetized dictionary that makes possible to shorten the
duration of acquisitions while keeping a very good coverage of
the phonetic contexts which exist in French. The 3D MRI in-
cludes acquisitions for 12 French vowels and 10 consonants,
each of which was pronounced in several vocalic contexts. Ar-
ticulatory contours (tongue, jaw, epiglottis, larynx, velum, lips)
as well as 3D volumes were manually drawn for a part of the
images.
Index Terms: speech corpus, speech production, speech syn-
thesis, 3D MRI data, real-time MRI data, multi-modal database,
French language

1. Introduction
In recent years there has been an increasing interest in data that
include audio-articulatory recordings. Such data have several
applications and help improve results in the field of speech pro-
duction [1], speech recognition [2], etc.

Magnetic Resonance Imaging (MRI) provides an un-
equalled means of observing the vocal tract during speech pro-
duction due to the possibility of covering the whole vocal tract
with a very good geometric precision and doing several acqui-
sitions without known health hazard as long as the conditions
of use of the MRI are respected. This paper reports on the de-
sign of a 3D static and 2D real-time dynamic MRI database.
Dynamic data can be used for studying continuous speech, i.e.
read speech and spontaneous speech as well, while static 3D
data allows all the cavities of the vocal tract to be measured
and numerical simulations to be carried out for a single well-
articulated sound. While it is relatively easy to find audio-
articulatory databases in English [3, 4], there is no free similar
data in French.

Despite of the visibility of the MRI images by themselves,
sometimes it may be complex to extract the information about

the form and position of the articulators. In ArtSpeechMRIfr,
part of the images was semi-automatically processed, and cor-
responding segmentation or contouring maps are present in the
database. In addition, while there are 3D MRI databases with
audio recordings, in most cases the sound was recorded not at
the same time with the MRI recording, as it happens in our case.

The paper is organised as follows. In section 2 the acqui-
sition setups are described while the content of the database is
presented in section 3. In section 4 some possible applications
of these data are presented, and finally in section 5 we conclude
by giving our future plans for the extension of the database, and
by suggesting some research perspectives.

2. Data acquisition
The acquisition was carried out in two parts: the 2D real-
time MRI data (rtMRI) were recorded at Max Planck Institute
in Göttingen, Germany, while 3D static data (3D MRI) was
recorded at Nancy Hospital, France.

2.1. Subjects

The selected subjects are 2 adult male French native speakers
speaking French. Subject 1 (S1) is male, 32 years old, 180 cm
tall and 65 kg, while subject 2 (S2) is male, 35 years old, 182
cm tall and 74 kg.

2.2. 2D data

Our rtMRI dataset was recorded on a Siemens Prisma-fit 3T
scanner (Siemens, Erlangen, Germany). We used radial RF-
spoiled FLASH sequence [5] with TR = 2.02 ms, TE = 1.28
ms, FOV = 19.2 × 19.2 cm, flip angle = 5 degrees, and slice
thickness is 8 mm. Pixel bandwidth is 1600 Hz/pixel. Image
resolution is 136 × 136. The acquisition time varied from 34
sec to 90 sec, mostly about 60 sec. We followed the protocol de-
scribed in [6]. Images are recorded at a frame rate of 55 frames
per second with the algorithm presented in [5].

2.3. 3D data

The 3D MRI data was recorded at Nancy Central Regional
University Hospital under the approved medical protocol
“METHODO” (ClinicalTrials.gov Identifier: NCT02887053).

Subject S2’s data was recorded on a General Electric Signa
HDxt 3T scanner (GE healthcare, Chicago, Illinois, United
States). We used 3D FGRE (TR = 3.12 ms, TE = 1.084, FOV
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Figure 1: Mid-sagittal slice of the static 3D images of subjects S1 (upper line) and S2 (lower line) for several of the French vowels.

= 26 × 26 cm, flip angle = 10 degrees) for the acquisition.
Scan slice thickness is 2 mm, spacing between slices is 1 mm
and pixel bandwidth is 488 Hz/pixel. Acceleration factor is 2.
The image resolution is 256 × 256 with 76 slices. Duration of
one acquisition is 12.7 seconds. Examples of mid-sagittal cuts
of this data are shown on figures 1 and 2.

Subject S1’s data was recorded on a Siemens Prisma 3T
scanner (Siemens, Erlangen, Germany). We used 3D VIBE (TR
= 3.57 ms, TE = 1.43, flip angle = 9 degrees) for the acqui-
sition. Acceleration factor is iPAT = 3. Scan slice thickness
is 1.2 mm, FOV = 22 × 20 cm and pixel bandwidth is 445
Hz/pixel. Data is divided in two parts.

In the first part, audio was recorded just before the MRI
scan started, and the subject was asked to keep the same articu-
latory position without phonation for 15 seconds, i.e. during the
acquisition. The image resolution is 256× 232 with 120 slices.
One example of this type of acquisition is shown in Figure 1.

In the second part, audio was recorded simultaneously with
the MRI acquisition. Duration of the acquisition was both 7
seconds and 15 seconds. The image resolution is 320×290 with
36 slices and 256×232 with 120 slices, respectively. Some data
from 15 seconds acquisitions are presented on Figure 2.

2.4. Sound recording

Audio is recorded at a sampling frequency of 16 kHz inside
the MRI scanner by using a FOMRI III optoacoustics fibre-
optic microphone. The subject wears earplugs to be protected
from the noise of the scanner, but is still able to communicate
orally with the experimenters via an in-scanner intercom sys-
tem. Since the sound is recorded at the same time with the MRI
acquisition, there is additional noise in the audio signal. In or-
der to de-noise it, we used the de-noising algorithm proposed in
[7].

2.5. Transcription of the continuous speech corpus

Text alignment was done with Astali [8], which can exploit an
optional pronunciation dictionary if some words do not exist in
the default lexicon. The transcription procedure is based on the
guidelines described in [9].

This procedure has some limitations. In particular, since the
bilabial trill /B/ and the alveolar trill /r/ do not belong to the

French language, they are not recognized by French SAMPA
alphabet. Therefore, they had to be mislabeled: such sequences
as /aBa/ and /ara/ had to be transcribed as /aba/ or /ava/ and
/aRa/.

A phenomenon that turned out to be impossible to represent
within the framework of SAMPA was stops with a long closure
due to gemination, occurring in sequences like “crabes bagar-
reurs”, /kRab^.ba.ga.RER/: the first /b/ has no audible release and
is followed by the next /b/. Their transcriptions were decided
on a case-by-case basis.

3. Database description
The objective of the database is to enable the exploration and
modeling of coarticulation phenomena. It is thus necessary to
get a good geometric description of the whole vocal tract and
to get running speech which exhibits how the global geometry
of the vocal tract evolves over time during speech production.
So far, despite the presence of techniques for dynamic 3D MR
acquisition [10], time and spatial resolution of such images is
still quite low. The corpus construction strategy therefore con-
sists of collecting a number of static configurations of the vocal
tract corresponding to sustained vowels, or blocked CV articu-
lations in 3D on the one hand and running speech in 2D (in the
mid-sagittal plane) on the other hand.

The images must provide the greatest possible variability
of articulatory shapes since we use these shapes to build an ar-
ticulatory model. Besides, the teeth are not visible on the MRI
images, and therefore it is necessary to merge these data with
a numerical scan of the subject’s dental cast. This requires ad-
ditional MRI volumes to derive the position of teeth which are
not visible. In our case, there were three: one by pressing the
tongue against the upper teeth, especially in the area of the in-
cisors, one by pressing the tongue against the lower teeth, and
one with the lower and upper incisors in contact. The tongue is
clearly visible on MR images, and pressing it against the teeth
makes them appear in negative.

3.1. Real-time 2D data

The analysis of coarticulation requires a good coverage of all
phonetic contexts which can appear in French. Reading specifi-
cally prepared sentences meets this objective. For some specific
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Figure 2: Mid-sagittal slice of the static 3D images of subjects S1 (upper line) and S2 (lower line) for some of the French consonants.
Consonant was pronounced in context of the following vowel.

issues, and to remove distant contextual effects, nonsense words
(for instance a selected few CV or complex consonant clusters
followed by a vowel) are better and are thus included in the
database.

However, coarticulation is often more pronounced in the
case of spontaneous speech which is less controlled and gives
rise to stronger articulatory adjustments. Similarly, there is
intra-speaker variability, and it is thus interesting to add sev-
eral repetitions of the sentences, or at least some of them. In
previous work [11] we had worked with X-ray films [12] and so
we added some of these sentences to compare both techniques
of acquisition.

Each of these aspects gave rise to a part of the dynamic
corpus of speech, which is described below.

In speech synthesis, the classical way of constructing a cor-
pus consists of adding sentences from a vast written corpus,
newspaper for instance, so as to enrich the linguistic cover-
age iteratively. Despite the efficiency of the construction al-
gorithm each sentence contributes to a limited number of new
phonetic contexts. To prevent a very long recording, the cor-
pus design strategy consisted of constructing sentences by hand
from a phonetized dictionary so as to add the expected phonetic
contexts, i.e. those not present in the existing sentences. The
dictionary is the phonetized version of the French Morphalou
lexicon [13] which provides 620.000 flexed forms [14].

We used several levels of criteria to guide the manual con-
struction of new sentences from words. After the insertion of
each sentence the first level of criteria evaluated is the number
of VV for all the vowels, the number of CV for C in /ptkfsSlK/
and V in /i, a, u/ plus /y/, the number of VC with C as a coda
and C in /l, K, n, m/ and V in /i, a , u, y, e, E, o, O/, the con-
sonant clusters C1C2V with C1 in /ptkbdgf/, C2 in /Kl/ and V
in /a, i, u, y/ (the other CCV following the same pattern with
/sSv are rare in French), and 15 complex consonant clusters (at
least a sequence of 3 consonants, between two vowels). Except
for those clusters and with very few exceptions all the contexts
appear within words to avoid the effect of prosodic boundaries.

This first level of criteria covers the very heart of the corpus
in terms of mandatory phonetic contexts. We wanted well con-
structed sentences of French and therefore words do not corre-
sponding to the targets contexts were added. They provide new

contexts, and in particular contexts with vowels outside the set
of cardinal vowels plus /y/. VCV are counted by taking into
account groupings of close vowels. There are 6 groups of vow-
els (/i,e/, /E,a/, /u, o, O/, /y, ø/, /oe,@/ and nasal vowels /ã, õ, Ẽ,
œ̃/. This provides a second level of evaluation which guides the
choice of words required to build well constructed sentences.

In total this corpus is made up of 79 sentences offering a
very good coverage of all the phonetic contexts in French. Even
if these sentences are sometimes a little bit curious they re-
main perfectly readable. There are only two non French words
(”cartoons” and ”squaw”) but they can be easily pronounced by
French speakers. One objective was to enable the comparison
with an old X-ray database of 15 very short utterances (groups
of 3 short words) [15]. In total those sentences represent 138
phonemes, and less than 30 seconds of reading were included
in the corpus.

Then the corpus was augmented with sentences frequently
used in phonetics “La bise et le soleil. . . ” sequence [16], some
sentences from a corpus from [17] and six sequences with trills
that do not belong to the French language: /aBa, iBi, uBu, ara,
iri, uru/.

To study non-spontaneous speech, each sentence from the
core part of the corpus was to be uttered at least three times.
Sentences are presented to the speaker in random order.

For investigation of spontaneous speech, each subject was
presented with randomly ordered prompts to talk about for a
minute. They covered everyday topics: “What do you like in
your work?”, “Speak about your last trip anywhere”, “Speak
about a film or a book that had a lasting impression on you”
(20 topics in total). Despite having hesitations in speech, both
subjects had enough to say to fill the allowed minute. In total,
the database contains 2h17m of speech recorded in the mid-
sagittal plane by rtMRI.

3.2. Static 3D data

We made acquisitions for vowels and blocked /CV/ articula-
tions. For vowels the subjects are instructed to phonate the
vowel before the acquisition noise starts. They had to stop
the phonation just before the acquisition starts and keep the
same articulation during the acquisition. Asking subjects to
phonate the vowels allows them to adjust the articulation. In



order to get similar articulations between speakers we asked
them to phonate the vowel in the context /pV/, with a very
long vowel. We chose /p/ because all the /pV/ correspond to
a French word (except /pO/). For consonant articulations sub-
jects were instructed to choose the articulatory position that
would allow them to produce the expected /CV/. We accepted
/p,t,k,f,s,S,l,K,m,n/.

The ArtSpeechMRIfr covers:

• all French vowels /i,e,E,y,ø,œ,O,o,u,ã,õ,Ẽ/ with a single
acquisition for /œ̃, Ẽ/ since the vast majority of French
speakers no longer realizes the contrast between both
vowels [18]. Despite the precautions taken to ensure that
the articulation of vowels inside an MRI machine is as
close as possible to natural speech, subjects generally re-
duce the aperture, which is therefore underestimated in
the models built from those images. For this reason we
asked subjects to record an extra vowel which is a “very
open” /a/, i.e. similar to a vowel that would be articulated
with a loud voice. Examples of the mid-sagittal slices for
vowels are shown on Fig. 1.

• /p,t,k,f,s,S,l,K,m,n/ followed by vowels /i,a,u/ as a min-
imal set of CV. According to the subject, his judgment
about his immobility (or the closeness with the target)
which could require some acquisitions to be repeated,
for vowels this minimal set can be extended. Extensions
consist of adding other intermediate vowels. Examples
of some consonant articulations are given on Fig. 2.

4. Applications
4.1. Articulatory modeling

The articulatory model is intended to generate the geometric
shape of the vocal tract from a small number of parameters cor-
responding to the speech articulators. It is a key component
of an articulatory synthesizer and the challenge is to design a
model that can generate all the possible forms of the vocal tract
that can appear during speech production. Our model takes into
account the links between the articulators so as to find out the in-
trinsic deformation factors for each of the articulators by apply-
ing Principal Component Analysis (PCA) on articulatory con-
tours extracted from static images [19]. This model has been
improved several times, most recently for elongated articula-
tors [20], i.e. epiglottis and uvula. Usually, the input of PCA are
the contours of the target articulator for all the static MRI im-
ages of one speaker. However, due to delineation errors, direct
application of PCA in this case leads to unrealistic PCA com-
ponents, and especially irrelevant swelling deformation modes.
The new model relies on the application of the PCA to the cen-
tral line of these two articulators. The model improved in this
way gives much better results on the epiglottis and uvula. This
model built from the ArtSpeechMRIfr database’s static images
can be tested on the database’s dynamic images. The contours
of the articulators were carefully extracted semi-automatically
or by hand, and corrected if necessary, for about 500 images,
which allows the accuracy of the articulatory model to be as-
sessed.

4.2. Acoustic simulations

To carry out synthesis, several simplifications are generally
made to keep a reasonable calculation time. The first consists
in making the hypothesis of a plane wave propagating through
the vocal tract which allows the analogy with an electrical trans-

mission line to be made. The second consists in moving from
three-dimensional volumes to mid-sagittal slices. The existence
in ArtSpeechMRIfr of 3D data together with the acoustic signal
enables the impact of those simplifications on acoustics to be
explored.

4.2.1. Comparison between various types of simulations

We investigated five French vowels represented by 3D MRI
[21]. Two types of simulations were performed : acoustic sim-
ulations that use 2D or 3D data without any hypothesis on the
wave propagation on the one hand, and electrical simulations
using the mid-sagittal slice with the approximation of the trans-
verse area. The results demonstrate fairly good agreement be-
tween 2D and 3D but show that the electrical simulations have
a significant impact on some formants.

4.2.2. Impact of approximation at the level of velum and
epiglottis

The epiglottis and uvula add a certain complexity to the shape
of the vocal tract. For example, the space between the epiglottis
and the tongue varies over time and it is therefore important to
know whether or not it should be taken into account in simula-
tions and articulatory models. The mid-sagittal slice from the
3D data was used to investigate this issue [22].

4.3. Comparison between static and dynamic data

The existence of static and dynamic data makes it possible to
know to what extent 3D static data (of very good quality) can
approach 2D dynamic data (of lower quality). This question
arises as soon as an articulatory model is developed or when
the objective is to reconstruct better quality dynamic images by
exploiting static images. It has been shown that there is a high
intra-speaker variability [23] and that there are some dynamic
images, which are far from static images, that cannot be ap-
proximated with an articulatory model. It is therefore necessary
to include some dynamic images in addition to static images to
improve the articulatory model.

5. Future plans
This database has been built with the intention of being able
to be used for many complementary applications. Contain-
ing static 3D data offers the possibility of performing acous-
tic experiments, for example using 3D printed models. It is
also possible to study various types of articulatory represen-
tations/models and further examine the role and coordination
of the articulators in speech production. Finally, research in
articulatory-acoustic mapping and automated recognition sys-
tems can also benefit from this database since the quality of
the denoised speech is well above that of other real-time MRI
databases. We plan to extend the database by including more
subjects (male and female), providing 2D dynamic MRI data
with higher frame rate and improved the sound. Finally, we
intend to add more processed material like delineations of the
speech articulators.
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