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#### Abstract

We consider the real time dynamics of $N$ noninteracting fermions in $d=1$. They evolve in a trapping potential $V(x)$, starting from the equilibrium state in a potential $V_{0}(x)$. We study the time evolution of the Wigner function $W(x, p, t)$ in the phase space $(x, p)$, and the associated kernel which encodes all correlation functions. At $t=0$ the Wigner function for large $N$ is uniform in phase space inside the Fermi volume, and vanishes at the Fermi surf over a scale $e_{N}$ being described by a universal scaling function related to the Airy function. We obtain exact solutions for the Wigner function, the density, and the correlations in the case of harmonic and inverse square potentials, for several $V_{0}(x)$. In the large $N$ limit, near the edges where the density vanishes, we obtain limiting kernels (of the Airy or Bessel types) that retain the form found in equilibrium, up to a time dependent rescaling. For non-harmonic traps the evolution of the Fermi volume is more complex. Nevertheless we show that, for intermediate times, the Fermi surf is still described by the same equilibrium scaling function, with a non-trivial time and space dependent width which we compute analytically. We discuss the multi-time correlations and obtain their explicit scaling forms valid near the edge for the harmonic oscillator. Finally, we address the large time limit where relaxation to the Generalized Gibbs Ensemble (GGE) was found to occur in the "classical" regime $\hbar \sim 1 / N$. Using the diagonal ensemble we compute the Wigner function in the quantum case (large $N$, fixed $\hbar$ ) and show that it agrees with the GGE. We also obtain the higher order (non-local) correlations in the diagonal ensemble.


There was recent progress in the theoretical study of noninteracting fermions in a confining trap at equilibrium [1-10], motivated in part by progress in manipulating and imaging cold atoms [11-15]. Although they are noninteracting, because of Pauli exclusion they exhibit non trivial quantum correlations. In particular at zero temperature and in one dimension $d=1$, it was shown that the correlations are universal and related to random matrix theory (RMT) [16,17]. For instance, for $N$ fermions in a harmonic trap $V(x)=\frac{1}{2} m \omega^{2} x^{2}$, the positions $x_{i}$ are in one-to-one correspondence with the eigenvalues of an $N \times N$ random matrix drawn from the Gaussian unitary ensemble. This implies that the average density (with unit normalization) is given for large $N$ by the Wigner semi-circle $\rho_{N} \simeq \rho_{s c}$,

$$
\begin{equation*}
\rho_{s c}(x)=\frac{2}{\pi x_{e}^{2}} \sqrt{x_{e}^{2}-x^{2}} \tag{1}
\end{equation*}
$$

which has edges at $x= \pm x_{e}, x_{e}=\sqrt{\frac{\hbar}{m \omega}} \sqrt{2 N}$. In the bulk,
i.e. away from the edges, the density correlations are described by the sine-kernel which can be obtained through the local density approximation (LDA) [2] or in a more controlled way using the connection to RMT [8]. Near the edge, within a scale $w_{N} \sim N^{-1 / 6}$, the fluctuations are enhanced and are described by the so-called Airy kernel [4-6]. This result extends to a large class of smooth potentials [8]. In presence of hard edges, similar results were shown in terms of the Bessel kernel [18-20]. Both kernels are well known to describe soft and hard edges in RMT. Extensions to finite temperature $T>0, d>1$ and interactions were studied in $[6,7,21-24]$.

It is natural to ask how these properties behave under real time quantum dynamics. For equilibrium dynamics this was studied in [25], and related to the extended Sine and Airy processes in imaginary time. Here we consider non-equilibrium quantum quenches, first from zero temperature $T=0$, and later from finite temperature) and
study the time evolution of the density and correlations. In the $T=0$ quench, the many body system is prepared in the ground state of a given Hamiltonian $\mathcal{H}_{0}$ and evolves under the Hamiltonian $\mathcal{H} \neq \mathcal{H}_{0}$. Such quantum quenches in traps have been studied in a number of works, however most of them focus on interacting bosons, in particular in $d=1$ in the Tonks-Girardeau limit of infinite repulsion [26-29] and were studied for finite $N$. Although in this limit there is a formal relation to noninteracting fermions [ 18,30 ], the correlations, beyond the density, are different. For instance, the possible edge universality of the time dependent fermion problem at large $N$ has not been addressed. Very recently the evolution in the bulk was investigated in the limit $\hbar \sim 1 / N, N \rightarrow \infty$ (which we call here "classical"), and at large time thermalization was found to occur for a one-particle observable [31].

We consider noninteracting fermions in the quantum regime for fixed $\hbar$. The initial and evolution many body Hamiltonians thus take the forms $\mathcal{H}_{0}=\sum_{i=1}^{N} H_{0}\left(x_{i}, p_{i}\right)$ and $\mathcal{H}=\sum_{i=1}^{N} H\left(x_{i}, p_{i}\right)$, in terms of the single particle Hamiltonians (below we work in units where $m=1$ )

$$
\begin{equation*}
H_{0}(x, p)=\frac{p^{2}}{2}+V_{0}(x) \quad, \quad H(x, p)=\frac{p^{2}}{2}+V(x) \tag{2}
\end{equation*}
$$

A convenient way to study noninteracting fermions [32,33] is via the Wigner function $W(x, p, t)$ (see definition below) which plays the role of a (quasi-)probability density in the phase space $(x, p)$ [34]. In particular $\int d p W(x, p, t)=$ $\tilde{\rho}(x, t)=N \rho_{N}(x, t)$, the time dependent number density. We choose the initial condition $W(x, p, t=0)$ as the Wigner function associated to the ground state of $\mathcal{H}_{0}$, studied in [35-37] for various potentials $V_{0}$. It was shown that in the large $N$ limit it takes the form in the bulk

$$
\begin{equation*}
W(x, p, t=0) \simeq \frac{1}{2 \pi \hbar} \theta\left(\mu-H_{0}(x, p)\right) \tag{3}
\end{equation*}
$$

with $\theta(x)$ the Heaviside step function. It depends on $N$ only through $\mu$, the Fermi energy, i.e. the energy of the highest occupied single particle state, which is an increasing function of $N$. The curve $\left(x_{e}, p_{e}\right)$ where $W$ in (3) vanishes, i.e. $\mu=H_{0}\left(x_{e}, p_{e}\right)$, defines an edge in phase space (the Fermi surf $S_{0}$, enclosing the Fermi volume $\Omega_{0}$ ). At large $N$, i.e. for large $\mu$ the step has a finite width $e_{N}=e\left(x_{e}, p_{e}\right) \ll \mu$, i.e. near the edge and for smooth potentials $V_{0}(x)$, the Wigner function takes the universal scaling form

$$
\begin{equation*}
W(x, p, t=0) \simeq \frac{1}{2 \pi \hbar} \mathcal{W}(a), \mathcal{W}(a)=\int_{2^{2 / 3} a}^{+\infty} \operatorname{Ai}(u) d u \tag{4}
\end{equation*}
$$

in terms of the scaled distance $a$ to the Fermi surf

$$
\begin{equation*}
a=\frac{H_{0}(x, p)-\mu}{e(x, p)}, e(x, p)=\frac{\hbar^{\frac{2}{3}}}{2^{\frac{1}{3}}}\left[p^{2} V_{0}^{\prime \prime}(x)+V_{0}^{\prime}(x)^{2}\right]^{\frac{1}{3}} \tag{5}
\end{equation*}
$$

Our goal in this paper is to study the time dependent Wigner function starting from this initial condition, e.g.


Fig. 1: Sketch of the ( $\frac{2 \pi}{\omega}$ periodic) time evolution of the support of the Wigner function (in blue) for the quench from a half-oscillator to an oscillator. Red: densities in $x$ $(\rho)$ and in $p(\bar{\rho})$.
(3), (4), and to understand how its bulk and edge properties evolve with time, in particular whether their universality is preserved under nonequilibrium dynamics. We obtain exact solutions for time dependent harmonic and inverse square potentials, and calculate the Wigner function and the density for various $V_{0}(x)$. For large $N$, near the edges where the density vanishes, we obtain limiting kernels (of the Airy or Bessel types) that retain the form found in the statics, up to a time dependent rescaling. It implies the occurrence of the Tracy-Widom distribution [38] for the position of the rightmost fermion [6]. For generic non-harmonic traps, at large $N$ and intermediate times, the Wigner function is still uniform on the Fermi volume, whose evolution can be more complex. We show that at generic points the Fermi surf is still described by the same universal function as in equilibrium (4), (33), with a space and time dependent width that we calculate. We express multi-point and multi-time correlations in terms of the Wigner function and its associated kernel. In the infinite time limit, we obtain exact formula for the Wigner function under a thermalization hypothesis, which we show coincide with the prediction of the Generalized Gibbs Ensemble (GGE) [39, 40].

The time evolved $N$ body wave function keeps the form of a Slater determinant

$$
\begin{equation*}
\Psi\left(x_{1}, \cdots x_{N} ; t\right)=\frac{1}{\sqrt{N!}} \operatorname{det}_{1 \leq k, j \leq N} \psi_{k}\left(x_{j}, t\right) \tag{6}
\end{equation*}
$$

where the $\psi_{k}(x, t)$ are the solutions of $i \hbar \partial_{t} \psi=H \psi$ with initial condition $\psi_{k}(x, t=0)=\phi_{k}^{0}(x)$, where $\phi_{k}^{0}(x), k \geq 1$, are the single particles eigenstates of $H_{0}$ in increasing order of energies $\epsilon_{k}^{0}$. We are interested in the quantum probability $\left|\Psi\left(x_{1}, \cdots x_{N} ; t\right)\right|^{2}=\frac{1}{N!} \operatorname{det}_{1 \leq i, j \leq N} K_{\mu}\left(x_{i}, x_{j}, t\right)$, described by the time dependent kernel

$$
\begin{equation*}
K_{\mu}\left(x, x^{\prime}, t\right)=\sum_{k=1}^{N} \psi_{k}^{*}(x, t) \psi_{k}\left(x^{\prime}, t\right) \tag{7}
\end{equation*}
$$

where the $\psi_{k}(x, t)$ 's form an orthonormal basis for all $t$. All $m$-point correlations $R_{m}\left(x_{1}, \ldots x_{m} ; t\right):=$ $\frac{N!}{(N-m)!} \prod_{j=m+1}^{N} \int d x_{j}\left|\Psi\left(x_{1}, \cdots x_{N} ; t\right)\right|^{2}$ are determinants, $R_{m}\left(x_{1}, \ldots x_{m} ; t\right)=\operatorname{det}_{1 \leq i, j \leq m} K_{\mu}\left(x_{i}, x_{j}, t\right)$, i.e. the $x_{i}$ 's form a determinantal point process [41,42]. One defines the $N$-body Wigner function

$$
\begin{align*}
& W(x, p, t)=\frac{N}{2 \pi \hbar} \int_{-\infty}^{+\infty} d x_{2} . . d x_{N} d y e^{\frac{i p y}{\hbar}}  \tag{8}\\
& \times \Psi^{*}\left(x+\frac{y}{2}, x_{2}, \cdots x_{N} ; t\right) \Psi\left(x-\frac{y}{2}, x_{2}, \cdots x_{N} ; t\right)
\end{align*}
$$

which is related to the kernel via [37]

$$
\begin{equation*}
W(x, p, t)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} d y e^{\frac{i p y}{\hbar}} K_{\mu}\left(x+\frac{y}{2}, x-\frac{y}{2}, t\right) \tag{9}
\end{equation*}
$$

Using the Schrödinger equation for the $\psi_{k}\left(x^{\prime}, t\right)$ in (7) we see that the kernel $K_{\mu}\left(x, x^{\prime}, t\right)$ satisfies

$$
\begin{equation*}
\hbar \partial_{t} K_{\mu}=-\frac{i \hbar^{2}}{2}\left(\partial_{x}^{2}-\partial_{x^{\prime}}^{2}\right) K_{\mu}+i\left(V(x)-V\left(x^{\prime}\right)\right) K_{\mu} \tag{10}
\end{equation*}
$$

which, via Fourier transformation, leads to the evolution equation for $W(x, p, t)$, i.e. the Wigner equation (WE)

$$
\begin{equation*}
\partial_{t} W=\left(-p \partial_{x}+\frac{i}{\hbar} V\left(x-\frac{i \hbar}{2} \partial_{p}\right)-\frac{i}{\hbar} V\left(x+\frac{i \hbar}{2} \partial_{p}\right)\right) W \tag{11}
\end{equation*}
$$

Although derived here for any $N$, this equation does not explicitly depend on $N$, hence it is identical to the equation for $N=1$ [34]. It was also obtained in second quantized form in [31, 43]. The crucial difference thus lies in the initial condition, discussed above in the large $N$ limit, see (3)-(4)-(5) at $T=0$. In the classical limit, i.e. setting $\hbar=0$ in the WE, one obtains the Liouville equation (LE)

$$
\begin{equation*}
\partial_{t} W=\left(-p \partial_{x}+V^{\prime}(x) \partial_{p}\right) W \tag{12}
\end{equation*}
$$

It verifies $d W(x(t), p(t), t) / d t=0$ along the classical trajectories $\dot{x}=p$ and $\dot{p}=-V^{\prime}(x)$. Denoting $x_{0}(x, p, t)$, $p_{0}(x, p, t)$ the initial conditions (at $\left.t=0\right)$ as functions of the final ones (at $t$ ), the general solution of the LE can thus be written as $W(x, p, t)=W_{0}\left(x_{0}(x, p, t), p_{0}(x, p, t)\right)$ where $W_{0}(x, p)=W(x, p, 0)$ is the initial Wigner function.

Let us start with the simplest solvable case of the harmonic oscillator, $V(x)=\frac{1}{2} \omega^{2} x^{2}$. Since $V^{\prime \prime \prime}(x)=0$, the WE (11), reduces to the LE (12). Hence the solution is

$$
\begin{align*}
& W(x, p, t)  \tag{13}\\
& =W_{0}\left(x \cos (\omega t)-\frac{p}{\omega} \sin (\omega t), p \cos (\omega t)+\omega x \sin (\omega t)\right)
\end{align*}
$$

which is a simple rotation in phase space of the initial Wigner function and is valid for any $N$. Let us specify the initial Hamiltonian $H_{0}$ to be a harmonic oscillator, i.e. $V_{0}(x)=\frac{1}{2} \omega_{0}^{2} x^{2}$ in (2). Hence the initial density $\rho_{N}(x, t=$ 0 ) is the semi-circle (1) for large $N$ with $x_{e}=\sqrt{2 \mu} / \omega_{0}=$ $\sqrt{2 N \hbar / \omega_{0}}$. Substituting the initial condition (3) into (13)
one immediately finds that for large $N$ the density remains a semicircle with $x_{e} \rightarrow x_{e}(t)$

$$
\begin{equation*}
x_{e}(t)=\frac{\sqrt{\mu}}{\omega_{0} \omega} \sqrt{\omega^{2}+\omega_{0}^{2}+\left(\omega^{2}-\omega_{0}^{2}\right) \cos (2 \omega t)} \tag{14}
\end{equation*}
$$

and $\mu=N \hbar \omega_{0}$. In fact a solution of the general time dependent harmonic oscillator, $H(t)=\frac{p^{2}}{2}+\frac{1}{2} \omega(t)^{2} x^{2}$, can be obtained for the same initial condition using the 'rescaling' method $[44,45]$. The wave functions are given by

$$
\begin{equation*}
\psi_{k}(x, t)=\frac{e^{i \frac{L^{\prime}(t)}{2 L(t) \hbar} x^{2}-i \frac{\epsilon_{k}^{0} \tau(t)}{\hbar}}}{\sqrt{L(t)}} \phi_{k}^{0}\left(\frac{x}{L(t)}\right) \tag{15}
\end{equation*}
$$

where $\tau(t)=\int_{0}^{t} d t^{\prime} / L^{2}\left(t^{\prime}\right)$ and $L(t)$ satisfies Ermakov's equation

$$
\begin{equation*}
\partial_{t}^{2} L(t)+\omega(t)^{2} L(t)=\frac{\omega_{0}^{2}}{L(t)^{3}} \tag{16}
\end{equation*}
$$

with $L(0)=1, L^{\prime}(0)=0$. The kernel and the density are thus given in terms of their initial values, for any $N$ by

$$
\begin{equation*}
K_{\mu}\left(x, x^{\prime}, t\right)=\frac{e^{i \frac{L^{\prime}(t)}{2 L(t) \hbar}\left(x^{\prime 2}-x^{2}\right)}}{L(t)} K_{\mu}\left(\frac{x}{L(t)}, \frac{x^{\prime}}{L(t)}, 0\right) \tag{17}
\end{equation*}
$$

and $\rho_{N}(x, t)=K_{\mu}(x, x, t) / N=\frac{1}{L(t)} \rho_{N}\left(\frac{x}{L(t)}, 0\right)$. In addition we obtain [46] the exact formula for

$$
\begin{equation*}
W(x, p, t)=W_{0}\left(\frac{x}{L(t)}, p L(t)-x L^{\prime}(t)\right) \tag{18}
\end{equation*}
$$

which reduces to (13) for $\omega(t)=\omega$. Hence we see that for large $N$ the density remains a semi-circle with an edge at $x_{e}(t)=L(t) x_{e}$, formula (14) being recovered in the case $\omega(t)=\omega$. For the kernel, the scaling forms obtained at equilibrium, namely the sine-kernel (in the bulk) and the Airy kernel (at the edge) [8], are preserved, up to a change in the scale. In particular the density at the edge reads

$$
\begin{equation*}
\rho(x, t)=\frac{1}{w_{N}(t)} F_{1}\left(\frac{x-x_{e}(t)}{w_{N}(t)}\right) \tag{19}
\end{equation*}
$$

with $F_{1}(y)=\operatorname{Ai}^{\prime}(y)^{2}-y \operatorname{Ai}(y)^{2}$ and a width $w_{N}(t)=$ $w_{N} L(t)$ and $w_{N}=\sqrt{\frac{\hbar}{2 \omega_{0}}} N^{-1 / 6} \sim \mu^{-1 / 6}$.

The Wigner function method allows to study a variety of initial conditions. One example is $H_{0}$ given by the $\omega_{0}$ harmonic oscillator restricted to $x>0$ with an impenetrable wall at $x=0$. The initial kernel, $K_{\mu}^{+}$, is obtained via the image method $K_{\mu}^{+}\left(x, x^{\prime}\right)=\left(K_{\mu}\left(x, x^{\prime}\right)-\right.$ $\left.K_{\mu}\left(x,-x^{\prime}\right)\right) \theta(x) \theta\left(x^{\prime}\right)$. The associated Wigner function in the bulk is unity on the half-ellipse $H_{0}(x, p)<\mu$ with $x>0$. Under evolution with $\omega(t)=\omega$, this half ellipse rotates clockwise (see Fig. 1). Consider for simplicity $\omega=\omega_{0}$. Defining $x=x_{e} \sin \theta, \theta \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, where $x_{e}=\sqrt{2 \mu} / \omega_{0}$, the density reads for $0<\omega t<\pi / 2$

$$
\rho_{N}(x, t)=\frac{2}{\pi x_{e}}\left\{\begin{array}{l}
0, \quad \sin \theta<-\sin \omega t  \tag{20}\\
\frac{\sin (\omega t+\theta)}{\sin \omega t}, \quad|\sin \theta|<\sin \omega t \\
2 \cos \theta, \quad \sin \theta>\sin \omega t
\end{array}\right.
$$

and in addition satisfies $\rho_{N}(x, t)=\rho_{N}\left(-x, \frac{\pi}{\omega}-t\right)$ and is time periodic of period $2 \pi / \omega$. Hence it is not a semi-circle, and there is now a moving front (e.g. at $x=-x_{e} \sin \omega t$ for $\omega t<\frac{\pi}{2}$ ) where the density vanishes linearly (see [46] for details). A formula for $W$ can also be obtained for any $\omega(t)$ and arbitrary initial condition (see [46]).

It is possible to extend the exact solution to the case of an additional $1 / x^{2}$ wall at $x=0$, following [47]. Consider

$$
\begin{equation*}
H(x, p, t)=\frac{p^{2}}{2}+\frac{1}{2} \omega(t)^{2} x^{2}+\frac{\alpha(\alpha-1) \hbar^{2}}{2 x^{2}} \quad, \quad x>0 \tag{21}
\end{equation*}
$$

and denote $\omega_{0}=\omega(0)$. The initial kernel has an explicit expression [46] in terms of Laguerre polynomials for any $N$. At large $N$, the density in the bulk is a time-dependent half semi-circle

$$
\begin{equation*}
\rho_{N}(x, t) \simeq \frac{1}{L(t)} \tilde{\rho}\left(\frac{x}{L(t)}, 0\right), \tilde{\rho}(x)=\frac{4 \theta(x)}{\pi x_{e}^{2}} \sqrt{x_{e}^{2}-x^{2}} \tag{22}
\end{equation*}
$$

where $L(t)$ is the same solution of (16), e.g. $L(t)=$ $x_{e}(t) / x_{e}$ for $\omega(t>0)=\omega$. Near the wall the kernel takes the form

$$
\begin{equation*}
K_{\mu}(x, y, t) \simeq \frac{2 k_{F}^{2} \sqrt{x x^{\prime}}}{L(t)^{2}} K_{\nu}^{\mathrm{Be}}\left(\frac{k_{F}^{2} x^{2}}{L(t)^{2}}, \frac{k_{F}^{2} y^{2}}{L(t)^{2}}\right) \tag{23}
\end{equation*}
$$

up to a phase factor, where $\mu=\frac{\hbar^{2}}{2} k_{F}^{2}, \nu=\alpha+\frac{1}{2}$, in terms of the Bessel kernel
$K_{\nu}^{\mathrm{Be}}(u, v)=\frac{\sqrt{v} J_{\nu}^{\prime}(\sqrt{v}) J_{\nu}(\sqrt{u})-\sqrt{u} J_{\nu}^{\prime}(\sqrt{u}) J_{\nu}(\sqrt{v})}{2(u-v)}$
characteristic of the "hard-edge" universality class of RMT [22], thus preserved by the dynamics in this case.

Consider now generic smooth confining potentials $V(x)$, $V_{0}(x)$, with $V^{\prime \prime \prime}(x) \neq 0$. Our strategy is as follows. We first argue that, for large $N$ (or equivalently large $\mu$ ), $W$ obeys Liouville equation (12) (and at $T=0$ is a theta function, i.e. takes value in $\{0,1\}$ ). We then study the solution to the LE, leading to Burgers equation and fermion hydrodynamics. Finally, we obtain the leading (quantum) corrections to that picture, of foremost importance near the Fermi surf.

Let us expand (11) to the first "quantum" order as

$$
\begin{equation*}
\left(\partial_{t}+p \partial_{x}-V^{\prime}(x) \partial_{p}+\frac{\hbar^{2}}{24} V^{\prime \prime \prime}(x) \partial_{p}^{3}\right) W=0 \tag{25}
\end{equation*}
$$

To check that the quantum terms are subdominant, we can evaluate each term at $t=0$ using the initial condition (4)-(5). The derivatives are non-zero only near the Fermi-surf: consider a generic point there, $\left(x_{e}, p_{e}\right)$, such that $p_{e}^{2} \sim V_{0}\left(x_{e}\right) \sim \mu$, leading to $e_{N} \sim\left(\hbar \mu / x_{e}\right)^{2 / 3}$. As $t$ increases, we assume that $V(x)$ and its derivatives still scale the same way as $V_{0}(x)$, i.e. $V^{(n)}\left(x_{e}\right) \sim \mu / x_{e}^{n}$. Each order in $\hbar$ brings $\partial_{x}$ acting on $V$ and $\partial_{p}$ acting on $W$, hence, using the scaling form (4)-(5), a factor either $\sim \hbar /\left(x_{e} p_{e}\right)$ or $\sim \hbar p_{e} /\left(x_{e} e_{N}\right)$. The latter dominates, but is $\sim \hbar /\left(x_{e}^{1 / 3} \mu^{1 / 6}\right) \ll 1$ at large $\mu$.

Under the Liouville equation the Fermi volume $\Omega_{t}$ and surf $S_{t}$ are simply transported by the (phase-space area preserving) classical equation of motion, i.e.

$$
\begin{equation*}
W(x, p, t)=\frac{1}{2 \pi \hbar} \theta\left(\mu-\frac{p_{0}(x, p, t)^{2}}{2}-V_{0}\left(x_{0}(x, p, t)\right)\right) \tag{26}
\end{equation*}
$$

There are several parametrizations to describe the transported (and possibly wildly deformed) Fermi volume $\Omega_{t}$ [46]. In the simplest case one can write

$$
\begin{equation*}
W(x, p, t)=\frac{1}{2 \pi \hbar} \theta\left(p-p_{-}(x, t)\right) \theta\left(p_{+}(x, t)-p\right) \tag{27}
\end{equation*}
$$

for $x \in \mathcal{I}=\left[x_{e}^{-}(t), x_{e}^{+}(t)\right]$ the (single) support of the number density $\tilde{\rho}(x, t)=\frac{1}{2 \pi \hbar}\left(p_{+}(x, t)-p_{-}(x, t)\right)$. For $x \in \mathcal{I}$, each $p_{ \pm}$must then satisfy the Burgers equation [48]

$$
\begin{equation*}
\partial_{t} p(x, t)+p(x, t) \partial_{x} p(x, t)+V^{\prime}(x)=0 \tag{28}
\end{equation*}
$$

It recovers the standard free fermion hydrodynamics with a velocity field $v=\frac{1}{2}\left(p_{+}+p_{-}\right)$with $\tilde{\rho} v=\int d p p W$, and the local kinetic energy density $\int d p \frac{p^{2}}{2} W=\frac{1}{2} \tilde{\rho} v^{2}+\frac{\hbar^{2}}{6} \pi^{2} \tilde{\rho}^{3}$ [46]. The equilibrium is recovered for $V(x)=V_{0}(x)$ with

$$
\begin{equation*}
p_{ \pm}(x, t)= \pm p_{\mu}^{0}(x) \quad, \quad p_{\mu}^{0}(x)=\sqrt{2\left(\mu-V_{0}(x)\right)_{+}} \tag{29}
\end{equation*}
$$

and $W$ is time independent. The form (27) using (28) automatically satisfies Liouville equation.

We now study the behavior of the Wigner function near the transported Fermi-surf $S_{t}$. We know that at $t=0$ it is given by (4)-(5) and has a thickness $e_{N}=e\left(x_{e}, p_{e}\right)$. We thus look for a solution of (25) for $p \approx p_{+}(x, t)$ of the form

$$
\begin{equation*}
W(x, p, t) \simeq F(\tilde{a}) \quad, \quad \tilde{a}=\frac{p-p_{+}(x, t)}{D(x, t)} \tag{30}
\end{equation*}
$$

with a time-dependent thickness $D(x, t), F(+\infty)=0$ and $F(-\infty)=1$. Remarkably, plugging this form into Eq.(25) allows to determine uniquely [46]

$$
\begin{equation*}
D(x, t)=-\left(\frac{\hbar^{2}}{2} \partial_{x}^{2} p_{+}(x, t)\right)^{1 / 3} \tag{31}
\end{equation*}
$$

and $F^{\prime \prime \prime}(a)=4 a F^{\prime}(a)$, which is obeyed by $F(a)=\mathcal{W}(a)=$ $\mathrm{Ai}_{1}\left(2^{2 / 3} a\right)$. It also provides the correct matching with the initial condition, since $-\left(\frac{\hbar^{2}}{2} \partial_{x}^{2} p_{\mu}^{0}(x)\right)^{1 / 3}=\left.\frac{e(x, p)}{p}\right|_{p=p_{\mu}^{0}(x)}$ on the Fermi surf. The solution corresponding to $\theta\left(p-p_{-}\right)$ is obtained similarly with $\tilde{a} \rightarrow-\tilde{a}$. Furthermore we show [46] that for smooth potentials, adding the missing higher order terms in $\hbar$ of the WE in Eq.(25) does not change the result. Thus derivatives up to and including $V^{\prime \prime \prime}$ determine the dynamical width, while only $V^{\prime \prime}$ and $V^{\prime}$ enter the static width $e_{N}$. Hence we have found the universal scaling form near a generic point of the transported Fermi-surf $S_{t}$. The width (31) can be calculated for any $V(x)$ solving the Burgers equation (28) with initial condition $p_{+}(x, t=0)=p_{\mu}^{0}(x)$. Note that related results were obtained [49-52] for a single particle in the semi-classical
limit, and for fermions at equilibrium [35, 36]. Other expressions can be obtained [46] at non-generic points, e.g. when $\partial_{x}^{2} p(x, t)=0[37,51,53]$. We assumed here that the Fermi surf maintained its integrity, which in some cases requires finite time. More generally, the section $\Omega_{t}(x)$ of $\Omega_{t}$ (such that $p \in \Omega_{t}(x)$ iff $\left.(x, p) \in \Omega_{t}\right)$ can contain multiple intervals $\Omega_{t}(x)=\cup_{j=1}^{n(x)}\left[p_{-}^{j}(x, t), p_{+}^{j}(x, t)\right]$ which merge or disappear as $x$ varies. Locally, however, as in the statics as long as one can find a smooth local parametrization of the Fermi surf, similar scaling form as (30) should hold. This dynamical scenario remains valid over a time scale when the Fermi surf does not change drastically from the initial condition. Beyond this time scale, the dynamics becomes quite different, as discussed later. However, it is hard to estimate precisely this time scale.

The above results can be extended to a quench from an initial system prepared at finite temperature $T=1 / \beta$, in the grand canonical (GC) ensemble with chemical potential $\tilde{\mu}$. The equal time correlations are again determinantal with the GC kernel (overbars denote GC averages)

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)=\sum_{k=1}^{+\infty} \bar{n}_{k}^{0} \psi_{k}^{*}(x, t) \psi_{k}\left(x^{\prime}, t\right) \tag{32}
\end{equation*}
$$

with $\bar{n}_{k}^{0}=1 /\left(1+e^{\beta\left(\epsilon_{k}^{0}-\tilde{\mu}\right)}\right)$ the mean occupation number of the energy level $\epsilon_{k}^{0}$ of $H_{0}$. The GC Wigner function $W_{\tilde{\mu}}$ (defined in [37]) is again the Fourier transform of the GC kernel, as in (9). It is clear from (32) that it obeys (10) hence $W$ still the solution of (11), albeit with a different initial condition. For large $N$, in the bulk it reads

$$
W_{\tilde{\mu}}(x, p, t=0) \simeq\left[2 \pi \hbar\left(1+e^{\beta\left(H_{0}\left(x_{0}(x, p, t), p_{0}(x, p, t)\right)-\tilde{\mu}\right)}\right)\right]^{-1}
$$

Introducing the important dimensionless parameter $b=$ $e_{N} / T$, the (same) Fermi surf is still well defined at low $T=e_{N} / b \ll \mu($ with $\tilde{\mu} \simeq \mu)$ and Eq. (4) still applies with

$$
\begin{equation*}
\mathcal{W}(a) \rightarrow \mathcal{W}_{b}(a)=\int_{-\infty}^{+\infty} d y \operatorname{Ai}(y) /\left(1+e^{b\left(a-y 2^{-2 / 3}\right)}\right) \tag{33}
\end{equation*}
$$

a universal function depending only on the dimensionless parameter $b$ (with $\mathcal{W}_{+\infty}(a)=\mathcal{W}(a)$ in the $T=0$ limit). Formula (13), (17), (18), readily apply with, for large $N, \tilde{\mu}$, these new initial conditions. Eqs. (20), (24), (19) admit $T>0$ extensions [46].

From the linearity of the W-equation (11) one can express its solution at $T>0$ in terms of the $T=0$ solution as

$$
\begin{equation*}
W_{\tilde{\mu}}(x, p, t)=\int d \mu^{\prime} \frac{\left.\partial_{\mu^{\prime}} W(x, p, t)\right|_{\mu=\mu^{\prime}}}{1+e^{\beta\left(\mu^{\prime}-\tilde{\mu}\right)}} \tag{34}
\end{equation*}
$$

since it holds at $t=0$ (equilibrium) as shown in [37]. At low $T$ near the Fermi surf, it allows to generalize Eq. (30)
$W_{\tilde{\mu}}(x, p, t) \simeq \mathcal{W}_{b(x, t)}(\tilde{a}), b(x, t)=\beta \frac{-\left(\frac{\hbar^{2}}{2} \partial_{x}^{2} p_{+}(x, t, \mu)\right)^{1 / 3}}{\partial_{\mu} p_{+}(x, t, \mu)}$
where the dependence in $\mu$ of $p_{+}(x, t, \mu)$ is indicated explicitly, and the parameter $b$ acquires a dependence in $x, t$, which however disappears for the harmonic oscillator for which $b(x, t)=b=\beta\left(\hbar \omega_{0}\right)^{2 / 3} \mu^{1 / 3}$, as for equilibrium.

We now study the multi-time quantum correlations. As for equilibrium dynamics [25] one shows from the EynardMehta theorem [42] that they are determinants based on the non-equilibrium space-time extended kernel [54]

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, t ; x^{\prime}, t^{\prime}\right)=\sum_{k}\left(\bar{n}_{k}-\theta_{+}\left(t^{\prime}-t\right)\right) \psi_{k}^{*}(x, t) \psi_{k}\left(x^{\prime}, t^{\prime}\right) \tag{36}
\end{equation*}
$$

with $\theta_{+}(x)=1$ for $x>0$ and $\theta_{+}(x)=0$ for $x \leq 0$. For instance the density-density correlation for $t_{1}<t_{2}$ reads $\left\langle\hat{\rho}\left(x_{1}, t_{1}\right) \hat{\rho}\left(x_{2}, t_{2}\right)\right\rangle=\operatorname{det}_{1 \leq i, j \leq 2} K_{\tilde{\mu}}\left(x_{i}, t_{i} ; x_{j} t_{j}\right)$. Consider now $H$ to be the $\omega(t)$-harmonic oscillator and use the rescaling method. If $H_{0}$ is the $\omega_{0}$-harmonic oscillator, one easily obtains, up to a phase factor [46]

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, t ; x^{\prime}, t^{\prime}\right)=\frac{1}{\sqrt{L(t) L\left(t^{\prime}\right)}} K_{\tilde{\mu}}^{\mathrm{eq}}\left(\frac{x}{L(t)}, \tau(t) ; \frac{x^{\prime}}{L\left(t^{\prime}\right)}, \tau\left(t^{\prime}\right)\right) \tag{37}
\end{equation*}
$$

where $L(t)$ obeys (16), and $\tau(t)=\int_{0}^{t} d t^{\prime} / L\left(t^{\prime}\right)^{2}$. For $\omega(t)=\omega$, then $L(t)=x_{e}(t) / x_{e}$ as given in (14) and $\tan \omega_{0} \tau(t)=\frac{\omega_{0}}{\omega} \tan \omega t$. Here $K_{\tilde{\mu}}^{\mathrm{eq}}\left(x, t ; x^{\prime}, t^{\prime}\right)$ is the equilibrium two time kernel of the $\omega_{0}$-harmonic oscillator studied in [25], given by (36) with $\psi_{k}^{*}(x, t) \psi_{k}\left(x^{\prime}, t^{\prime}\right) \rightarrow$ $\phi_{k}^{0 *}(x) \phi_{k}^{0}\left(x^{\prime}\right) e^{-i \omega_{0} k\left(t^{\prime}-t\right)}$. This relation between $K_{\tilde{\mu}}$ and $K_{\tilde{\mu}}^{\mathrm{eq}}$ is special to the harmonic oscillator. $K_{\tilde{\mu}}^{\mathrm{eq}}$ is periodic in both times of period $2 \pi / \omega_{0}$, and $K_{\tilde{\mu}}$ of period $2 \pi / \omega$. Within a period $K_{\tilde{\mu}}^{\mathrm{eq}}$ decays very fast in $t-t^{\prime}$ with a time scale $\sim 1 / N$ in the bulk and $\sim 1 / N^{1 / 3}$ at the edge [25]. One can thus expand near $t \simeq t^{\prime}$ and one obtains the following scaling forms for $K_{\tilde{\mu}}$. In the bulk
$K_{\tilde{\mu}}\left(x, t ; x^{\prime}, t^{\prime}\right) \simeq \frac{1}{\xi_{x, t}} \mathcal{K}^{\text {bulk,r}}\left(\frac{x-x^{\prime}-v_{x, t}\left(t-t^{\prime}\right)}{\xi_{x, t}}, \frac{\hbar\left(t-t^{\prime}\right)}{\xi_{x, t}^{2}}\right)$
where $\mathcal{K}^{\text {bulk,r }}$ is the real time continuation of the equilibrium extended sine kernel given at $T=0$ e.g. in Eq. (70-71) of [25] and [46]. The width $\xi_{x, t}=$ $2 \hbar L(t)^{2} /\left(\omega_{0} \sqrt{x_{e}(t)^{2}-x^{2}}\right) \sim N^{-1 / 2}$ and the velocity $v_{x t}=x L^{\prime}(t) / L(t) \sim N^{1 / 2}$ are new features of the nonequilibrium dynamics $\left(v_{x t}=0\right.$ at equilibrium). Near the edge it takes the scaling form
$K_{\tilde{\mu}}\left(x, t ; x^{\prime}, t^{\prime}\right) \simeq$
$\frac{1}{w_{N}(t)} \mathcal{K}_{b}^{\text {edge, } \mathrm{r}}\left(\frac{x-x_{e}(t)}{w_{N}(t)}, \frac{x^{\prime}-x_{e}(t)+v_{t}^{e}\left(t-t^{\prime}\right)}{w_{N}(t)}, \frac{2 \hbar\left(t-t^{\prime}\right)}{w_{N}(t)^{2}}\right)$
where $v_{e}(t)=x_{e}(t) L^{\prime}(t)$ is the velocity of the edge and $\mathcal{K}_{b}^{\text {edge, } r}$ is the equilibrium extended Airy kernel (continued to real time) given e.g. in Eq. (156) of [25] and [46].

Finally we discuss the large time behavior. In the "classical" limit $\hbar \sim 1 / N, N \rightarrow \infty$, it was shown recently [31] that for generic confining potentials, e.g. different from the HO, the Wigner function has a large time stationary
limit. It was found to coincide with the prediction of the GGE. Here we investigate this question for fixed $\hbar$. Starting from the time-dependent kernel (32), and expanding on the basis of the eigenfunctions $\phi_{\ell}(x)=\left\langle x \mid \phi_{\ell}\right\rangle$ of $H$ (of energies $\epsilon_{\ell}$ ) we obtain
$K_{\tilde{\mu}}(x, y, t)=\sum_{k, \ell, \ell^{\prime}} e^{-\frac{i}{\hbar}\left(\epsilon \ell-\epsilon_{\ell^{\prime}}\right) t}\left\langle\phi_{\ell} \mid \phi_{k}^{0}\right\rangle \bar{n}_{k}^{0}\left\langle\phi_{k}^{0} \mid \phi_{\ell^{\prime}}\right\rangle \phi_{\ell}^{*}(x) \phi_{\ell^{\prime}}(y)$
For a confining potential the spectrum of $H$ is nondegenerate, hence the only non-oscillating terms are $\ell=\ell^{\prime}$. Keeping only these terms one obtains
$K_{\tilde{\mu}}^{\mathrm{di}}(x, y)=\sum_{\ell=1}^{\infty} \nu_{\ell} \phi_{\ell}^{*}(x) \phi_{\ell}(y), \nu_{\ell}=\left\langle\phi_{\ell}\right| \frac{1}{1+e^{\beta\left(H_{0}-\tilde{\mu}\right)}}\left|\phi_{\ell}\right\rangle$
where the $0 \leq \nu_{\ell} \leq 1$ are "effective mean occupation numbers", with $\sum_{\ell} \nu_{\ell}=\sum_{k} \bar{n}_{k}^{0}=\bar{N}$ (i.e. $N$ at $T=0$ ), as expected from particle number conservation. This is the so-called diagonal approximation (DA) [39] which, in the present case, can also be obtained as a time average, i.e. $K_{\tilde{\mu}}^{\mathrm{di}}(x, y)=\lim _{\tau \rightarrow \infty} \frac{1}{\tau} \int_{0}^{\tau} d t K_{\tilde{\mu}}(x, y, t)$. Under certain conditions, including absence of time periodicity, the large time limit exists $K_{\tilde{\mu}}^{\infty}(x, y)=\lim _{t \rightarrow \infty} K_{\tilde{\mu}}(x, y, t)$ and then $K_{\tilde{\mu}}^{\infty}=K_{\tilde{\mu}}^{\mathrm{di}}$. Let us define a fonction $\nu_{\tilde{\mu}}(\epsilon)$ such that $\nu_{\tilde{\mu}}\left(\epsilon_{\ell}\right)=\nu_{\ell}$ for all $\ell$. Then one can obtain the diagonal Wigner function

$$
\begin{equation*}
W_{\tilde{\mu}}^{\mathrm{di}}(x, p)=\int d \mu^{\prime} \nu_{\tilde{\mu}}\left(\mu^{\prime}\right) \partial_{\mu^{\prime}} W_{\mu^{\prime}}^{H}(x, p) \tag{41}
\end{equation*}
$$

in terms of the Wigner function, $W_{\mu}^{H}(x, p)$, associated to the ground state of $\mathcal{H}$ i.e to the kernel $K_{\mu}^{H}(x, y)=$ $\sum_{\ell} \theta\left(\mu-\epsilon_{\ell}\right) \phi_{\ell}^{*}(x) \phi_{\ell}(y)$ (one first shows that $K_{\tilde{\mu}}^{\mathrm{di}}$ and $K_{\mu}^{H}$ are related via (41), which implies (41) for their Wigner functions). Note that if one defines $\hat{\nu}_{\tilde{\mu}}(\epsilon)=\sum_{\ell} \nu_{\ell} \delta\left(\epsilon-\epsilon_{\ell}\right)$, then $\hat{\nu}_{\tilde{\mu}}(\epsilon)=\nu_{\tilde{\mu}}(\epsilon) \rho(\epsilon)$, where $\rho(\epsilon)=\sum_{\ell} \delta\left(\epsilon-\epsilon_{\ell}\right)$ is the density of states. The above holds for arbitrary $N, \tilde{\mu}$.

For large $N$, we insert in (41) the known form of the Wigner function from (4), (5), (33), i.e. $W^{H}(x, p) \simeq$ $\frac{1}{2 \pi \hbar} \mathcal{W}_{b}(a)$ and obtain one of our main result

$$
\begin{equation*}
W_{\tilde{\mu}}^{\mathrm{di}}(x, p) \simeq \frac{-1}{2 \pi \hbar e(x, p)} \int d \mu^{\prime} \nu_{\tilde{\mu}}\left(\mu^{\prime}\right) \mathcal{W}_{b}^{\prime}\left(\frac{H(x, p)-\mu^{\prime}}{e(x, p)}\right) \tag{42}
\end{equation*}
$$

where at $T=0, \mathcal{W}_{+\infty}^{\prime}(a)=-2^{1 / 3} \operatorname{Ai}\left(2^{2 / 3} a\right)$. If one neglects the quantum width of the edge, $\delta \mu^{\prime} \sim e_{N} \sim \hbar^{2 / 3}$ for fixed $\mu^{\prime}$, it is equivalent to insert instead $W^{H}(x, p) \simeq$ $\frac{1}{2 \pi \hbar} \theta(\mu-H(x, p))$ in (41). This leads to

$$
\begin{equation*}
W_{\tilde{\mu}}^{\mathrm{di}}(x, p) \simeq \frac{1}{2 \pi \hbar} \nu_{\tilde{\mu}}(H(x, p)) \tag{43}
\end{equation*}
$$

an approximation valid when $e_{N}$ is much smaller than the width $\delta \mu^{\prime}$ over which the effective occupation number $\nu_{\tilde{\mu}}\left(\mu^{\prime}\right)$ drops from 1 (for $\mu^{\prime} \ll \tilde{\mu}$ ) to 0 (for $\mu^{\prime} \gg \tilde{\mu}$ ). This is the case in the classical limit $\hbar \sim 1 / N$ which we now consider [55]. We note that $\frac{1}{N} \hat{\nu}_{\tilde{\mu}}(\epsilon)$ is the probability density of the energy $H$ of a single particle in the initial state.

In the classical limit it is evaluated through a phase space average over the initial Wigner function $W(x, p, 0)$, which together with (43) leads to

$$
\begin{align*}
& W_{\tilde{\mu}}^{\mathrm{di}}(x, p) \simeq W_{\tilde{\mu}}^{\mathrm{di}, \mathrm{sc}}(x, p)=\left.\frac{\hat{\nu}_{\tilde{\mu}}^{\mathrm{sc}}(\epsilon)}{2 \pi \hbar \rho^{\mathrm{sc}}(\epsilon)}\right|_{\epsilon=H(x, p)}  \tag{44}\\
& \simeq \int \frac{d x_{0} d p_{0} \delta\left(H(x, p)-H\left(x_{0}, p_{0}\right)\right)}{2 \pi \hbar \rho^{\mathrm{sc}}(H(x, p))} W\left(x_{0}, p_{0}, 0\right)
\end{align*}
$$

where $\rho^{s c}(\epsilon)$ is the semi-classical density of states. This is our result in the classical limit $\hbar \sim 1 / N$. In the simplest case considered in [31] (i.e. $T=0$ and a single orbit at each energy $\epsilon$ ) one has $\rho^{s c}(\epsilon)=\frac{T(\epsilon)}{2 \pi \hbar}$ where $T(\epsilon)$ is the period of the classical orbit at energy $\epsilon$. Inserting $W\left(x_{0}, p_{0}, 0\right)=\frac{1}{2 \pi \hbar} \theta\left(\mu-H_{0}\left(x_{0}, p_{0}\right)\right)$, integrating over $p_{0}$ in (44), and putting all together [46], one recovers the large time limit result of [31] (obtained by a quite different method) valid in the classical case. Our formula (41) is thus a good candidate for the large time limit of the Wigner function in the quantum regime.

The GGE thermalization hypothesis $[39,40,56]$ states that for local observables $O, \lim _{t \rightarrow+\infty}\langle O(t)\rangle=\operatorname{Tr} \mathcal{D}_{\mathrm{GGE}} O$, where the density matrix $\mathcal{D}_{\mathrm{GGE}}$ involves an extensive number of conserved quantities. For non-interacting fermions, as discussed in $[31,39]$, these are the occupation numbers $c_{\ell}^{\dagger} c_{\ell}$ of single particle energy levels $\epsilon_{\ell}$ of $H$. The natural candidate is thus $\mathcal{D}_{\mathrm{GGE}}=\frac{1}{Z_{\mathrm{GGE}}} e^{\sum_{\ell} f_{\ell} c_{\ell}^{\dagger} c_{\ell}}$ where the $f_{\ell}$ are determined from the initial condition. One has $\left\langle c_{\ell}^{\dagger} c_{\ell}\right\rangle_{t=0}=\nu_{\ell}$, where the $\nu_{\ell}$ are exactly the ones obtained in (40) [46]. Hence one finds $\left\langle c_{\ell}^{\dagger} c_{\ell}\right\rangle_{\mathrm{GGE}}=\frac{1}{1+e^{-f_{\ell}}}=\nu_{\ell}$. Thus we find that at the level of the single particle observables (the kernel and Wigner function) the result of the GGE is identical to the diagonal approximation.

What about the multi-point time dependent correlations ? Since for any initial state equal to an eigenstate of $\mathcal{H}_{0}$, labeled by a set $\mathbf{n}^{0}=\left\{n_{k}^{0}\right\}$ of occupation numbers, $n_{k}^{0}=0,1$, the time evolved state is determinantal, correlations in this state have the form

$$
R_{m, \mathbf{n}^{0}}\left(x_{1}, \cdots, x_{m}, t\right)=\operatorname{det}_{1 \leq i, j \leq m} \sum_{k=1}^{+\infty} n_{k}^{0} \psi_{k}^{*}\left(x_{i}, t\right) \psi_{k}\left(x_{j}, t\right)
$$

Expanding on the eigenstates of $H$ now involves a sum over two sets of $m$-fermion eigenstates of $\mathcal{H}_{m}$. The DA restricts that sum to identical eigenstates in both sets, and one obtains [46] (after a grand canonical average)

$$
\begin{equation*}
R_{m}^{\mathrm{di}}\left(x_{1}, \cdots, x_{m}\right)=\sum_{1 \leq \ell_{1}<\cdots<\ell_{p}}\left|\operatorname{det} \phi_{\ell_{i}}\left(x_{j}\right)\right|^{2} \operatorname{det}_{p \times p} \nu_{\ell_{i}, \ell_{j}} \tag{45}
\end{equation*}
$$

where $\nu_{\ell, \ell^{\prime}}=\left\langle\phi_{\ell}\right|\left(1+e^{\beta\left(H_{0}-\mu\right)}\right)^{-1}\left|\phi_{\ell^{\prime}}\right\rangle=\left\langle c_{\ell}^{\dagger} c_{\ell^{\prime}}\right\rangle_{t=0}$. This DA for $p \geq 2$ differs from the prediction of the simplest GGE ansatz discussed above. Indeed, the latter predicts that the $m$-point correlation $R_{m}$ is equal to the $m \times m$ determinant built from the kernel $K^{\mathrm{GGE}}=K_{\tilde{\mu}}^{\mathrm{di}}$ given in (40). Agreement $R_{m}^{\mathrm{di}}=R_{m}^{G G E}$ would hold only if one could
neglect the off-diagonal terms in the determinant in (45), i.e. replace $\operatorname{det}_{p \times p} \nu_{\ell_{i}, \ell_{j}} \rightarrow \nu_{\ell_{1}} \ldots \nu_{\ell_{p}}$, as implied by the Cauchy-Binet identity. This occurs in some models, see a bosonic example in [40] which has translational invariance and the GGE was shown to hold. Here, connecting $R_{m}^{\text {di }}$ to the GGE (possibly in an inhomogeneous version involving local Lagrange multipliers $f_{\ell}(x)$ ) remains open.

In conclusion we studied the evolution of the Wigner function for noninteracting fermions in $d=1$ after a quantum quench. At times such that the integrity of the Fermi surf is retained, we found that it is described by the same universal function as at equilibrium, although with a space time dependent width that we calculated. We obtained an exact candidate formula for the large time limit of the Wigner function for generic (e.g. non-harmonic) confining potentials, and showed that it agrees with the GGE. We calculated the diagonal approximation to the many point correlations. It would be interesting to explore $d>1$ and detect these predictions in cold atom experiments.

Note added: at completion of this work we became aware of the recent work in [57] which studies a related problem.
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## I. MODEL AND DYNAMICAL DETERMINANTAL STRUCTURE

## A. Quench from zero temperature

We consider the real time quantum dynamics of $N$ noninteracting identical fermions evolving in $d=1$ dimensions with the many body Hamiltonian $\mathcal{H}=\sum_{i=1}^{N} H\left(x_{i}, p_{i}\right)$. The system is initially prepared at $t=0$ in the ground state of the Hamiltonian $\mathcal{H}_{0}=\sum_{i=1}^{N} H_{0}\left(x_{i}, p_{i}\right)$. We restrict our study to the following choice for the single particle Hamiltonians

$$
\begin{equation*}
H_{0}(x, p)=\frac{p^{2}}{2 m}+V_{0}(x) \quad, \quad H(x, p)=\frac{p^{2}}{2 m}+V(x) \tag{1}
\end{equation*}
$$

For simplicity, we work here in units where the mass $m=1$. More generally, we will also consider the evolution under a time dependent $H(t)$, i.e. (1) with $V(x) \rightarrow V(x, t)$. We will work in term of the eigenstates and eigenenergies of $H$ and $H_{0}$ which we denote by

$$
\begin{equation*}
H_{0}\left|\phi_{k}^{0}\right\rangle=\epsilon_{k}^{0}\left|\phi_{k}^{0}\right\rangle \quad, \quad \phi_{k}^{0}(x)=\left\langle x \mid \phi_{k}^{0}\right\rangle \quad, \quad H\left|\phi_{\ell}\right\rangle=\epsilon_{\ell}\left|\phi_{\ell}\right\rangle \quad, \quad \phi_{\ell}(x)=\left\langle x \mid \phi_{\ell}\right\rangle . \tag{2}
\end{equation*}
$$

The potentials $V(x)$ and $V_{0}(x)$ are generally assumed to be confining. In this case the spectra of both $H_{0}$ and $H$ are discrete and the eigenstates are non-degenerate. We label them using integers $k$ and $\ell$ in increasing order $\epsilon_{1}^{0}<\epsilon_{2}^{0}<\cdots<\epsilon_{k}^{0}<\ldots$ and $\epsilon_{1}<\epsilon_{2}<\cdots<\epsilon_{l}<\ldots$. The initial state, i.e. the ground state of $\mathcal{H}_{0}$, take the form of a Slater determinant

$$
\begin{equation*}
\Psi\left(x_{1}, \cdots, x_{N} ; t=0\right)=\frac{1}{\sqrt{N!}} \operatorname{det}_{1 \leq i, j \leq N} \phi_{i}^{0}\left(x_{j}\right) \tag{3}
\end{equation*}
$$

We denote by $\mu$ the Fermi energy, i.e. the energy $\epsilon_{N}^{0}$ of the highest occupied single particle state. The Slater determinant property (sometimes called "Gaussian state" in the quantum quench literature) is preserved under time evolution. We define by $\psi_{k}(x, t)$ the solutions of $i \hbar \partial_{t} \psi=H \psi$ with initial condition $\psi_{k}(x, t=0)=\phi_{k}^{0}(x)$. The time evolved wave function is thus

$$
\begin{equation*}
\Psi\left(x_{1}, \cdots, x_{N} ; t\right)=\frac{1}{\sqrt{N!}} \operatorname{det}_{1 \leq i, j \leq N} \psi_{i}\left(x_{j}, t\right) \tag{4}
\end{equation*}
$$

We are interested in the quantum probability density $|\Psi|^{2}$ which can be written in terms of the time dependent kernel $K_{\mu}\left(x, x^{\prime}, t\right)$ via

$$
\begin{equation*}
\left|\Psi\left(x_{1}, \cdots, x_{N} ; t\right)\right|^{2}=\frac{1}{N!} \operatorname{det}_{1 \leq i, j \leq N} K_{\mu}\left(x_{i}, x_{j}, t\right) \quad, \quad K_{\mu}\left(x, x^{\prime}, t\right)=\sum_{k=1}^{N} \psi_{k}^{*}(x, t) \psi_{k}\left(x^{\prime}, t\right) \tag{5}
\end{equation*}
$$

Note that the $\psi_{k}(x, t)$ form an orthonormal basis for all $t$ since the Schrödinger unitary evolution conserves all scalar products. Consequently, the kernel is reproducing, i.e. $\int d x^{\prime} K_{\mu}\left(x, x^{\prime}, t\right) K_{\mu}\left(x^{\prime}, x^{\prime \prime}, t\right)=K_{\mu}\left(x, x^{\prime \prime}, t\right)$ and satisfies $\operatorname{Tr} K_{\mu}=\int d x K_{\mu}(x, x)=N$. Hence $\left|\Psi\left(x_{1}, \cdots x_{N} ; t\right)\right|^{2}$ is the joint probability distribution function (JPDF) of a determinantal point process $[1,2]$. As a consequence one can show that the $m$-point correlation functions can be written as determinants

$$
\begin{equation*}
R_{m}\left(x_{1}, \ldots, x_{m}, t\right)=\frac{N!}{(N-m)!} \int d x_{m+1} \ldots d x_{N}\left|\Psi\left(x_{1}, \cdots x_{N} ; t\right)\right|^{2}=\operatorname{det}_{1 \leq i, j \leq m} K_{\mu}\left(x_{i}, x_{j}, t\right) \tag{6}
\end{equation*}
$$

The $m$-point time-dependent density-density correlation functions can be obtained easily from these $R_{m}$ functions [3]. For instance $R_{1}(x, t)=N \rho_{N}(x, t)$ where $\rho_{N}(x, t)$ is the (time-dependent) average density.

Taking time derivative of $K_{\mu}\left(x, x^{\prime}, t\right)$ defined in Eq. (5) and using the time-dependent Schrödinger equation for $\psi_{k}(x, t)$, it is easy to obtain the equation (10) of the text

$$
\begin{equation*}
\partial_{t} K_{\mu}=-\frac{i \hbar}{2}\left(\partial_{x}^{2}-\partial_{x^{\prime}}^{2}\right) K_{\mu}+\frac{i}{\hbar}\left(V(x)-V\left(x^{\prime}\right)\right) K_{\mu} \tag{7}
\end{equation*}
$$

In addition, one can also express formally the time-dependent kernel in terms of the quantum Euclidean propagator, defined through

$$
\begin{equation*}
G\left(x, x^{\prime}, \tau\right)=\langle x| e^{-\tau H / \hbar}\left|x^{\prime}\right\rangle \quad, \quad \hbar \partial_{\tau} G\left(x, x^{\prime}, \tau\right)=-H_{x} G\left(x, x^{\prime}, \tau\right) \quad, \quad G\left(x, x^{\prime}, 0\right)=\delta\left(x-x^{\prime}\right) \tag{8}
\end{equation*}
$$

where $H_{x}=H\left(x, \frac{\hbar}{i} \partial_{x}\right)$. Using $\psi_{k}(x, t)=\int d x^{\prime}\langle x| e^{-i H t / \hbar}\left|x^{\prime}\right\rangle \phi_{k}^{0}\left(x^{\prime}\right)$, we can write

$$
\begin{equation*}
K_{\mu}\left(x, x^{\prime}, t\right)=\int d y d y^{\prime} G(x, y,-i t) K_{\mu}\left(y, y^{\prime}, 0\right) G\left(x^{\prime}, y^{\prime}, i t\right) \quad, \quad K_{\mu}\left(x, x^{\prime}, 0\right)=\int_{C} \frac{d \tau}{2 i \pi \tau} e^{\mu \tau / \hbar} G\left(x, x^{\prime}, \tau\right) \tag{9}
\end{equation*}
$$

where, in the second equality we have expressed the equilibrium kernel using the Euclidean propagator as shown in [3]. Taking time derivatives we see that the kernel obeys the same evolution equation as in (7).

The $N$ body zero temperature Wigner function, defined in Eq. (8) in the main text, can be written as a Fourier transform of the Kernel $K_{\mu}$ as in Eq. (9) of the main text, this was shown in the Appendix A of Ref. [4]. It is convenient to re-express Eq. (9) of the main text, upon replacing $x$ by $X$, as

$$
\begin{equation*}
W(X, p, t)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} d Y e^{i p Y / \hbar} K_{\mu}(X+Y / 2, X-Y / 2, t) \tag{10}
\end{equation*}
$$

where $K_{\mu}\left(x, x^{\prime}, t\right)$ evolves via Eq. (7). We make the change of variables, $x=X+Y / 2$ and $x^{\prime}=X-Y / 2$, and consequently $\partial_{x}^{2}-\partial_{x^{\prime}}^{2}=2 \partial_{X} \partial_{Y}$. Taking the time-derivative of Eq. (10), and using Eq. (7), one obtains

$$
\begin{equation*}
\partial_{t} W(X, p, t)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} d Y e^{i p Y / \hbar}\left[-i \hbar \partial_{X} \partial_{Y} K_{\mu}+\frac{i}{\hbar}(V(X+Y / 2)-V(X-Y / 2)) K_{\mu}\right] \tag{11}
\end{equation*}
$$

where $K_{\mu} \equiv K_{\mu}(X+Y / 2, X-Y / 2, t)$. The first term on the right hand side (rhs) of Eq. (11) can be evaluated using integration by parts. In the second term (involving $V$ 's), we first formally expand $V(X+Y / 2)=$ $\sum_{n=0}^{\infty} V^{(n)}(X)(Y / 2)^{n} / n$ ! with $V^{(n)}(x)=d^{n} V(x) / d x^{n}$ being the $n$-th derivative. Each term can then be re-expressed as derivatives with respect to $p$ and the series can then be resummed. After straightforward algebra, this then leads to the evolution equation for $W(X, p, t)$

$$
\begin{equation*}
\partial_{t} W(X, p, t)=-p \partial_{X} W(X, p, t)+\frac{i}{\hbar}\left(V\left(X-\frac{i \hbar}{2} \partial_{p}\right)-V\left(X+\frac{i \hbar}{2} \partial_{p}\right)\right) W(X, p, t) \tag{12}
\end{equation*}
$$

This is precisely Eq. (11) of the main text (with $X$ replacing $x$ ). This evolution equation for the Wigner function, which we call the $W$-equation, is valid for arbitrary $N$.

## B. Quench from finite temperature

To consider a finite temperature initial state, i.e. described by an initial density matrix, we need to consider the evolution of an arbitrary eigenstate of $\mathcal{H}_{0}$. These states are denoted by $\left|\mathbf{n}^{0}\right\rangle$ and are indexed by a set of occupation numbers, introduced in the text, $\mathbf{n}_{0}=\left\{n_{k}^{0}\right\}_{k \geq 1}$ with $n_{k}^{0} \in\{0,1\}$, with $\sum_{k=1}^{\infty} n_{k}^{0}=N$. In fact $\left|\mathbf{n}_{0}\right\rangle$ is an eigenstate of $\mathcal{H}_{0}$ with eigenvalue $\sum_{k \geq 1} n_{k}^{0} \epsilon_{k}^{0}$, i.e.

$$
\begin{equation*}
\mathcal{H}_{0}\left|\mathbf{n}_{0}\right\rangle=\left(\sum_{k \geq 1} n_{k}^{0} \epsilon_{k}^{0}\right)\left|\mathbf{n}_{0}\right\rangle \tag{13}
\end{equation*}
$$

Under time evolution they become $\left|\mathbf{n}_{0}, t\right\rangle=e^{-i \mathcal{H} t / \hbar}\left|\mathbf{n}_{0}\right\rangle$ and read

$$
\begin{equation*}
\left\langle x_{1}, \cdots x_{N} \mid \mathbf{n}_{0}, t\right\rangle=\Psi_{\mathbf{n}_{0}}\left(x_{1}, \cdots x_{N} ; t\right)=\frac{1}{\sqrt{N!}} \operatorname{det}_{1 \leq i, j \leq N} \psi_{k_{i}}\left(x_{j}, t\right) \tag{14}
\end{equation*}
$$

with $\left|\mathbf{n}_{0}, t=0\right\rangle=\left|\mathbf{n}_{0}\right\rangle$. Here $1 \leq k_{1}<k_{2}<\ldots k_{N}$ denote the occupied states, i.e. $n_{k}^{0}=\sum_{i=1}^{N} \delta_{k, k_{i}}$. Hence for each of these states the quantum probability corresponds to a distinct determinantal process based on a kernel $K\left(x, x^{\prime}, t ; \mathbf{n}^{0}\right)$

$$
\begin{equation*}
\left|\Psi_{\mathbf{n}_{0}}\left(x_{1}, \cdots x_{N} ; t\right)\right|^{2}=\frac{1}{N!} \operatorname{det}_{1 \leq i, j \leq N} K\left(x_{i}, x_{j}, t ; \mathbf{n}_{0}\right) \quad, \quad K\left(x, x^{\prime}, t ; \mathbf{n}_{0}\right)=\sum_{k=1}^{+\infty} n_{k}^{0} \psi_{k}^{*}(x, t) \psi_{k}\left(x^{\prime}, t\right) \tag{15}
\end{equation*}
$$

Since each kernel $K\left(x, x^{\prime}, t ; \mathbf{n}_{0}\right)$ is reproducing for any set $\mathbf{n}_{0}\left(\right.$ since $\left.n_{k}^{2}=n_{k}\right)$ with trace equal to $N$, it implies that the correlations in that state are determinantal

$$
\begin{equation*}
R_{m, \mathbf{n}_{0}}\left(x_{1}, \ldots, x_{m}, t\right)=\operatorname{det}_{1 \leq i, j \leq m} K\left(x_{i}, x_{j}, t ; \mathbf{n}_{0}\right) \tag{16}
\end{equation*}
$$

and which is zero if $m>\sum_{k \geq 1} n_{k}^{0}$.
As discussed in [3] for the equilibrium problem, i.e. for $t=0$ in our case, to study finite temperature $T=1 / \beta>0$, it is more convenient to work in the grand canonical (GC) ensemble, at chemical potential $\tilde{\mu}$ (equal to the Fermi energy $\mu$ at $T=0$ ), where the total number of fermions can fluctuate. This is because in the canonical ensemble (fixed $N$ ) the correlations are not determinantal. By contrast these correlations (defined below) are determinantal in the GC ensemble [5]. In the large $N$ limit we expect that for local observables the two ensembles are equivalent (see also the discussion in $[3,6]$ ).

The grand canonical measure amounts to attributing a weight to each eigenstate of $\mathcal{H}_{0}$, i.e. to each $\left|\mathbf{n}_{0}\right\rangle$. This weight has a simple product form and the corresponding equilibrium partition sum and initial many body density $\operatorname{matrix} \mathcal{D}_{\beta, \tilde{\mu}}(t=0)$ are defined as

$$
\begin{equation*}
Z_{\beta, \tilde{\mu}}=\sum_{N} e^{\beta \tilde{\mu} N} Z_{\beta, N} \quad, \quad \mathcal{D}_{\beta, \tilde{\mu}}(t=0)=\frac{1}{Z_{\beta, \tilde{\mu}}} \sum_{\mathbf{n}_{0}} e^{-\beta\left(\sum_{k} \epsilon_{k}^{0}-\tilde{\mu}\right) n_{k}^{0}}\left|\mathbf{n}_{0}\right\rangle\left\langle\mathbf{n}_{0}\right| \tag{17}
\end{equation*}
$$

where $Z_{\beta, N}$ is the canonical partition sum $Z_{\beta, N}=\sum_{\mathbf{n}_{0}} \delta_{\sum_{k} n_{k}^{0}, n} e^{-\beta \sum_{k} \epsilon_{k}^{0} n_{k}^{0}}$. Hence the grand canonical measure amounts to attributing a weight $p_{N}=e^{\beta \tilde{\mu} N} Z_{\beta, N} / Z_{\beta, \tilde{\mu}}$ for having $N$ particles in the system at canonical equilibrium. Under time evolution, the GC density matrix becomes $\mathcal{D}_{\beta, \tilde{\mu}}(t)$ obtained from $\mathcal{D}_{\beta, \tilde{\mu}}(t=0)$ by replacing $\left|\mathbf{n}_{0}\right\rangle\left\langle\mathbf{n}_{0}\right| \rightarrow\left|\mathbf{n}_{0}, t\right\rangle\left\langle\mathbf{n}_{0}, t\right|$.

The natural definition of the correlations in the GC ensemble is obtained by averaging the correlation in each state $\left|\mathbf{n}_{0}, t\right\rangle$ over the GC measure (denoted here and what follows by an overbar)

$$
\begin{equation*}
R_{m}\left(x_{1}, \ldots, x_{m}, t\right)=\overline{R_{m, \mathbf{n}_{0}}\left(x_{1}, \ldots, x_{m}, t\right)}:=\frac{1}{Z_{\beta, \tilde{\mu}}} \sum_{\mathbf{n}_{0}} e^{-\beta\left(\sum_{k} \epsilon_{k}^{0}-\tilde{\mu}\right) n_{k}^{0}} R_{m, \mathbf{n}_{0}}\left(x_{1}, \ldots, x_{m}, t\right) \tag{18}
\end{equation*}
$$

Using the property that the $n_{k}^{0}$ are independent Bernoulli random variables in the GC measure, we obtain

$$
\begin{equation*}
R_{m}\left(x_{1}, \ldots, x_{m}, t\right)=\overline{\operatorname{det}_{1 \leq i, j \leq m} \sum_{k} n_{k}^{0} \phi_{k}^{0 *}\left(x_{i}\right) \phi_{k}^{0}\left(x_{j}\right)}=\operatorname{det}_{1 \leq i, j \leq m} K_{\tilde{\mu}}\left(x_{i}, x_{j}, t\right) \tag{19}
\end{equation*}
$$

where the time-dependent GC kernel, and its equilibrium initial conditions are given by

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)=\sum_{k=1}^{+\infty} \bar{n}_{k}^{0} \psi_{k}^{*}(x, t) \psi_{k}\left(x^{\prime}, t\right) \quad, \quad K_{\tilde{\mu}}\left(x, x^{\prime}, t=0\right)=\sum_{k} \bar{n}_{k}^{0} \phi_{k}^{0 *}\left(x_{i}\right) \phi_{k}^{0}\left(x_{j}\right) \tag{20}
\end{equation*}
$$

Here the $\bar{n}_{k}^{0} \equiv \overline{n_{k}^{0}}$ are the usual GC averaged occupation number (i.e $n_{k}^{0}$ averaged over the Bernoulli distribution)

$$
\begin{equation*}
\bar{n}_{k}^{0}=\frac{1}{1+e^{\beta\left(\epsilon_{k}^{0}-\tilde{\mu}\right)}} \quad, \quad \sum_{k} \bar{n}_{k}^{0}=\bar{N} \tag{21}
\end{equation*}
$$

where the second relation gives $\bar{N}$, the mean number of fermions, as a function of the chemical potential $\tilde{\mu}$.
It is important to note that $K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)$ satisfies exactly the same evolution equation (10) in the text as $K_{\mu}\left(x, x^{\prime}, t\right)$, the zero temperature kernel, the only difference being the initial condition. Similarly, one defines the finite temperature Wigner function in the GC ensemble, see Section 3 in [4]

$$
\begin{equation*}
W_{\tilde{\mu}}(x, p, t)=\frac{1}{Z_{\beta, \tilde{\mu}}} \sum_{N} \frac{N}{2 \pi \hbar} e^{\beta \tilde{\mu} N} \int_{-\infty}^{+\infty} d y d x_{2} \ldots d x_{N} e^{i p y / \hbar}\left\langle x+\frac{y}{2}, x_{2}, \ldots, x_{N}\right| \mathcal{D}_{\beta, N}^{c}(t)\left|x-\frac{y}{2}, x_{2}, \ldots, x_{N}\right\rangle \tag{22}
\end{equation*}
$$

where the canonical density matrix and partition function are defined as

$$
\begin{equation*}
\mathcal{D}_{\beta, N}^{c}(t)=\frac{1}{Z_{\beta, N}^{c}} \sum_{\mathbf{n}_{0}} \delta_{N, \sum_{k} n_{k}^{0}} e^{-\beta \sum_{k} \epsilon_{k}^{0} n_{k}^{0}}\left|\mathbf{n}_{0}, t\right\rangle\left\langle\mathbf{n}_{0}, t\right| \quad, \quad Z_{\beta, N}^{c}=\sum_{\mathbf{n}_{0}} \delta_{N, \sum_{k} n_{k}^{0}} e^{-\beta \sum_{k} \epsilon_{k}^{0} n_{k}^{0}} \tag{23}
\end{equation*}
$$

As shown in [4] (see Appendix A) it is related to

$$
\begin{equation*}
W_{\tilde{\mu}}(x, p, t)=\frac{1}{2 \pi \hbar} \int_{-\infty}^{+\infty} d y e^{\frac{i p y}{\hbar}} K_{\tilde{\mu}}\left(x+\frac{y}{2}, x-\frac{y}{2}, t\right) \tag{24}
\end{equation*}
$$

and thus satisfies exactly the same evolution equation (11) in the text, although with a different initial condition as $T$ and $\tilde{\mu}$ are varied.

## II. DYNAMICS FOR THE HARMONIC OSCILLATOR

In this section we study the dynamics of a single particle in a time dependent harmonic potential, with Hamiltonian

$$
\begin{equation*}
H(t)=\frac{p^{2}}{2}+\frac{1}{2} \omega(t)^{2} x^{2} \tag{25}
\end{equation*}
$$

for various initial conditions.

## A. The rescaling method

The rescaling method [7] compares the evolution with two different single particle Hamiltonians: (i) the time dependent oscillator $H(t)$ defined in (25) and (ii) the fixed frequency oscillator of Hamiltonian

$$
\begin{equation*}
H_{1}=\frac{p^{2}}{2}+\frac{1}{2} \omega_{1}^{2} x^{2} \tag{26}
\end{equation*}
$$

Let us denote by $\varphi(x, t)$ the solution of $i \hbar \partial_{t} \varphi=H(t) \varphi$ with an arbitrary initial condition $\varphi(x, t=0)=\varphi_{0}(x)$, and $\varphi_{1}(x, t)$ the solution of $i \hbar \partial_{t} \varphi_{1}=H_{1} \varphi_{1}$ with the same initial condition $\varphi_{1}(x, t=0)=\varphi_{0}(x)$. Then one has the relation valid at all times $t \geq 0$

$$
\begin{equation*}
\varphi(x, t)=e^{i \frac{L^{\prime}(t)}{2 L(t) \hbar} x^{2}} \frac{1}{\sqrt{L(t)}} \varphi_{1}\left(\frac{x}{L(t)}, \tau(t)\right) \tag{27}
\end{equation*}
$$

where $\tau^{\prime}(t)=1 / L(t)^{2}$ and $L(t)$ satisfies Ermakov's equation [8]

$$
\begin{equation*}
\partial_{t}^{2} L(t)+\omega(t)^{2} L(t)=\frac{\omega_{1}^{2}}{L(t)^{3}} \tag{28}
\end{equation*}
$$

with $L(0)=1, L^{\prime}(0)=0$. Let us recall that the general solution of the Ermakov equation has the form [9]

$$
\begin{equation*}
L(t)= \pm \sqrt{A x_{1}(t)^{2}+2 B x_{1}(t) x_{2}(t)+C x_{2}(t)^{2}} \quad, \quad A C-B^{2}=\omega_{1}^{2} \tag{29}
\end{equation*}
$$

where $x_{1}(t)$ and $x_{2}(t)$ are two independent solutions of the time dependent harmonic oscillator $\partial_{t}^{2} x_{i}(t)+\omega(t)^{2} x_{i}(t)=0$. Let us recall that if $x_{1}(t)$ is a solution of the time dependent harmonic oscillator, then $x_{2}(t)=x_{1}(t) \int^{t} d t^{\prime} / x_{1}\left(t^{\prime}\right)^{2}$ is also a solution of the time dependent harmonic oscillator.

There are two interesting choices for $\omega_{1}$ to apply this rescaling method. The first one is to choose $\omega_{1}=\omega_{0}$ which directly leads to the solution given in the text for an initial state at equilibrium described by the Hamiltonian $H_{0}=\frac{p^{2}}{2}+\frac{1}{2} \omega_{0}^{2} x^{2}$ as we now explain. The second choice, $\omega_{1}=0$, corresponding to free evolution, allows the treatment of more general initial conditions and is discussed later below.

## 1. Harmonic oscillator initial condition

Let us choose first $\omega_{1}=\omega_{0}$ and focus on the evolution of the $k$-th eigenstate $\phi_{k}(x, t)$, starting from the initial condition $\phi_{k}(x, t=0)=\phi_{k}^{0}(x)$. In this special case, $\varphi_{1}(x, t)$ satisfies the Schrödinger equation $i \hbar \partial_{t} \varphi_{1}=H_{0} \varphi_{1}$ whose solution is

$$
\begin{equation*}
\varphi_{1}(x, t)=\phi_{k}^{0}(x) e^{-i \frac{\epsilon_{k}^{0} t}{\hbar}} \tag{30}
\end{equation*}
$$

is actually independent of time as this is an eigenstate of $H_{1}=H_{0}$. Plugging this solution (30) in the rhs of Eq. (27) and replacing $t$ by $\tau(t)$ leads to Eq. (15) of the main text. The rescaling method extends also to many body Hamiltonian, as discussed in [10]. To see it here for free fermion, we simply insert Eq. (15) of the text in the expression of the kernel valid for arbitrary $N$

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)=\sum_{k} \bar{n}_{k}^{0} \psi_{k}^{*}(x, t) \psi_{k}^{*}\left(x^{\prime}, t\right)=\frac{e^{i \frac{L^{\prime}(t)}{2 L(t) \hbar}\left(x^{\prime 2}-x^{2}\right)}}{L(t)} \sum_{k} \bar{n}_{k}^{0} \phi_{k}^{0}\left(\frac{x}{L(t)}\right) \phi_{k}^{0}\left(\frac{x}{L(t)}\right)=\frac{e^{i \frac{L^{\prime}(t)}{2 L(t) \hbar}\left(x^{\prime 2}-x^{2}\right)}}{L(t)} K_{\tilde{\mu}}\left(\frac{x}{L(t)}, \frac{x^{\prime}}{L(t)}, 0\right) \tag{31}
\end{equation*}
$$

which holds for any initial state at equilibrium at any arbitrary temperature $T$, with at $T=0, \tilde{\mu}=\mu$, and $\bar{n}_{k}^{0}=\theta\left(\mu-\epsilon_{k}^{0}\right)$. This leads to Eq. (17) in the text. A similar result was obtained in [11] together with the same scaling formula for hard core bosons in the Tonks Girardeau limit. There it applies to the one body density matrix $[11,12]$, which identifies with our kernel only at coinciding points. The density is the same in both models.

It is important to note that the evolution equations (10) and (11) in the text, for the kernel and the Wigner function respectively remain valid for a time dependent potential with $V(x) \rightarrow V(x, t)$. We can thus check explicitly that the kernel given by Eq. (17) in the text obeys the evolution equation (10) in the text with $V(x) \rightarrow V(x, t)$. To perform this check, one must use the fact that the equilibrium kernel $K_{\tilde{\mu}}\left(x, x^{\prime}, t=0\right)$ satisfies the same equation (10) in the text with the term $\partial_{t} K_{\tilde{\mu}}$ set to zero, and $V(x) \rightarrow V_{0}(x)=\frac{1}{2} \omega_{0}^{2} x^{2}$.

Since here the initial condition is a harmonic oscillator, we know that the initial density $\rho_{N}(x, t=0)$ for large $N$ is given at $T=0$ by the semi-circle in Eq. (1) of the text, with $x_{e}=\sqrt{2 \mu} / \omega_{0}=\sqrt{\frac{\hbar}{\omega_{0}}} \sqrt{2 N}$. The time evolution of the density is thus quite simple and given at all times by a semi-circle as in Eq. (1) of the text with a moving edge $x_{e}(t)=L(t) x_{e}$. In the bulk the time-dependent kernel at the scale of the inter-particle distance and at $T=0$ retains the form of the the sine kernel which holds at equilibrium

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, x^{\prime}, t\right) \simeq \frac{1}{\xi_{x, t}} \mathcal{K}^{\text {bulk }}\left(\frac{x-x^{\prime}}{\xi_{x, t}}\right) \quad, \quad \mathcal{K}^{\text {bulk }}(z)=\frac{\sin 2 z}{\pi z} \tag{32}
\end{equation*}
$$

with the width $\xi_{x, t}=2 \hbar L(t)^{2} /\left(\omega_{0} \sqrt{x_{e}(t)^{2}-x^{2}}\right) \sim N^{-1 / 2}$. The same formula holds for a finite temperature quench, in the regime $T \sim N$, with $\mathcal{K}^{\text {bulk }}(z) \rightarrow \mathcal{K}_{y}^{\text {bulk }}(z)$ given by Eq. (118) in [3] with $y=\mu / T$. Near the moving edge for $x \simeq x_{e}(t)$ the kernel takes the scaling form given by the Airy kernel

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, t ; x^{\prime}, t^{\prime}\right) \simeq \frac{1}{w_{N}(t)} \mathcal{K}^{\text {edge }}\left(\frac{x-x_{e}(t)}{w_{N}(t)}, \frac{x^{\prime}-x_{e}(t)}{w_{N}(t)}\right) \quad, \quad \mathcal{K}^{\text {edge }}\left(z, z^{\prime}\right)=\int_{0}^{+\infty} d u \operatorname{Ai}(z+u) \operatorname{Ai}\left(z^{\prime}+u\right) \tag{33}
\end{equation*}
$$

with a time dependent width $w_{N}(t)=w_{N} L(t)$ and $w_{N}=\sqrt{\frac{\hbar}{2 \omega_{0}}} N^{-1 / 6} \sim \mu^{-1 / 6}$. Taken at coinciding points, it yields the formula (19) in the text for the form of the density around the edge. The same scaling form (33) holds at finite temperature in the regime $T \sim N^{1 / 3}$ with $\mathcal{K}^{\text {edge }} \rightarrow \mathcal{K}_{b}^{\text {edge }}$ given in Eq. (132) in [3] with $b=\frac{\hbar \omega_{0}}{T} N^{1 / 3}$.

Once the kernel is known, one can compute the Wigner function from Eq. (9) in the text. For any $N$ one has

$$
\begin{align*}
& W(x, p, t)=\frac{1}{2 \pi \hbar} \int d y e^{i p y / \hbar} e^{-i \frac{L^{\prime}(t)}{L(t) \hbar} x y} \frac{1}{L(t)} K\left(\frac{x}{L(t)}+\frac{y}{2 L(t)}, \frac{x}{L(t)}-\frac{y}{2 L(t)}, 0\right) \\
& =\frac{1}{2 \pi \hbar} \int d Y e^{i\left(p L(t)-i L^{\prime}(t) x\right) Y / \hbar} K\left(\frac{x}{L(t)}+\frac{Y}{2}, \frac{x}{L(t)}-\frac{Y}{2}, 0\right)=W\left(\frac{x}{L(t)}, p L(t)-L^{\prime}(t) x, 0\right) \tag{34}
\end{align*}
$$

where $Y=y / L(t)$. This leads to the formula (18) in the text. The initial condition $W(x, p, 0)$ is known exactly as a sum over Laguerre polynomials $L_{k}$ [4]

$$
\begin{equation*}
W(x, p, 0)=\frac{1}{\pi} \sum_{k} \bar{n}_{k}^{0}(-1)^{k} L_{k}\left(2 r^{2}\right) e^{-r^{2}} \quad, \quad r^{2}=\frac{\omega_{0}^{2} x^{2}+p^{2}}{\hbar \omega_{0}} \quad, \quad \bar{n}_{k}^{0}=\frac{1}{1+e^{\beta\left(\hbar \omega\left(k+\frac{1}{2}\right)-\tilde{\mu}\right)}} . \tag{35}
\end{equation*}
$$

At $T=0$ the sum is from $k=1$ to $k=N$ with $\bar{n}_{k}^{0}=1$. From this formula one shows that at large $N$ the Wigner function takes the form given in Eqs. (3) and (4) in the text at $T=0$ (bulk and edge) and in Eq. (33) and (34) at finite $T$ (bulk and edge).

If one writes the last term in (34) using the formula (35), the variable $r^{2}$ becomes $r^{2}=p^{2} B(t)^{2}+A(t)\left(x-x_{1}\right)^{2}$, with $A=L^{\prime}(t)^{2}+\frac{\omega_{0}^{2}}{L(t)^{2}}$ and $x_{1}=\frac{p L(t)^{3} L^{\prime}(t)}{L(t)^{2} L^{\prime}(t)^{2}+\omega_{0}^{2}}$. Integrating over $x$ one thus finds that the density in momentum space, $\bar{\rho}_{N}(p, t)$, is also given by a change of scale of its initial form, although the scale factor $B(t)$ is more involved

$$
\begin{equation*}
\bar{\rho}_{N}(p, t)=\int d x W(x, p, t)=B(t) \bar{\rho}_{N}(B(t) p, t=0) \quad, \quad B(t)=\frac{L(t)}{\sqrt{1+\frac{L(t)^{2} L^{\prime}(t)^{2}}{\omega_{0}^{2}}}} \tag{36}
\end{equation*}
$$

where $\bar{\rho}_{N}(p, t=0)$ is a semi-circle QuinnHaque2014. Hence the momentum density retains a a semi-circle form.

The simplest case is when $H$ is a time independent oscillator, $\omega(t)=\omega$. The solution of the Ermakov equation is then $L(t)=x_{e}(t) / x_{e}$ where $x_{e}(t)$ is given formula (14) in the text and $x_{e}=\sqrt{2 \mu} / \omega_{0}$. One can check in this case that the formula (34), i.e. (18) in the text, for the Wigner function, coincides with Eq. (13) in the text obtained by transporting the Wigner function along the classical trajectories. With this is mind one should note, that for the harmonic oscillator $H_{0}$, the Wigner function from (35) depends only on the combination $r^{2}$ (total energy), and one can verifiy explicitly that $\left(\frac{x}{L(t)}\right)^{2} \omega_{0}^{2}+\left(p L(t)-L^{\prime}(t) x\right)^{2}$ is indeed exactly equal to $(p \cos (\omega t)+\omega X \sin (\omega t))^{2}+\omega_{0}^{2}\left(x \cos (\omega t)-\frac{p}{\omega} \sin (\omega t)\right)^{2}$ using $L(t)=x_{e}(t) / x_{e}$ given in Eq. (14) of the text.

Note that the results of this section are valid for any choice of the $\bar{n}_{k}^{0}$, i.e. they extend to the finite temperature quench. They are also valid if the initial state is any $N$ body eigenstate $\left|\mathbf{n}_{\mathbf{0}}\right\rangle$ of the HO.

Finally we note that one can also treat, in a similar way, the case of an applied constant linear potential $E(t) x$, i.e. the evolution Hamiltonian

$$
\begin{equation*}
H(t)=\frac{p^{2}}{2}+\frac{1}{2} \omega(t)^{2} x^{2}+E(t) x \tag{37}
\end{equation*}
$$

The equation (27) is replaced by

$$
\begin{equation*}
\varphi(x, t)=e^{i \frac{L^{\prime}(t)}{2 L(t) \hbar} x^{2}+\frac{i}{\hbar} x\left(a^{\prime}(t)-\frac{a(t) L^{\prime}(t)}{L(t)}\right)+\frac{i}{\hbar} F(t)} \frac{1}{\sqrt{L(t)}} \varphi_{1}\left(\frac{x-a(t)}{L(t)}, \tau(t)\right) \tag{38}
\end{equation*}
$$

where $L(t)$ and $\tau(t)$ are given by the same equations as for $E(t)=0$. There is a shift of the center $a(t)$, which satisfies the classical equation of motion

$$
\begin{equation*}
a^{\prime \prime}(t)+\omega(t)^{2} a(t)+E(t)=0 \tag{39}
\end{equation*}
$$

with $a(t)=0$ and $a^{\prime}(t)=0$. The additional phase factor $F(t)$ is determined from $F^{\prime}(t)=\frac{a(t) a^{\prime}(t) L^{\prime}(t)}{L(t)}-\frac{1}{2} a^{\prime}(t)^{2}-$ $\frac{a(t)^{2} L^{\prime}(t)^{2}}{2 L(t)^{2}}+\frac{\omega_{1}^{2} a(t)^{2}}{2 L(t)^{4}}$ with $F(0)=0$.

The above results (31), (32) and (33) immediately generalize to this case upon the shift $x \rightarrow x-a(t)$ in all the spatial arguments and a modified phase factor. One can also generalize the result Eq. (18) of the text for the Wigner function. The solution now reads

$$
\begin{equation*}
W(x, p, t)=W_{0}\left(\frac{x-a(t)}{L(t)},\left(p-a^{\prime}(t)\right) L(t)-(x-a(t)) L^{\prime}(t)\right) \tag{40}
\end{equation*}
$$

This is obtained either from the kernel, or alternatively (and more simply) by substituting (40) into the (time dependent version of the) Wigner equation (11) in the text, which reads in this case

$$
\begin{equation*}
\partial_{t} W=-p \partial_{x} W+\left(\omega(t)^{2} x+E(t)\right) \partial_{p} W . \tag{41}
\end{equation*}
$$

Using that the initial condition $W_{0}$ obeys the Wigner equation for the $\omega_{0}$ harmonic oscillator, i.e. $0=-p \partial_{x} W_{0}+$ $\omega_{0}^{2} x \partial_{p} W$, as well as Ermakov's equation for $L(t)$, i.e. Eq. (16) in the text, and Eq. (39) for $a(t)$, one check can directly that indeed (40) is the correct solution.

## 2. General initial condition

A second way to apply the rescaling method is to choose $\omega_{1}=0$. In this case the evolution under $H_{1}$ is simply a free evolution and is straightfoward to solve. One obtains now

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)=e^{i \frac{L^{\prime}(t)}{2 L(t) \hbar}\left(\left(x^{\prime}\right)^{2}-x^{2}\right)} \frac{1}{L(t)} K_{\tilde{\mu}}^{\mathrm{free}}\left(\frac{x}{L(t)}, \frac{x^{\prime}}{L(t)}, \tau(t)\right) \tag{42}
\end{equation*}
$$

where $K_{\tilde{\mu}}^{\mathrm{free}}\left(z, z^{\prime}, \tau\right)$ is the time-dependent kernel associated to the free evolution (under $H_{1}=\frac{p^{2}}{2}$ ) with initial condition $K_{\tilde{\mu}}^{\mathrm{free}}\left(z, z^{\prime}, 0\right)=K_{\tilde{\mu}}\left(z, z^{\prime}, 0\right)$ which here can be chosen arbitrarily. Note that the equation which determines $L(t)$ is now the linear oscillator equation

$$
\begin{equation*}
\partial_{t}^{2} L(t)+\omega(t)^{2} L(t)=0 \quad, \quad \tau^{\prime}(t)=1 / L(t)^{2} \tag{43}
\end{equation*}
$$

To obtain $K_{\tilde{\mu}}^{\text {free }}$ it is easier to consider its associated Wigner function $W^{\text {free }}$ (by Fourier transform according to equation (9) in the text). The latter evolves according to Eq. (12) with $V(x)=0$, i.e. $\partial_{t} W^{\text {free }}=-p \partial_{x} W^{\text {free }}$ which leads to

$$
\begin{equation*}
W^{\text {free }}(x, p, \tau)=W(x-p \tau, p, 0) \tag{44}
\end{equation*}
$$

Using the inverse Fourier relation to equation (9) in the text, we obtain

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)=\int d p e^{-i p\left(x-x^{\prime}\right) / \hbar} W\left(\frac{x+x^{\prime}}{2}, p, t\right) \tag{45}
\end{equation*}
$$

Applying this equation to obtain $K^{\text {free }}$ from $W^{\text {free }}$ and inserting into (42), we obtain the kernel at time $t$ in terms of the initial Wigner function as

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)=e^{i \frac{L^{\prime}(t)}{2 L(t) \hbar}\left(\left(x^{\prime}\right)^{2}-x^{2}\right)} \frac{1}{L(t)} \int_{-\infty}^{+\infty} d p e^{-i p \frac{x-x^{\prime}}{\hbar L(t)}} W\left(\frac{x+x^{\prime}}{2 L(t)}-p \tau(t), p, 0\right) \tag{46}
\end{equation*}
$$

which is valid for an arbitrary initial condition.
It is interesting to note that the formula for the corresponding Wigner function is simpler. Indeed, Fourier transforming $K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)$ according to Eq. (9) in the text, and integrating over $y$ and $p$, we obtain the solution for the evolution under the $\omega(t)$-oscillator starting from an arbitrary initial condition as

$$
\begin{equation*}
W(x, p, t)=W\left(x\left(\frac{1}{L(t)}+\tau(t) L^{\prime}(t)\right)-\tau(t) L(t) p, L(t) p-L^{\prime}(t) x, 0\right) \tag{47}
\end{equation*}
$$

where we recall that $L(t)$ and $\tau(t)$ are solutions of (43) with $\tau(0)=0, L^{\prime}(0)=0, L(0)=1$.
Consider as an example the case $\omega(t)=\omega$. One now obtains $L(t)=\cos (\omega t)$ and $\tau(t)=\frac{1}{\omega} \tan (\omega t)$ recovering the equation (13) in the text. Note that in this method $L(t)$ does not remain positive hence there are cancellations which eventually lead to the final physical result.

We can now check that (47) is compatible with the transport of the Wigner function along the classical trajectories

$$
\begin{equation*}
W(x, p, t)=W\left(x_{0}(x, p, t), p_{0}(x, p, t), 0\right) \quad \Leftrightarrow \quad W\left(x\left(x_{0}, p_{0}, t\right), p\left(x_{0}, p_{0}, t\right), t\right)=W\left(x_{0}, p_{0}, 0\right) \tag{48}
\end{equation*}
$$

where $x\left(x_{0}, p_{0}, t\right), p\left(x_{0}, p_{0}, t\right)$ denote the classical trajectories in the $\omega(t)$-oscillator starting from $\left(x_{0}, p_{0}\right)$ at $t=0$. Similarly, $x_{0}(x, p, t)$ and $p_{0}(x, p, t)$ denote the reciprocal function (initial condition as a function of the final condition). To this aim we solve Hamilton's equations

$$
\begin{equation*}
\dot{x}=p \quad \dot{p}=-\omega(t)^{2} x \tag{49}
\end{equation*}
$$

by writing $x(t)=A(t) x_{0}+B(t) p_{0}$ and $p(t)=C(t) x_{0}+D(t) p_{0}$. We obtain the conditions equations

$$
\begin{equation*}
\dot{A}=C \quad, \quad \dot{B}=D \quad, \quad \dot{C}=-\omega^{2} A \quad, \quad \dot{D}=-\omega^{2} B \tag{50}
\end{equation*}
$$

with initial conditions $A(0)=D(0)=1$ and $B(0)=C(0)=0$. One can check that for all times $A D-B C=1$. The inversion is thus

$$
\begin{equation*}
x_{0}=x_{0}(x, p, t)=D(t) x-B(t) p \quad, \quad p_{0}=p_{0}(x, p, t)=-C(t) x+A(t) p \tag{51}
\end{equation*}
$$

It is now easy to check that $W\left(x_{0}(x, p, t), p_{0}(x, p, t)\right)$ indeed satisfies the Wigner equation (12) of the text with $V^{\prime}(x) \rightarrow V^{\prime}(x, t)=\omega(t)^{2} x$. We now identify

$$
\begin{equation*}
D(t)=\frac{1}{L(t)}+\tau(t) L^{\prime}(t) \quad, \quad B(t)=\tau(t) L(t) \quad, \quad A(t)=L(t) \quad, \quad C(t)=L^{\prime}(t) \tag{52}
\end{equation*}
$$

and it is easy to check that these functions satisfy the equations in (50).
In the presence of an additional external field $E(t)$ the solution of the Wigner equation with an arbitrary initial condition is simply given by (47) where $x \rightarrow x-a(t)$ and $p \rightarrow p-a^{\prime}(t)$ in the r.h.s. of the equation. The functions $L(t)$ and $\tau(t)$ are again solutions of (43) with $\tau(0)=0, L^{\prime}(0)=0, L(0)=1$, and $a(t)$ is solution of (39) with $a(t)=0$ and $a^{\prime}(t)=0$. This is easily checked, for an arbitrary initial condition $W(x, p, 0)$, by inserting that solution into the Wigner equation (41). The reason why the generalization to a time dependent external field is so simple for the Wigner function is because for the oscillator the (time dependent) WE identifies with the Liouville equation. One
can check that if $\tilde{W}$ is solution of the LE with $\partial_{x} \tilde{V}(x, t)$, then $W(x, p, t)=\tilde{W}\left(x-a(t), p-a^{\prime}(t), t\right)$ is solution of the LE with $\partial_{x} V(x, t)=\partial_{x} \tilde{V}(x-a(t), t)-a^{\prime \prime}(t)$. Thus, if $\tilde{W}$ is the solution for the $\omega(t)$ harmonic oscillator with $E(t)=0$, i.e. $\partial_{x} \tilde{V}(x, t)=\omega(t)^{2} x$, then $W$ is the solution for the $\omega(t)$ harmonic oscillator in presence of the field $E(t)=-\omega(t)^{2} a(t)-a^{\prime \prime}(t)$ which is exactly Eq. (39).

An interesting question is about what happens for more general initial conditions, specifically where $V_{0}(x)$ is different from the HO on the full line. For instance we know that the sine-kernel describes correlations in the bulk, for the initial state, for quite general $V_{0}(x)$. Near the edge, the Airy kernel holds for a smooth $V_{0}(x)$, while the Bessel kernel holds for hard wall potentials [13]. It is interesting to ask if any aspects of this universality in the initial state survive a subsequent time evolution under a new Hamiltonian, in what follows we address this question.

## B. Half-oscillator initial condition

One interesting example of non-harmonic initial condition is the half-harmonic oscillator

$$
V_{0}(x)= \begin{cases}\frac{1}{2} \omega_{0}^{2} x^{2}, & x>0  \tag{53}\\ +\infty, & x<0\end{cases}
$$

i.e. with an impenetrable wall at $x=0$. The wall is removed at $t=0$ and the evolution the occurs with $V(x)=\frac{1}{2} \omega^{2} x^{2}$ on the full line. For simplicity we restrict ourselves to the case $\omega_{0}=\omega$ and to $T=0$.

Let us denote by $\chi_{n}(x), n=0,1, \ldots$ the real eigenfunctions of the $\omega$-harmonic oscillator on the full line. The eigenfunctions of $H_{0}$ are then $\sqrt{2} \chi_{n}(x)$ with $n$ odd (so they are normalized on the half-axis), and which are odd functions of $x$. The initial kernel associated with the ground state of the oscillator on the half line $K_{\mu}^{+}$can be obtained by the image method, in terms of the kernel $K_{\mu}$ on the full line

$$
\begin{align*}
& K_{\mu}^{+}\left(x, x^{\prime}, 0\right)=2 \sum_{k \geq 1} \theta\left(\mu-\epsilon_{2 k-1}^{0}\right) \chi_{2 k-1}(x) \chi_{2 k-1}\left(x^{\prime}\right) \theta(x) \theta\left(x^{\prime}\right)=\left(K_{\mu}\left(x, x^{\prime}, 0\right)-K_{\mu}\left(x,-x^{\prime}, 0\right)\right) \theta(x) \theta\left(x^{\prime}\right)  \tag{54}\\
& K_{\mu}\left(x, x^{\prime}, 0\right)=\sum_{n \geq 0} \theta\left(\mu-\epsilon_{n}^{0}\right) \chi_{n}(x) \chi_{n}\left(x^{\prime}\right)=\sum_{k \geq 1} \theta\left(\mu-\epsilon_{2 k-1}^{0}\right) \chi_{2 k-1}(x) \chi_{2 k-1}\left(x^{\prime}\right)+\sum_{k \geq 0} \theta\left(\mu-\epsilon_{2 k}^{0}\right) \chi_{2 k}(x) \chi_{2 k}\left(x^{\prime}\right)
\end{align*}
$$

where the even eigenfunctions cancel in the difference. Note that the relation between the Fermi energy $\mu$ and $N$ is now

$$
\begin{equation*}
\mu=\hbar \omega\left(2 N+\frac{1}{2}\right) \tag{55}
\end{equation*}
$$

instead of $\mu=\hbar \omega\left(N+\frac{1}{2}\right)$ for the oscillator on the full line. The initial state corresponds to the model with a hard wall and a smooth potential studied in [14, 15]. One knows that for large $N$, the image part of the kernel is important only in a width $1 / k_{F}$ near the wall where $k_{F}=\sqrt{2 \mu} / \hbar$. Outside this region, for $x>0$, i.e. in the bulk, one can neglect the image part of the kernel, hence $K_{\mu}^{+}\left(x, x^{\prime}, 0\right) \simeq K_{\mu}\left(x, x^{\prime}, 0\right)$ for $x, x^{\prime}>0$. The density in the bulk is thus a half semi-circle, with $x_{e}=\sqrt{2 \mu} / \omega$

$$
\begin{equation*}
\rho_{N}(x, t=0) \simeq \frac{4 \theta(x)}{\pi x_{e}^{2}} \sqrt{x_{e}^{2}-x^{2}} \tag{56}
\end{equation*}
$$

normalized to unity on the positive axis. The Wigner function in the bulk is given by equation (3) in the text, i.e.

$$
\begin{equation*}
W(x, p, t=0) \simeq \frac{1}{2 \pi \hbar} \theta\left(\mu-\frac{p^{2}}{2}-\frac{1}{2} \omega^{2} x^{2}\right) \theta(x) \tag{57}
\end{equation*}
$$

such that $\int d p W(x, p, 0)=N \rho_{N}(x)$. It is thus uniform on the initial Fermi volume $\Omega_{0}$ which is a half ellipse in the $(x, p)$ plane as represented in Fig. 1 of the text. Near $x=0$, the kernel takes the scaling form [14, 15]

$$
\begin{equation*}
K_{\mu}^{+}\left(x, x^{\prime}, 0\right)=k_{F} \mathcal{K}^{\mathrm{e}}\left(k_{F} x, k_{F} x^{\prime}\right) \quad, \quad \mathcal{K}^{\mathrm{e}}\left(z, z^{\prime}\right)=\left[\frac{\sin \left(z-z^{\prime}\right)}{\pi\left(z-z^{\prime}\right)}-\frac{\sin \left(z+z^{\prime}\right)}{\pi\left(z+z^{\prime}\right)}\right] \theta(z) \theta\left(z^{\prime}\right) \tag{58}
\end{equation*}
$$

Note that the first term corresponds to the usual sine kernel, and is consistent (in the absence of a wall) with $k_{F}=2 / \xi_{x=0, t=0}$ where $\xi_{x, t}$ is defined in the text below Eq. (38).


FIG. 1. Phase space picture in rescaled coordinates ( $p$ in units $\sqrt{2 \mu}$ and $x$ in units of $x_{e}=\sqrt{2 \mu} / \omega_{0}$, denoted by $\tilde{p}$ and $\tilde{x}$ in the text). The Fermi volume is delimited by the red straight line and the solid half-circle, which both rotate with time with angle $\omega t$. The edges of the time dependent spatial density are indicated in blue. The Fermi momenta $p_{+}$and $p_{-}$given in (61) are indicated in orange.

We now study the dynamics starting from this initial condition, for large $N$, and focus first on the bulk. From the equation (13) in the text we see that the Wigner function is now uniform on the Fermi volume $\Omega_{t}$, which is the half ellipse $\Omega_{0}$ rotated counter-clockwise by an angle $\omega t$ in phase space. We now calculate the time dependent density using the relation

$$
\begin{equation*}
\tilde{\rho}_{N}(x, t)=\frac{p_{+}(x, t)-p_{-}(x, t)}{2 \pi \hbar} \tag{59}
\end{equation*}
$$

and we denote by $\left[x_{e}^{-}(t), x_{e}^{+}(t)\right]$ the support of the density (which here is a single interval). It is convenient to use the variables $\tilde{p}=p / \sqrt{2 \mu}$ and $\tilde{x}=x / x_{e}$. In these variable $\Omega_{t}$ is just a half circle of unit radius rotated counter-clockwise by $\omega t$.

Let us start by discussing the time interval $0<\omega t<\pi / 2$. In this case, we find that the density $\rho_{N}(x, t)$ is given exactly by Eq. (20) of the main text which reads

$$
\rho_{N}(x, t)=\frac{2}{\pi x_{e}}\left\{\begin{array}{l}
0, \quad \sin \theta<-\sin \omega t  \tag{60}\\
\frac{\sin (\omega t+\theta)}{\sin \omega t} \quad, \quad|\sin \theta|<\sin \omega t \\
2 \cos \theta, \quad \sin \theta>\sin \omega t
\end{array}\right.
$$

where $x=x_{e} \sin \theta$ and $x_{e}=\sqrt{2 \mu} / \omega_{0}$. The density $\rho_{N}(x, t)$ vs $x$ for different values of $t$ is shown in Fig. 2. Indeed, as one can see on the Fig. 1, left panel, there are three regions
(i) for $\tilde{x}<-\sin \omega t$ the density vanishes $\rho_{N}(x, t)=0$, as given in the first line of Eq. (20) of the main text.
(ii) for $-\sin \omega t<\tilde{x}<\sin \omega t$ one has

$$
\begin{equation*}
\tilde{p}_{+}=\tilde{x} \cot \omega t \quad, \quad \tilde{p}_{-}=-\sqrt{1-\tilde{x}^{2}} \tag{61}
\end{equation*}
$$

Hence the number density is given by

$$
\begin{equation*}
\tilde{\rho}_{N}(x, t)=\frac{\sqrt{2 \mu}}{2 \pi \hbar}\left(\frac{x}{x_{e}} \cot \omega t+\sqrt{1-\frac{x^{2}}{x_{e}^{2}}}\right) \tag{62}
\end{equation*}
$$

Defining $x=x_{e} \sin \theta$, with $\theta \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$, the formula for the density $\rho_{N}(x, t)=\tilde{\rho}(x, t) / N$ can be simplified to yield the formula in the second line of (20) in the text. We have used $\sqrt{1-\frac{x^{2}}{x_{e}^{2}}}=\cos \theta$ and that at large $N, N \simeq \frac{\mu}{2 \hbar \omega}$ which leads to $\frac{\sqrt{2 \mu}}{2 \pi \hbar N}=\frac{2}{\pi x_{e}}$.


FIG. 2. Plots of the dimensionless number density $x_{e} \tilde{\rho}_{N}(x, t)$ as a function of $x / x_{e}$ for various times. The top figures are in the time interval $[0, \pi /(2 \omega)]$ and correspond to the formula (62).
(iii) for $\tilde{x}>\sin \omega t$, the density has not changed since $t=0$ and is still exactly equal to the original semi-circle given by formula (56), which can be rewritten as $\rho_{N}(x, t)=\frac{4}{\pi x_{e}} \cos \theta$ as given in the third line of (20) in the text.

The evolution of $\rho_{N}(x, t)$ in the first quarter period $0<\omega t<\frac{\pi}{2}$ is shown in Fig. 2, top panel. In this time interval, the density vanishes linearly at the " moving lower edge" $x_{e}^{-}(t)=-x_{e} \sin \omega t$. Writing $\delta \tilde{x}=\frac{x-x_{e}^{-}(t)}{x_{e}}$ we have $\sin \theta \simeq-\sin \omega t+\delta \tilde{x}$ and $\cos \theta \simeq \cos \omega t+\delta \tilde{x} \tan \omega t$ leading to

$$
\begin{equation*}
\rho_{N}(x, t)=\frac{4}{\pi x_{e}^{2} \sin 2 \omega t}\left(x-x_{e}^{-}(t)\right)+O\left(\left(x-x_{e}^{-}(t)\right)^{2}\right) \tag{63}
\end{equation*}
$$

Note that the amplitude diverges at $t \rightarrow 0^{+}$and $t \rightarrow \pi / 2^{-}$, as the density becomes of semi-circular shape near $x_{e}^{-}(t)$ in these limits. The fact that the density vanishes linearly suggests that the limiting kernel which describes the edge is not the Airy kernel.

At the mirror image point $x=x_{e} \sin \omega t$, i.e. $\theta=\omega t$, the density is continuous (between regimes (ii) and (iii)) with $\rho_{N}\left(x=x_{e} \sin \omega t, t\right)=\frac{4}{\pi x_{e}} \cos \omega t$, but with a discontinuity in the first derivative. Beyond this point, for $x_{e} \sin \omega t<$ $x<x_{e}$, the initial semi-circle density has survived. It vanishes at the upper edge $x_{e}^{+}(t)=x_{e}$, which is thus time independent in the time interval $0<\omega t<\pi / 2$.

As discussed in the text, once the density is known for $0<\omega t<\frac{\pi}{2}$ it can be obtained at all $t$ by noting the symmetry (see the Fig. 1 in the text) $\rho_{N}(x, t)=\rho_{N}\left(-x, \frac{\pi}{\omega}-t\right)$, and the fact that it is time periodic with period $2 \pi / \omega$. This implies, for instance, that in the time interval $\frac{\omega}{2}<\omega t<\pi$ the upper edge $x_{e}^{+}(t)$ recedes from $x=x_{e}$ to $x=0$, and the lower edge is fixed at $x_{e}^{-}(t)=-x_{e}$. This can be seen from the right panel in Fig. 1, and from the bottom panel of Fig. 2 (see also Figure 1 in the text).

To obtain the evolution near the edge, we use Eq. (46), which is valid for an arbitrary initial condition. In this equation we replace the initial Wigner function by its expression in terms of the initial kernel (from (9) in the text). Performing the change of variable $p=\frac{x+x^{\prime}}{2 L(t) \tau(t)}-\frac{q}{\tau(t)}$ it reads

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)=\frac{e^{i \frac{L^{\prime}(t)}{2 L(t) \hbar}\left(\left(x^{\prime}\right)^{2}-x^{2}\right)}}{2 \pi \hbar L(t) \tau(t)} \int_{-\infty}^{+\infty} d q d y e^{\frac{i}{\hbar\left(\frac{x+x^{\prime}}{2 L(t) \tau(t)}-\frac{q}{\tau(t)}\right)\left(y-\frac{x-x^{\prime}}{L(t)}\right)}} K_{\mu}\left(q+\frac{y}{2}, q-\frac{y}{2}, 0\right) \tag{64}
\end{equation*}
$$

Up to this point the result is exact (and valid for any initial condition $H_{0}$ ). If we take the initial kernel to be the sine kernel, i.e. replace $K_{\mu}\left(q+\frac{y}{2}, q-\frac{y}{2}, 0\right) \rightarrow \frac{\sin k_{F} y}{\pi y}$, we obtain the same result as the rescaling of the initial sine-kernel as in Eq. (31). This is consistent with our previous results for $H_{0}$ being the harmonic oscillator, but it holds in fact
in the bulk for essentially any initial condition. Let us also note that if we replace the initial kernel instead with the image kernel, $K_{\mu}\left(q+\frac{y}{2}, q-\frac{y}{2}, 0\right) \rightarrow \frac{\sin 2 k_{F} q}{2 \pi q}$, we find again that it evolves by simple rescaling as in Eq. (31).

For the half-harmonic oscillator we must replace $K_{\mu} \rightarrow K_{\mu}^{+}$and the integration region is limited to that where both arguments of the initial kernel are positive, hence $\int_{-\infty}^{+\infty} d q d y \rightarrow \int_{0}^{+\infty} d q \int_{-2 q}^{2 q} d y$. One can replace in the r.h.s. the kernel by its edge form (58) whenever the integral is dominated by the region $y \simeq q \simeq 0$. This gives

$$
\begin{equation*}
K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)=\frac{e^{i \frac{L^{\prime}(t)}{2 L(t) \hbar}\left(\left(x^{\prime}\right)^{2}-x^{2}\right)}}{2 \pi \hbar L(t) \tau(t)} \int_{0}^{+\infty} d q \int_{-2 q}^{2 q} d y e^{\frac{i}{\hbar\left(\frac{x+x^{\prime}}{2 L(t) \tau(t)}-\frac{q}{\tau(t)}\right)\left(y-\frac{x-x^{\prime}}{L(t)}\right)}}\left(\frac{\sin k_{F} y}{\pi y}-\frac{\sin 2 k_{F} q}{2 \pi q}\right) \tag{65}
\end{equation*}
$$

It would be interesting to generalize the present study to the case of an initial condition given by a $\omega_{0}$ harmonic oscillator for $x>0$ in the presence of a $1 / x^{2}$ wall, which is removed at $t=0$. This initial condition is described near the wall by a Bessel kernel, as we now discuss.

## III. HARMONIC OSCILLATOR IN PRESENCE OF $1 / x^{2}$ POTENTIAL

As claimed in [16] (which we checked explicitly) the rescaling method extends to the following choice of $H(t)$ and $H_{1}$

$$
\begin{equation*}
H(t)=\frac{p^{2}}{2}+\frac{1}{2} \omega(t)^{2} x^{2}+\frac{\alpha(\alpha-1) \hbar^{2}}{2 x^{2}} \quad, \quad H_{1}=\frac{p^{2}}{2}+\frac{1}{2} \omega_{1}^{2} x^{2}+\frac{\alpha(\alpha-1) \hbar^{2}}{2 x^{2}} \tag{66}
\end{equation*}
$$

This system is defined on $x>0$ in presence of an impenetrable repulsive barrier with $\alpha>1$, alternatively one can choose $V(x)$ and $V_{0}(x)$ to be positive infinite for $x \leq 0$. Let us study the case $H_{0}=H_{1}$ with $\omega_{1}=\omega_{0}$. The initial condition is now a harmonic oscillator on the half line $x>0$, plus a $1 / x^{2}$ wall at $x=0$. Note that for $\alpha=1$ it is the half oscillator studied above, but with a different evolution Hamiltonian $H(t)$. Let us calculate the corresponding kernel. The eigenfunctions of $H_{0}$ are expressed using Laguerre polynomials and labeled by the integer $n=0,1$.

$$
\begin{equation*}
\phi_{n}(x)=A_{n} e^{-\omega_{0} x^{2} / 2 \hbar} x^{\alpha} L_{n}^{\alpha-1 / 2}\left(\omega_{0} x^{2} / \hbar\right) \quad, \quad \epsilon_{n}=\hbar \omega_{0}\left(2 n+\alpha+\frac{1}{2}\right) \quad, \quad\left|A_{n}\right|^{2}=\frac{2\left(\omega_{0} / \hbar\right)^{\alpha+1 / 2} n!}{\Gamma(n+\alpha+1 / 2)} \tag{67}
\end{equation*}
$$

The relation between the Fermi energy $\mu$ and $N$ is now $\mu=\hbar \omega_{0}\left(2 n+\alpha+\frac{1}{2}\right)$. The initial condition of the dynamics at $t=0$ is thus the $T=0$ kernel corresponding to the ground state of $\mathcal{H}_{0}$

$$
\begin{equation*}
K_{\mu}(x, y, 0)=\sum_{n=0}^{N-1} \phi_{n}^{*}(x) \phi_{n}(y)=2\left(\frac{\omega_{0}}{\hbar}\right)^{\alpha+1 / 2}(x y)^{\alpha} e^{-\frac{\omega_{0}\left(x^{2}+y^{2}\right)}{2 \hbar}} \sum_{k=0}^{N-1} \frac{k!}{\Gamma(k+\alpha+1 / 2)} L_{k}^{\alpha-1 / 2}\left(\frac{\omega_{0} x^{2}}{\hbar}\right) L_{k}^{\alpha-1 / 2}\left(\frac{\omega_{0} y^{2}}{\hbar}\right) \tag{68}
\end{equation*}
$$

We use the identity [17] (see formula 8.974 p .1002 ), for $n=0,1, .$.

$$
\begin{equation*}
(x-y)\binom{n+\alpha-1 / 2}{n} \sum_{k=0}^{n} \frac{L_{k}^{\alpha-1 / 2}(x) L_{k}^{\alpha-1 / 2}(y)}{\binom{k+\alpha-1 / 2}{k}}=(n+1)\left[L_{n}^{\alpha-1 / 2}(x) L_{n+1}^{\alpha-1 / 2}(y)-L_{n+1}^{\alpha-1 / 2}(x) L_{n}^{\alpha-1 / 2}(y)\right] \tag{69}
\end{equation*}
$$

Hence

$$
\begin{equation*}
K_{\mu}(x, y, 0)=e^{-\frac{\omega_{0}\left(x^{2}+y^{2}\right)}{2 \hbar}} \frac{2 N!\left(\frac{\omega_{0}}{\hbar}\right)^{\alpha-1 / 2}(x y)^{\alpha}}{\Gamma(N+\alpha-1 / 2)} \frac{L_{N-1}^{\alpha-1 / 2}\left(\omega_{0} x^{2} / \hbar\right) L_{N}^{\alpha-1 / 2}\left(\omega_{0} y^{2} / \hbar\right)-L_{N}^{\alpha-1 / 2}\left(\omega_{0} x^{2} / \hbar\right) L_{N-1}^{\alpha-1 / 2}\left(\omega_{0} y^{2} / \hbar\right)}{x^{2}-y^{2}} \tag{70}
\end{equation*}
$$

a formula valid for any $N$. By construction this kernel is reproducible. The average initial density is thus given, for any $N$, by

$$
\begin{equation*}
\rho_{N}(x, t=0)=e^{-\frac{\omega_{0} x^{2}}{\hbar}} \frac{2 N!\left(\frac{\omega_{0}}{\hbar}\right)^{\alpha+1 / 2} x^{2 \alpha}}{\Gamma(N+\alpha-1 / 2)}\left(L_{N-1}^{\alpha-\frac{1}{2}}\left(\frac{\omega_{0} x^{2}}{\hbar}\right) L_{N-1}^{\alpha+\frac{1}{2}}\left(\frac{\omega_{0} x^{2}}{\hbar}\right)-L_{N-2}^{\alpha+\frac{1}{2}}\left(\frac{\omega_{0} x^{2}}{\hbar}\right) L_{N}^{\alpha-\frac{1}{2}}\left(\frac{\omega_{0} x^{2}}{\hbar}\right)\right) \tag{71}
\end{equation*}
$$

This family of kernels indexed by $\alpha$ are well known in RMT. Indeed, there is a one to one correspondence between the $T=0$ quantum JPDF of the positions of the fermions $x_{i}$ in this potential and the JPDF of the eigenvalues $\lambda_{i}=\omega_{0} x_{i}^{2} / \hbar$ of the Wishart-Laguerre ensemble of random matrices with $\beta=2$ and $M-N=\nu=\alpha-\frac{1}{2}$ [19]

$$
\begin{equation*}
P_{\text {joint }}\left(\lambda_{1}, \cdots, \lambda_{N}\right)=\frac{1}{Z_{N}} \prod_{i<j}\left|\lambda_{i}-\lambda_{j}\right|^{2} \prod_{k=1}^{N} \lambda_{k}^{\nu} e^{-N \lambda_{k}} \tag{72}
\end{equation*}
$$

In the large $N$ limit, the mean density of eigenvalues converges to the Marčenko-Pastur distribution [18], which upon the change of variables leads to the half semi-circle given in Eq. (22) of the text.

From the rescaling method we know that for any $N$ the time dependent kernel $K_{\mu}(x, y, t)$, evolving with $H(t)$ given in (66) keeps the scaling form given by Eq. (17) in the text. where $L(t)$ is the same solution of the Ermakov's equation (16) in the text as for the harmonic oscillator. For the simplest case $\omega(t>0)=\omega$ one has $L(t)=x_{e}(t) / x_{e}$, where $x_{e}(t)$ is given by Eq. (14) in the text and $x_{e}=\sqrt{2 \mu} / \omega_{0}$. In the limit of large $N$ there are two regions:

- The bulk, for $x>0$ and $k_{F} x \gg 1$ where $k_{F}=\sqrt{2 \mu} / \hbar$. In this region one can in fact neglect the $1 / x^{2}$ potential to leading order at large $\mu$. Hence to leading order the right edge of the initial Fermi gas is at $x \simeq x_{e}$. The density in the bulk is thus the (time-dependent) half-semi circle given in (22) in the text.
- The second region is the edge $k_{F} x \sim O(1)$. In that region at large $N$ one shows that the Laguerre kernel becomes the Bessel kernel which describes the "hard edge" universality class of RMT [18]. This is easy to see by neglecting the $x^{2}$ term in the potential in (66). In that case the Bessel kernel is the exact kernel (for any $N$ ) for $H_{1}=H_{0}$ setting $\omega_{1}=\omega_{0}=0$ (see for instance the detailed calculation in [15] Section 6.2). For the time evolution, it leads to the formula (23) in the text for the time-dependent kernel near the edge. Up to a time dependent scale, it remains the Bessel kernel which thus describes the edge at all times for this choice of $H(t)$ and $H_{0}$.


## IV. GENERIC SMOOTH CONFINING POTENTIALS

## A. Classical evolution: Liouville equation

As discussed in the text, for generic potential $V(x)$ with $V^{\prime \prime \prime}(x) \neq 0$ the WE differs from the LE by "quantum terms". In the "classical" limit, $\hbar \sim 1 / N$ and $N$ large considered in [20] the Wigner function satisfies two exact properties at $T=0$
(i) $(2 \pi \hbar W)^{2}=2 \pi \hbar W$, hence at any point $(x, p)$ in phase space, either $W(x, p, t)=0$ or $2 \pi \hbar W(x, p, t)=1$. Thus $2 \pi \hbar W$ is the characteristic function of $\Omega_{t}$ the Fermi volume.
(ii) The Liouville equation is obeyed exactly, for any $V(x)$. Hence $\Omega_{t}$ is simply transported from the initial Fermi volume by the classical equations of motion.

It is absolutely not obvious that these two properties necessarily apply at large $N$, i.e. large $\mu$, but for fixed $\hbar$. We have argued in the text that, when $V(x)$ and $V_{0}(x)$ are both confining and smooth, and of "similar" scales, the quantum terms in the WE are subdominant at large $\mu$ at $t=0$. This should ensure that it remains true in some time window for $t>0$.

We thus start by analyzing the Liouville equation

$$
\begin{equation*}
\partial_{t} W(x, p, t)=-p \partial_{x} W(x, p, t)+\partial_{x} V(x) \partial_{p} W(x, p, t) \tag{73}
\end{equation*}
$$

and later will consider the "quantum corrections". Consider the classical trajectories in phase space, $\dot{x}(t)=p(t)$ and $\dot{p}(t)=-V^{\prime}(x(t))$. The Wigner function is constant along such trajectories $\frac{d}{d t} W(x(t), p(t), t)=\partial_{t} W(x(t), p(t), t)+$ $\dot{x}(t) \partial_{x} W(x(t), p(t), t)+\dot{p}(t) \partial_{p} W(x(t), p(t), t)=0$ if one uses both the LE and the classical equations of motion. Let us denote $\left(x(t)=x_{c}\left(x_{0}, p_{0}, t\right), p(t)=p_{c}\left(x_{0}, p_{0}, t\right)\right)$ the classical trajectory as a function of the initial point $\left(x_{0}, p_{0}\right)$. One can thus write the solution of the WE as

$$
\begin{equation*}
W(x, p, t)=\int d x_{0} d p_{0} W\left(x_{0}, p_{0}, 0\right) \delta\left(x-x_{c}\left(x_{0}, p_{0}, t\right)\right) \delta\left(p-p_{c}\left(x_{0}, p_{0}, t\right)\right) \tag{74}
\end{equation*}
$$

Since the phase space volume element $d x d p$ is preserved by the classical evolution and because of the unicity of the solutions, one can also write the general solution of LE as in the text as $W(x, p, t)=W\left(x_{0}(x, p, t), p_{0}(x, p, t), 0\right)$, where $x_{0}(x, p, t), p_{0}(x, p, t)$ denote the initial conditions (at $\left.t=0\right)$ as functions of the final ones (at $\left.t\right)$. Note that all the above extends to the case of a time dependent potential $V(x, t)$.

Let us now consider an initial condition prepared at $T=0$. For large $N$ the initial condition is a theta function $W(x, p, 0)=\frac{1}{2 \pi} \theta\left(\mu-\frac{p^{2}}{2}-V_{0}(x)\right)$, hence under the LE the Wigner function

$$
\begin{equation*}
W(x, p, t)=\frac{1}{2 \pi} \theta\left(\mu-\frac{p_{0}(x, p, t)^{2}}{2}-V_{0}\left(x_{0}(x, p, t)\right)\right) \tag{75}
\end{equation*}
$$

remains a theta function at all times, which is unity inside the transported Fermi volume $\Omega_{t}$ and zero outside.

There are various parameterizations for the boundary of $\Omega_{t}$, i.e. the transported Fermi surf $S_{t}$. The first one is in terms of the (multiple) roots $p(x, t)$ of the equation

$$
\begin{equation*}
\mu=\frac{p_{0}(x, p(x, t), t)^{2}}{2}+V_{0}\left(x_{0}(x, p(x, t), t)\right) \tag{76}
\end{equation*}
$$

Consider for simplicity $V(x)$ to be time independent. One can show that any such root satisfies the Burgers equation Eq. (28) in the text. Indeed, from energy conservation

$$
\begin{equation*}
\frac{p_{0}(x, p, t)^{2}}{2}+V\left(x_{0}(x, p, t)\right)=\frac{p^{2}}{2}+V(x) \tag{77}
\end{equation*}
$$

one has the relations

$$
\begin{equation*}
p_{0} \partial_{p} p_{0}+V^{\prime}\left(x_{0}\right) \partial_{p} x_{0}=p \quad, \quad p_{0} \partial_{x} p_{0}+V^{\prime}\left(x_{0}\right) \partial_{x} x_{0}=V^{\prime}(x) \tag{78}
\end{equation*}
$$

On the other hand, taking derivatives of (76) w.r.t. $t$ and w.r.t. $x$ and using the (time reversed) equation of motions $\partial_{t} p_{0}=V^{\prime}\left(x_{0}\right)$ and $\partial_{t} x_{0}=-p_{0}$ gives

$$
\begin{equation*}
\partial_{t} p=\frac{p_{0}\left(V_{0}^{\prime}\left(x_{0}\right)-V^{\prime}\left(x_{0}\right)\right)}{p_{0} \partial_{p} p_{0}+V_{0}^{\prime}\left(x_{0}\right) \partial_{p} x_{0}} \quad, \quad \partial_{x} p=-\frac{V_{0}^{\prime}\left(x_{0}\right) \partial_{x} x_{0}+p_{0} \partial_{x} p_{0}}{p_{0} \partial_{p} p_{0}+V_{0}^{\prime}\left(x_{0}\right) \partial_{p} x_{0}} \tag{79}
\end{equation*}
$$

Using the above relations we can show that

$$
\begin{equation*}
\partial_{t} p+p \partial_{x} p+V^{\prime}(x)=\left(1+\partial_{x} p_{0} \partial_{p} x_{0}-\partial_{x} x_{0} \partial_{p} p_{0}\right) \frac{p_{0}\left(V_{0}^{\prime}\left(x_{0}\right)-V^{\prime}\left(x_{0}\right)\right)}{p_{0} \partial_{p} p_{0}+V_{0}^{\prime}\left(x_{0}\right) \partial_{p} x_{0}} \tag{80}
\end{equation*}
$$

Consider now the first factor $J(t)=1+\partial_{x} p_{0} \partial_{p} x_{0}-\partial_{x} x_{0} \partial_{p} p_{0}$ appearing on the rhs of Eq. (80). One can evaluate the time evolution $d J(t) / d t$ using the (time reversed) equation of motions $\partial_{t} p_{0}=V^{\prime}\left(x_{0}\right)$ and $\partial_{t} x_{0}=-p_{0}$. After a straightforward algebra, we find $d J(t) / d t=0$. This reflects the conservation of the volume in phase space. In addition, from the initial condition where $x=x_{0}$ and $p=p_{0}$, we see that $J(0)=0$. Hence $J(t)=0$ for all time $t \geq 0$. Consequently Eq. (80) reduces to the Burger's equation

$$
\begin{equation*}
\partial_{t} p+p \partial_{x} p+V^{\prime}(x)=0 . \tag{81}
\end{equation*}
$$

Hence any root of $(76), p(x, t)$, satisfies the Burgers equation (BE)

$$
\begin{equation*}
\partial_{t} p(x, t)+p(x, t) \partial_{x} p(x, t)+V^{\prime}(x)=0 \tag{82}
\end{equation*}
$$

The transported Fermi volume $\Omega_{t}$ can be parameterized by its "section" in phase space at coordinate $x, \Omega_{t}(x)$, given as a function of $x$. It is defined such that $p \in \Omega_{t}(x)$ iff $(x, p) \in \Omega_{t}$. In general $\Omega_{t}(x)$ is made of multiple intervals (we can call $n(x, t)$ its number), i.e. $\Omega_{t}(x)=\cup_{j=1}^{n(x, t)}\left[p_{-}^{j}(x, t), p_{+}^{j}(x, t)\right]$, where the edges merge and disappear, or appear in pairs, as $x$ spans $]-\infty,+\infty\left[\right.$. Each of these roots $p^{j}(x, t)$ satisfies the BE inside its interval of existence.

Let us consider the simplest case, where one can write

$$
\begin{equation*}
W(x, p, t)=\frac{1}{2 \pi \hbar} \theta\left(p-p_{-}(x, t)\right) \theta\left(p_{+}(x, t)-p\right) \tag{83}
\end{equation*}
$$

Since the number density is $\tilde{\rho}(x, t)=\int d p W(x, p, t)=\frac{1}{2 \pi \hbar}\left(p_{+}(x, t)-p_{-}(x, t)\right)$, the form (83) is valid for $x \in \mathcal{I}=$ $\left[x_{e}^{-}(t)^{-}, x_{e}^{+}(t)\right]$, the support of the density, which is assumed here to be a single interval. At $x=x_{e}^{ \pm}(t)$, in generic situations, the density vanishes smoothly and $p_{+}(x, t)=p_{-}(x, t)$. Let us first check that $W$ in (83) satisfies the LE. Inserting (83) in (73) we see that if $p_{ \pm}(x, t)$ satisfy the $\mathrm{BE}(82)$ then the LE equation is indeed obeyed.

To recover the standard free fermion hydrodynamics one defines a local velocity field $v(x, t)$ through

$$
\begin{equation*}
\tilde{\rho}(x, t) v(x, t)=\int d p p W(x, p, t) \tag{84}
\end{equation*}
$$

and using (83) then leads to the identification $v(x, t)=\frac{1}{2}\left(p_{+}(x, t)+p_{-}(x, t)\right)$. One can also define the local kinetic energy density

$$
\begin{equation*}
\epsilon(x, t)=\int d p \frac{p^{2}}{2} W(x, p, t)=\frac{1}{2} \tilde{\rho}(x, t) v(x, t)^{2}+\frac{\hbar^{2}}{6} \pi^{2} \tilde{\rho}(x, t)^{3} \tag{85}
\end{equation*}
$$

where in last equality arises from using (83) and (84). The term cubic in the fermion density is often called the pressure term resulting from the Pauli exclusion principle.

We can now add and substract the two independent Burgers equations (82) for $p_{+}(x, t)$ and $p_{-}(x, t)$ and we obtain

$$
\begin{align*}
& \partial_{t} \tilde{\rho}(x, t)+\partial_{x}[\tilde{\rho}(x, t) v(x, t)]=0  \tag{86}\\
& \partial_{t} v(x, t)+v(x, t) \partial_{x} v(x, t)+V^{\prime}(x)=-\frac{1}{\tilde{\rho}(x, t)} \partial_{x}\left(\frac{\hbar^{2} \pi^{2}}{3} \tilde{\rho}(x, t)^{3}\right)=-\hbar^{2} \pi^{2} \tilde{\rho}(x, t) \partial_{x} \tilde{\rho}(x, t) \tag{87}
\end{align*}
$$

The first is the continuity equation (conservation of particle number) and the second the Newton force equation. These are the standard hydrodynamical equations for fermions [21-24]. They can be obtained from the variation of the action

$$
\begin{equation*}
S_{f}[\tilde{\rho}, v]=\int d x d t\left[\frac{1}{2} \tilde{\rho}(\mathbf{x}, t) v^{2}-\frac{\hbar^{2} \pi^{2}}{6} \tilde{\rho}^{3}(\mathbf{x}, t)-V(\mathbf{x}) \tilde{\rho}(\mathbf{x}, t)\right] \tag{88}
\end{equation*}
$$

under the constraint (86). Here they are simply obtained as a consequence of the Liouville equation.
The equilibrium is recovered for $V(x)=V_{0}(x)$, in which case

$$
\begin{equation*}
p_{ \pm}(x, t)= \pm p_{\mu}^{0}(x) \quad, \quad p_{\mu}^{0}(x)=\sqrt{2\left(\mu-V_{0}(x)\right)} \tag{89}
\end{equation*}
$$

and $W(x, p, t)=W(x, p, 0)$ becomes time independent. This provides a time-independent solution of the above hydrodynamic equations.

In the case of the quantum quench, $V(x) \neq V_{0}(x)$, Eq. (83) gives the solution for the Wigner function to the LE, where $p_{ \pm}(x, t)$ are the solution of the $\mathrm{BE}(82)$ with initial conditions at $t=0$ given by $p_{ \pm}(x, t=0)= \pm p_{\mu}^{0}(x)$.

As discussed in [25] the more complicated cases where the parameterization using $\Omega_{t}(x)$ involves more than one interval is called the $2 k$ - hydrodynamics. Similar equations can be derived to describe it with hydrodynamic variables. Eventually, the difficulty amounts to find a convenient parameterization to describe the (relatively simple) classical dynamics of the Fermi volume.

## B. Quantum corrections: width of the Fermi surf

As discussed in the text, to probe the quantum corrections to the Liouville equation, we look for a solution of the full Wigner equation (WE), Eq. (11) in the text, near the Fermi surf, for $p \approx p_{+}(x, t)$, of the form

$$
\begin{equation*}
W(x, p, t) \simeq F(\tilde{a}) \quad, \quad \tilde{a}=\frac{p-p_{+}(x, t)}{D(x, t)} \tag{90}
\end{equation*}
$$

with a time-dependent thickness $D(x, t)$ that we will determine below. Far from the Fermi surf, the approximation by theta functions, Eq. (83), should hold, which leads to the boundary conditions $F(+\infty)=0$ and $F(-\infty)=1$. A priori the function $F$ can also depend on time, so we will include that term below, but will see that it can be neglected. We first consider the WE truncated to cubic order, Eq. (25) in the text, and discuss higher order corrections below. Inserting (90) into this cubic WE reads

$$
\begin{equation*}
\left(\partial_{t}+p \partial_{x}-V^{\prime}(x) \partial_{p}+\frac{\hbar^{2}}{24} V^{\prime \prime \prime}(x) \partial_{p}^{3}\right) F\left(\frac{p-p_{+}(x, t)}{D(x, t)}\right)=0 \tag{91}
\end{equation*}
$$

Performing the derivatives and substituting $p=p_{+}(x, t)+\tilde{a} D(x, t)$, where $\tilde{a}$ is the scaling variable of order $O(1)$ we obtain by dividing by $F^{\prime}(\tilde{a}) / D(x, t)$

$$
\begin{align*}
& D(x, t) \frac{\partial_{t} F}{F^{\prime}(\tilde{a})}=V^{\prime}(x)+\partial_{t} p_{+}(x, t)+p_{+}(x, t) \partial_{x} p_{+}(x, t)  \tag{92}\\
& +\tilde{a}\left(\partial_{t} D(x, t)+p_{+}(x, t) \partial_{x} D(x, t)+D(x, t) \partial_{x} p_{+}(x, t)-\frac{F^{\prime \prime \prime}(\tilde{a})}{\tilde{a} F^{\prime}(\tilde{a})} \frac{\hbar^{2}}{24 D(x, t)^{2}} V^{\prime \prime \prime}(x)\right)+\tilde{a}^{2} D(x, t) \partial_{x} D(x, t) \tag{93}
\end{align*}
$$

which should be obeyed for any $\tilde{a}$ of order $O(1)$. The r.h.s. in the first line vanishes from the Burgers equation (82). The last term can be argued to be small (see below) and we neglect it. Now if one chooses

$$
\begin{equation*}
F^{\prime \prime \prime}(\tilde{a})=4 \tilde{a} F^{\prime}(\tilde{a}) \tag{94}
\end{equation*}
$$

which is obeyed by $F(\tilde{a})=\mathcal{W}(\tilde{a})=\operatorname{Ai}_{1}\left(2^{2 / 3} \tilde{a}\right)$, then we obtain an evolution equation for $D(x, t)$. Amazingly there is a simple solution to this equation

$$
\begin{equation*}
D(x, t)=-\left(\frac{\hbar^{2}}{2} \partial_{x x} p_{+}(x, t)\right)^{1 / 3} \tag{95}
\end{equation*}
$$

This can be checked explicitly by plugging (95) into the equation (92) and by using the second derivative of the Burgers equation (82)

$$
\begin{equation*}
3 \partial_{x} p_{+}(x, t) \partial_{x}^{2} p_{+}(x, t)+\partial_{t} \partial_{x}^{2} p_{+}(x, t)+p_{+}(x, t) \partial_{x}^{3} p_{+}(x, t)+V^{\prime \prime \prime}(x)=0 \tag{96}
\end{equation*}
$$

Now we can check that this is the (unique) correct solution, since it satisfies the correct initial condition. Indeed, as discussed above, the initial condition for the Burgers equation is $p_{ \pm}(x, t=0)= \pm p_{\mu}^{0}(x)$ where $p_{\mu}^{0}(x)=\sqrt{2\left(\mu-V_{0}(x)\right)}$ is its "equilibrium" solution if one substitute $V(x) \rightarrow V_{0}(x)$. Thus we have

$$
\begin{equation*}
D(x, t=0)=-\left(\frac{\hbar^{2}}{2} \partial_{x}^{2} p_{\mu}^{0}(x)\right)^{1 / 3}=\left.\frac{\hbar^{2 / 3}}{2^{1 / 3} p}\left(V_{0}^{\prime}(x)^{2}+p^{2} V_{0}^{\prime \prime}(x)\right)^{1 / 3}\right|_{p=p_{\mu}^{0}(x)}=\left.\frac{e(x, p)}{p}\right|_{p=p_{\mu}^{0}(x)} \tag{97}
\end{equation*}
$$

The last expression is precisely equal to $\frac{e\left(\mathrm{x}_{e}, \mathrm{p}_{e}\right)}{\mathrm{p}_{e}}$ if $\left(\mathrm{x}_{e}, \mathrm{p}_{e}\right)$ denotes a generic point on the Fermi surf with here the parameterization $\mathrm{x}_{e}=x, \mathrm{p}_{e}=p_{\mu}^{0}(x)$ for the half top part of the Fermi surf (note that $\mathrm{x}_{e}$ should be distinguished from $x_{e}$ defined in this work, which is the upper edge of the semi circle). The factor of $p$ in the numerator of (97) comes from the matching of the two scaling variables in the region near the Fermi surf with $a, \tilde{a}=O(1)$

$$
\begin{equation*}
a=\frac{\frac{p^{2}}{2}+V_{0}(x)-\mu}{e(x, p)} \simeq p_{\mu}^{0}(x) \frac{p-p_{\mu}^{0}(x)}{e\left(x, p_{\mu}^{0}(x)\right)}=\frac{p-p_{\mu}^{0}(x)}{D(x, t=0)}=\left.\tilde{a}\right|_{t=0} \tag{98}
\end{equation*}
$$

where $a$ is the scaling variable introduced for the equilibrium result (5) of the text.
The solution corresponding to $\theta\left(p-p_{-}\right)$is obtained similarly with $\tilde{a} \rightarrow-\tilde{a}$. Hence the complete "quantum" solution corresponding to (83) is

$$
\begin{equation*}
W(x, p, t) \simeq \mathcal{W}\left(\frac{p-p_{+}(x, t)}{D_{+}(x, t)}\right) \mathcal{W}\left(\frac{p_{-}(x, t)-p}{D_{-}(x, t)}\right) \tag{99}
\end{equation*}
$$

where here we denote $D_{+}(x, t)=D(x, t)$ and $D_{-}(x, t)=-\left(\frac{\hbar^{2}}{2} \partial_{x x} p_{-}(x, t)\right)^{1 / 3}$. Note that (99) is valid only when the two edges in phase space are well separated $2 \pi \hbar \tilde{\rho}(x, t)=p_{+}(x, t)-p_{-}(x, t) \gg D_{+}(x, t)+D_{-}(x, t)$, i.e. far from the edges in real space where the density vanishes.

We can now justify that higher order terms in the exact WE, Eq. (11) in the text, are subdominant (as compared to the cubic approximation of the WE involving only $\left.V^{\prime \prime \prime}(x)\right)$ to predict the scaling form near the Fermi surf in the limit of large $\mu$. We use the same counting as in the text below Eq. (25). The main assumption is that counting in $\mu$ and $x_{e}$ of $V(x)$ and its derivative is similar to $V_{0}(x)$, i.e. the two potentials are not too dissimilar. In the text we found the higher order terms in the WE are powers of the two small parameters which measure the deviation from the classical limit and the LE

$$
\begin{equation*}
\frac{\hbar}{x_{e} p_{e}} \ll 1 \quad, \quad \frac{\hbar^{2 / 3}}{\mu^{1 / 3} x_{e}^{2 / 3}} \ll 1 \tag{100}
\end{equation*}
$$

Using the normalization $\int d x d p W(x, p, t)=N$ we see that the first parameter is simply $\sim 1 / N$. The second one is larger but is related to the quantum fluctuations near the edge. We first argue that the term neglected in (92) is small compared to the others proportional to $a$, i.e.

$$
\begin{equation*}
a^{2} D(x, t) \partial_{x} D(x, t) \ll a p_{+}(x, t) \partial_{x} D(x, t) \tag{101}
\end{equation*}
$$

Recalling that $e_{N} \sim\left(\hbar \mu / x_{e}\right)^{2 / 3}$ (see text), we have $D(x, t) \sim e_{N} / p_{e} \sim \hbar^{2 / 3} \mu^{1 / 6} / x_{e}^{2 / 3}$ and we find that $D(x, t) / p_{+}(x, t) \sim$ $\hbar^{2 / 3} /\left(\mu^{1 / 3} x_{e}^{2 / 3}\right) \ll 1$ for large $\mu$.

Consider the next order quantum corrections, e.g. a term $-g \hbar^{4} V^{(5)} \partial_{p}^{5} W$ in the $W$ equation. The terms proportional to $a$ in (92) and containing the potential now read

$$
\begin{equation*}
-\frac{F^{\prime \prime \prime}(\tilde{a})}{\tilde{a} F^{\prime}(\tilde{a})} \frac{\hbar^{2}}{24 D(x, t)^{2}} V^{\prime \prime \prime}(x)-g \hbar^{4} \frac{F^{(5)}(\tilde{a})}{\tilde{a} F^{\prime}(\tilde{a})} V^{(5)}(x) \frac{1}{D(x, t)^{4}} \tag{102}
\end{equation*}
$$

Since $\tilde{a}=O(1)$ the ratio of these two terms is of order

$$
\begin{equation*}
\frac{V^{(5)}(x)}{V^{\prime \prime \prime}(x) D(x, t)^{2}} \sim \frac{\hbar^{2 / 3}}{\mu^{1 / 3} x_{e}^{2 / 3}} \ll 1 \tag{103}
\end{equation*}
$$

Finally, we note that if we add the term proportional to $\partial_{t} F$ in the l.h.s. of (92) to the previous analysis, we obtain the constraint that $\partial_{t} F(\tilde{a}) \sim \tilde{a} F^{\prime}(\tilde{a})$, hence it corresponds simply to a redefinition of $D(x, t)$. Therefore we can assume simply that this term is absent at this order. Note that one can in principle perform an expansion in the small parameter $\frac{\hbar^{2 / 3}}{\mu^{1 / 3} x_{e}^{2 / 3}}$ to higher orders, where these neglected terms would play a role.

We note that the above derivation may be used to derive (or at least guess) the scaling form for equilibrium. Curiously, the role of $V^{\prime \prime \prime}(x)$ being non zero seems crucial in the argument, and it is unclear to us why that should be so (for equilibrium).

In particular we note that for the harmonic oscillator the above equations do not determine the scaling function $F(\tilde{a})$, since the term containing $V^{\prime \prime \prime}(x)$ is absent. Nevertheless we can check independently that our above result holds, in a non-trivial way, for the harmonic oscillator. In that case we can use the general solution of the LE, $W(x, p, t)=W\left(x_{0}(x, p, t), p_{0}(x, p, t), 0\right)$, and the scaling form Eqs. (4) and (5) of the text, for the initial Wigner function. The calculation for general $V_{0}(x)$ is quite non-trivial. Hence we choose for simplicity, $V_{0}(x)=\frac{1}{2} \omega_{0}^{2} x^{2}$. In this case

$$
\begin{equation*}
W(x, p, t) \simeq \mathcal{W}\left(\frac{\frac{p_{0}^{2}}{2}+V_{0}\left(x_{0}\right)-\mu}{\left(\hbar \omega_{0}\right)^{2 / 3} \mu^{1 / 3}}\right) \quad, \quad x_{0}(x, p, t)=x \cos (\omega t)-\frac{p}{\omega} \sin (\omega t) \quad, \quad p_{0}(x, p, t)=p \cos (\omega t)+\omega x \sin (\omega t) \tag{104}
\end{equation*}
$$

We thus obtain

$$
\begin{equation*}
p_{+}(x, t)=\frac{\omega\left(x\left(\omega_{0}^{2}-\omega^{2}\right) \sin (2 \omega t)+2 \omega \omega_{0} \sqrt{x_{e}(t)^{2}-x^{2}}\right)}{2\left(\omega^{2} \cos ^{2}(\omega t)+\omega_{0}^{2} \sin ^{2}(\omega t)\right)} \quad, \quad x_{e}(t)=\frac{\sqrt{\mu}}{\omega_{0} \omega} \sqrt{\omega^{2}+\omega_{0}^{2}+\left(\omega^{2}-\omega_{0}^{2}\right) \cos (2 \omega t) \cdot( } \tag{105}
\end{equation*}
$$

We can now expand the scaling variable for $p \approx p_{+}(x, t)$, which simplifies to give

$$
\begin{equation*}
\left.a=\frac{\frac{p_{0}^{2}}{2}+V_{0}\left(x_{0}\right)-\mu}{\left(\hbar \omega_{0}\right)^{2 / 3} \mu^{1 / 3}}\right) \simeq \omega_{0}^{1 / 3} \hbar^{-2 / 3} \mu^{-1 / 3} \sqrt{x_{e}(t)^{2}-x^{2}}\left(p-p_{+}(x, t)\right), \tag{106}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
D_{+}(x, t)=\hbar^{2 / 3}\left(\frac{\mu}{\omega_{0}}\right)^{1 / 3} \frac{1}{\sqrt{x_{e}(t)^{2}-x^{2}}} \tag{107}
\end{equation*}
$$

Remarkably, the above prediction for $D_{+}(x, t)$, Eq. (95), using the formula (105) for $p_{+}(x, t)$ gives exactly the same result.

Semi-classical saddle point representation. We can sketch here an argument which reproduces the above result using semi-classical wave functions. It generalizes the study of [26-29] for a single particle to $N$ fermions and extends the calculation of $[30,31]$ at equilibrium to the nonequilibrium problem. It allows one to obtain other expressions at non-generic points e.g. when $\partial_{x}^{2} p(x, t)=0[4,28,32]$. To study semi-classical wave functions one approximates them as $\psi(x, t) \simeq A(x, t) e^{\frac{i}{\hbar} S(x, t)}$. In the limit $\hbar \rightarrow 0$ the Schrodinger equation then leads to the eikonal equation

$$
\begin{equation*}
\partial_{t} S+\frac{1}{2}\left(\partial_{x} S\right)^{2}+V(x)=0 \quad, \quad 2 \partial_{t} A+2 \partial_{x} A \partial_{x} S+A \partial_{x}^{2} S=0 \tag{108}
\end{equation*}
$$

Consider first the initial condition at $t=0$. The kernel can be written as

$$
\begin{align*}
& K_{\mu}\left(x, x^{\prime}, 0\right)=\int d \epsilon_{0} \theta\left(\mu-\epsilon_{0}\right) \psi_{\epsilon_{0}}^{*}(x) \psi_{\epsilon_{0}}\left(x^{\prime}\right) \quad, \quad \psi_{\epsilon_{0}}(x)=A_{\epsilon_{0}}(x, 0) e^{\frac{i}{\hbar} S_{\epsilon_{0}}(x, 0)}  \tag{109}\\
& S_{\epsilon_{0}}(x, 0)=S_{\epsilon_{0}}(x)=\int^{x} d x^{\prime} p_{\epsilon_{0}}\left(x^{\prime}\right) \quad, \quad A(x, 0)=\left(2 \pi \hbar p_{\epsilon_{0}}(x)\right)^{-1 / 2} \quad, \quad p_{\epsilon_{0}}(x)=\sqrt{2\left(\epsilon_{0}-V_{0}(x)\right)} \tag{110}
\end{align*}
$$

where $S_{\epsilon_{0}}(x, t)=-\epsilon_{0} t+S_{\epsilon_{0}}(x)$ and $A(x, t)=A_{\epsilon_{0}}(x, 0)$ are a stationary solution of (108) for $V(x)=V_{0}(x)$. There is a second one with $S_{\epsilon_{0}}(x, t)=-\epsilon_{0} t-S_{\epsilon_{0}}(x)$, i.e. $\partial_{x} S_{\epsilon_{0}}(x, t)=-\sqrt{2\left(\epsilon_{0}-V_{0}(x)\right)}$ which is located at a symmetric point along the Fermi surf, not considered here. This choice satisfies the normalization

$$
\begin{equation*}
\int d x \psi_{\epsilon_{0}}(x) \psi_{\epsilon_{0}^{\prime}}^{*}(x)=\frac{1}{2 \pi \hbar} \int \frac{d x}{\left[p_{\epsilon_{0}}(x) p_{\epsilon_{0}^{\prime}}(x)\right]^{1 / 2}} e^{\frac{i}{\hbar}\left(S_{\epsilon_{0}}(x)-S_{\epsilon_{0}^{\prime}}(x)\right)} \simeq \frac{1}{2 \pi \hbar} \int \frac{d x}{p_{\epsilon_{0}}(x)} e^{\frac{i}{\hbar}\left(\epsilon_{0}-\epsilon_{0}^{\prime}\right) \partial_{x} S_{\epsilon_{0}}(x)}=\delta\left(\epsilon_{0}-\epsilon_{0}^{\prime}\right) \tag{111}
\end{equation*}
$$

which ensures the reproducibility of the kernel. We used that $\partial_{x} S_{\epsilon_{0}}(x)=p_{\epsilon_{0}}(x)$ and $\partial_{x} \partial_{\epsilon_{0}} S_{\epsilon_{0}}(x)=1 / p_{\epsilon_{0}}(x)$. We can now write the time dependent kernel as

$$
\begin{equation*}
K_{\mu}\left(x, x^{\prime}, t\right)=\int d \epsilon_{0} \theta\left(\mu-\epsilon_{0}\right) \psi_{\epsilon_{0}}^{*}(x, t) \psi_{\epsilon_{0}}\left(x^{\prime}, t\right) \quad, \quad \psi_{\epsilon_{0}}(x, t)=A_{\epsilon_{0}}(x, t) e^{\frac{i}{\hbar} S_{\epsilon_{0}}(x, t)} \tag{112}
\end{equation*}
$$

where $S_{\epsilon_{0}}(x, t)$ and $A_{\epsilon_{0}}(x, t)$ are the solutions of (108) with $V(x)$ (and not $\left.V_{0}(x)\right)$ and the above initial conditions. We note that $\partial_{x} S_{\epsilon_{0}}(x, t)=p_{\epsilon_{0}}(x, t)=p_{+}(x, t)$ satisfies the Burgers equation (82) with initial condition $p_{\epsilon_{0}}(x, t)=p_{\epsilon_{0}}(x)$, hence the eikonal equation is associated to the Liouville equation. It is useful to verify that

$$
\begin{equation*}
A_{\epsilon_{0}}(x, t)=(2 \pi \hbar)^{-1 / 2}\left[\partial_{\epsilon_{0}} p_{\epsilon_{0}}(x, t)\right]^{1 / 2} \tag{113}
\end{equation*}
$$

is the time dependent solution of (108) with the correct initial condition given above. Indeed taking $\partial_{\epsilon_{0}}$ of the Burgers equation (82) yieds

$$
\begin{equation*}
\partial_{t} \partial_{\epsilon_{0}} p_{\epsilon_{0}}(x, t)+\partial_{\epsilon_{0}} p_{\epsilon_{0}}(x, t) \partial_{x} p_{\epsilon_{0}}(x, t)+p_{\epsilon_{0}}(x, t) \partial_{x} \partial_{\epsilon_{0}} p_{\epsilon_{0}}(x, t)=0 \tag{114}
\end{equation*}
$$

which is the same equation as obtained by inserting (113) into (108).
Let us now write the associated Wigner function as

$$
\begin{equation*}
W(x, p, t)=\frac{1}{2 \pi \hbar} \int d \epsilon_{0} \theta\left(\mu-\epsilon_{0}\right) \int d y A_{\epsilon_{0}}^{*}\left(x+\frac{y}{2}, t\right) A_{\epsilon_{0}}\left(x-\frac{y}{2}, t\right) e^{\frac{i}{\hbar}\left[p y-S_{\epsilon_{0}}\left(x+\frac{y}{2}, t\right)+S_{\epsilon_{0}}\left(x-\frac{y}{2}, t\right)\right]} \tag{115}
\end{equation*}
$$

Let us expand the term in the exponential

$$
\begin{equation*}
\frac{i}{\hbar}\left[p y+S_{\epsilon_{0}}\left(x+\frac{y}{2}, t\right)-S_{\epsilon_{0}}\left(x-\frac{y}{2}, t\right)\right]=\frac{i}{\hbar}\left(p+\partial_{x} S_{\epsilon_{0}}(x, t)\right) y-\frac{i}{\hbar} \frac{1}{24} y^{3} \partial_{x}^{3} S_{\epsilon_{0}}(x, t)+\ldots \tag{116}
\end{equation*}
$$

In the integral over $y$ we can neglect the terms of order $O\left(y^{5}\right)$ and higher order terms. Performing the integral we obtain

$$
\begin{equation*}
W(x, p, t) \simeq \frac{1}{2 \pi \hbar} \int_{-\infty}^{\mu} d \epsilon_{0} \partial_{\epsilon_{0}} p_{\epsilon_{0}}(x, t) \frac{2}{\left(-\hbar^{2} \partial_{x}^{3} S_{\epsilon_{0}}(x, t)\right)^{1 / 3}} \operatorname{Ai}\left(2 \frac{p-\partial_{x} S_{\epsilon_{0}}(x, t)}{\left(-\hbar^{2} \partial_{x}^{3} S_{\epsilon_{0}}(x, t)\right)^{1 / 3}}\right) \tag{117}
\end{equation*}
$$

Noting that the integral over $\epsilon_{0}$ is dominated by the region around $\epsilon_{0} \approx \mu$, performing the expansion around $\epsilon_{0}=\mu$ in the argument of the Airy function, $p-\partial_{x} S_{\epsilon_{0}}(x, t)=p-p_{\mu}(x, t)-\partial_{\mu} p_{\mu}(x, t)\left(\epsilon_{0}-\mu\right)+\ldots$ and approximating the term $\partial_{\epsilon_{0}} p_{\epsilon_{0}}(x, t) \simeq \partial_{\mu} p_{\mu}(x, t)$ in the preexponential factor, we see that we can perform the integral over the positive variable $\mu-\epsilon_{0}$ and recover exactly (90) with $F(\tilde{a})=\mathcal{W}(\tilde{a})=\operatorname{Ai}_{1}\left(2^{2 / 3} \tilde{a}\right)$.

The above derivation is valid at a generic point on the Fermi surf. It must modified if one deals with non generic points, e.g. edges in the real space density where $p_{+}(x, t)$ and $p_{-}(x, t)$ coincide and annihilate.

## V. EVOLUTION AND SCALING FORM OF THE FINITE TEMPERATURE WIGNER FUNCTION

The finite temperature Wigner function $W_{\tilde{\mu}}(x, p, t=0)$ associated with the hamiltonian $H_{0}$ in the grand canonical (GC) ensemble at chemical potential $\tilde{\mu}$ was defined in [4]. Its definition at arbitrary time is given by (22). It is related to the time dependent GC kernel given in the text in Eq. (32) by Fourier transformation (24). As a consequence, it does satisfy the WE Eq. (11) in the text, albeit with a $T, \tilde{\mu}$ dependent initial condition.

It was shown in [4] that at equilibrium, i.e. here at $t=0$, the finite temperature Wigner function $W_{\tilde{\mu}}(x, p, t=0)$ can be obtained from the Wigner function $\left.W(x, p, t=0)\right|_{\mu}$ at $T=0$ expressed as a function of the Fermi energy $\mu$. The relation reads

$$
\begin{equation*}
W_{\tilde{\mu}}(x, p, t=0)=\int d \mu^{\prime} \frac{\left.\partial_{\mu^{\prime}} W(x, p, t=0)\right|_{\mu=\mu^{\prime}}}{1+e^{\beta\left(\mu^{\prime}-\tilde{\mu}\right)}} \tag{118}
\end{equation*}
$$

Since the WE is linear, it is then clear that the same relation will hold for any $t$, leading to Eq. (34) in the text. For large $\tilde{\mu}$, i.e. large $\bar{N}$ [see Eq. (21)], the integral is controlled by large $\mu^{\prime}$. In the bulk we can thus insert the form (26) of the text for $W(x, p, t)$ evaluated at $\mu=\mu^{\prime}$, and we obtain the formula given above (33) in the text for the time dependent Wigner function at finite temperature. We recall that $x_{0}(x, p, t)$ and $p_{0}(x, p, t)$ are the starting points (at $t=0$ ) of the classical trajectory (which goes from $\left(x_{0}, p_{0}\right)$ to ( $x, p$ ) in phase space) expressed as functions of the endpoints (at time $t$ ).

Let us now study the edge, i.e. the vicinity of the transported Fermi surf $S_{t}$. The regime of temperature where the non trivial scaling arises at equilibrium, i.e. for $t=0$, is $T \sim e_{N} / b \ll \mu$, where $b$ is the important dimensionless parameter. We can first assume the same temperature regime for $t>0$, but we will be more precise below. We insert the scaling form for $p$ near $p_{+}(x, t, \mu)$ given by Eq. (30) and (31) of the text (valid at $T=0$ ) inside Eq. (35) in the text. We obtain

$$
\begin{equation*}
W_{\tilde{\mu}}(x, p, t)=\int d \mu^{\prime} \frac{1}{1+e^{\beta\left(\mu^{\prime}-\tilde{\mu}\right)}} \partial_{\mu^{\prime}} \mathcal{W}\left(\frac{p-p_{+}\left(x, t, \mu^{\prime}\right)}{-\left(\frac{\hbar^{2}}{2} \partial_{x}^{2} p_{+}\left(x, t, \mu^{\prime}\right)\right)^{1 / 3}}\right) \tag{119}
\end{equation*}
$$

with $F(a)=\mathcal{W}(a)=\mathrm{Ai}_{1}\left(2^{2 / 3} a\right)$. Note that here we have indicated explicitly the dependence in $\mu$, so $p_{+}(x, t, \mu)$ denotes the solution of Burgers equation (28) in the text, with initial condition $p(x, t=0, \mu)=p_{\mu}^{0}(x)=\sqrt{2\left(\mu-V_{0}(x)\right)}$. In the low temperature regime of interest one has $\tilde{\mu} \simeq \mu$ (see $[3,4]$ ). The analysis is quite similar to the one performed at equilibrium in [4] (see end of Section III there). The integral in (119) is then dominated by $\mu^{\prime}$ near $\mu$ such that $\beta\left(\mu^{\prime}-\mu\right)=-b u$ and $u=O(1)$. Let us denote $\tilde{a}_{\mu}=\frac{p-p_{+}(x, t, \mu)}{D(x, t, \mu)}$ the scaling variable in the function $\mathcal{W}$ in (119). One has

$$
\begin{equation*}
\partial_{\mu} \tilde{a}_{\mu}=-\frac{1}{D(x, t, \mu)} \partial_{\mu} p_{+}(x, t, \mu)-a_{\mu} \partial_{\mu} \log D(x, t, \mu) \tag{120}
\end{equation*}
$$

As for equilibrium [4], the second term on the r.h.s. is subdominant at large $\mu$, hence we can write $\tilde{a}_{\mu^{\prime}} \simeq \tilde{a}_{\mu}+$ $\frac{b}{\beta} u \frac{\partial_{\mu} p_{+}(x, t, \mu)}{D(x, t, \mu)}$. Taking into account all factors we obtain

$$
\begin{equation*}
W_{\mu}(x, p, t)=\int_{-\infty}^{+\infty} \frac{2^{2 / 3} d u}{1+e^{-b u}} \operatorname{Ai}\left(2^{2 / 3}\left(\tilde{a}_{\mu}+\frac{b u}{\beta} \frac{\partial_{\mu} p_{+}(x, t, \mu)}{-\left(\frac{\hbar^{2}}{2} \partial_{x}^{2} p(x, t, \mu)\right)^{1 / 3}}\right)\right)=\mathcal{W}_{b(x, t)}\left(\tilde{a}_{\mu}\right), b(x, t)=\beta \frac{-\left(\frac{\hbar^{2}}{2} \partial_{x}^{2} p(x, t, \mu)\right)^{1 / 3}}{\partial_{\mu} p_{+}(x, t, \mu)} \tag{121}
\end{equation*}
$$

which recovers Eq. (36) of the text. As noted there it matches the equilibrium result for $t=0$ since one has $-\left(\frac{\hbar^{2}}{2} \partial_{x}^{2} p_{\mu}^{0}(x)\right)^{1 / 3}=\left.\frac{e_{N}(x, p)}{p}\right|_{p=p_{\mu}^{0}(x)}$ on the Fermi surf and $p_{\mu}^{0}(x) \partial_{\mu} p_{\mu}^{0}(x)=1$, hence $b(x, t=0)=\beta e_{N}=b$. In the dynamics, the same scaling function as in equilibrium thus describes the quantum and thermal rounding of the transported Fermi surf $S_{t}$. It depends on the parameter $b$ which now becomes time dependent. It is also dependent of the position along the Fermi surf, i.e. on $x$. The regime of thermal crossover is thus now $b(x, t)=O(1)$.

Finally, as mentionned in the text below Eq. (35), for the harmonic oscillator one has $b(x, t)=b$, i.e. it is constant. This can be verified using that $b(x, t)=\beta D_{+}(x, t) / \partial_{\mu} p_{+}(x, t, \mu)=b$ together with Eq. (107) and

$$
\begin{equation*}
\partial_{\mu} p_{+}(x, t, \mu)=\frac{1}{\omega_{0} \sqrt{x_{e}(t)^{2}-x^{2}}} \tag{122}
\end{equation*}
$$

which can be checked from (105).

## VI. MULTI-POINT CORRELATIONS

## A. Determinantal structure of correlations and Eynard-Mehta theorem

Here we address the multi-point, multi-time correlations. We show their extended determinantal structure and obtain Eq. (36) in the text for the two time kernel. We follow closely the presentation in [33] and extend it to the non equilibrium case. We want to calculate, with the notation $X^{(a)}=\left(x_{1}^{a}, \ldots, x_{N}^{a}\right)$ the quantum correlations

$$
\begin{align*}
& C_{t_{1}, \ldots, t_{m}}\left(X^{(1)}, \ldots, X^{(m)}\right)=  \tag{123}\\
& \left\langle E_{0}\right| e^{\frac{i}{\hbar} t_{m} \mathcal{H}}\left|X^{(m)}\right\rangle\left\langle X^{(m)}\right| e^{-\frac{i}{\hbar}\left(t_{m}-t_{m-1}\right) \mathcal{H}}\left|X^{(m-1)}\right\rangle\left\langle X^{(m-1)}\right| \ldots\left|X^{(2)}\right\rangle\left\langle X^{(2)}\right| e^{-\frac{i}{\hbar}\left(t_{2}-t_{1}\right) \mathcal{H}}\left|X^{(1)}\right\rangle\left\langle X^{(1)}\right| e^{-\frac{i}{\hbar} t_{1} \mathcal{H}}\left|E_{0}\right\rangle
\end{align*}
$$

where here $\left|E_{0}\right\rangle$ is the ground state of $\mathcal{H}_{0}$. It is easy to check that each $C_{t_{1}, \ldots, t_{m}}\left(X^{(1)}, \ldots X^{(m)}\right)$ is normalized to unity. Nevertheless, for $m \geq 2$, they do not have the interpretation of a probability. Indeed they are not necessarily real, since complex conjugation corresponds to time reversal $C_{t_{1}, \ldots, t_{m}}^{*}\left(X^{(1)}, \ldots, X^{(m)}\right)=C_{t_{m}, \ldots, t_{1}}\left(X^{(m)}, \ldots, X^{(1)}\right)$. For $m=1$ it is the equal time quantum joint probability $C_{t}(X)=|\Psi(X, t)|^{2}$, with $\Psi(X, t)=\langle X| e^{-\frac{i}{\hbar} t \mathcal{H}}\left|E_{0}\right\rangle$.

For non-interacting fermions, using the determinantal form of the real time many body propagator in terms of the single particle one defined in (8) and the Slater determinant form of $\left\langle X \mid E_{0}\right\rangle$

$$
\begin{equation*}
\langle X| e^{-\frac{i}{\hbar} t \mathcal{H}}|Y\rangle=\frac{1}{N!} \operatorname{det}_{1 \leq j, k \leq N} G\left(x_{j}, y_{k} ; i t\right) \quad, \quad\left\langle X \mid E_{0}\right\rangle=\frac{1}{\sqrt{N!}} \operatorname{det}_{1 \leq j, k \leq N} \phi_{j}^{0}\left(x_{k}\right) \tag{124}
\end{equation*}
$$

we can rewrite

$$
\begin{equation*}
C_{t_{1}, \ldots, t_{m}}\left(X^{(1)}, \ldots, X^{(m)}\right)=\left.\int d X^{(0)} d X^{(m+1)} C_{t_{0}, t_{1}, \ldots, t_{m}, t_{m+1}}\left(X^{(0)}, X^{(1)}, \ldots, X^{(m)}, X^{(m+1)}\right)\right|_{t_{0} \rightarrow 0, t_{m+1} \rightarrow 0} \tag{125}
\end{equation*}
$$

where we have inserted two complete sets of states $\left|X^{(0)}\right\rangle$ and $\left|X^{(m+1)}\right\rangle$ at (fictitious) times $t_{0}$ and $t_{m+1}$ (later set to zero) so that (in simplified notation)

$$
\begin{align*}
& C_{t_{0}, t_{1}, \ldots, t_{m}, t_{m+1}}\left(X^{(0)}, X^{(1)}, \ldots, X^{(m)}, X^{(m+1)}\right)=\frac{1}{N!^{m+2}} \operatorname{det} \phi_{j}^{0}\left(x_{k}^{0}\right) \operatorname{det} G\left(x_{j}^{0}, x_{k}^{1} ; i\left(t_{1}-t_{0}\right)\right) \operatorname{det} G\left(x_{j}^{1}, x_{k}^{2} ; i\left(t_{2}-t_{1}\right)\right) \\
& \times \cdots \times \operatorname{det} G\left(x_{j}^{m-1}, x_{k}^{m} ; i\left(t_{m}-t_{m-1}\right)\right) \operatorname{det} G\left(x_{j}^{m}, x_{k}^{m+1} ; i\left(t_{m+1}-t_{m}\right)\right) \operatorname{det} \phi_{j}^{0}\left(x_{k}^{m+1}\right) \tag{126}
\end{align*}
$$

where the notation det stands for $\operatorname{det}_{1 \leq j, k \leq N}$ and where we have used that the eigenfunctions $\phi_{j}^{0}$ are real for a $1 d$ confining potential (which is not a restriction for the present considerations). Note that consequently $G\left(x, x^{\prime}, \tau\right)$ is symmetric w.r.t. $x, x^{\prime}$. We have reversed the order of the terms for convenience. It is now exactly the form required to apply the Eynard-Mehta theorem, see the formula (4.1) in Ref. [2] (see also Proposition 19 in Ref. [35]). We can thus apply the Theorem (4.2) in [2]. The Gram matrix $\mathcal{G}_{j k}$ defined there becomes trivial in the limit of interest here, $t_{0}, t_{m+1} \rightarrow 0$, i.e. $\mathcal{G}_{j k}=\delta_{j k}$. Indeed, using the convolution property of the propagator $\int d y G(x, y, \tau) G\left(y, x^{\prime}, \tau^{\prime}\right)=G\left(x, x^{\prime}, \tau+\tau^{\prime}\right)$, as well as $G\left(x, x^{\prime}, 0\right)=\delta\left(x-x^{\prime}\right)$, one has

$$
\begin{equation*}
\mathcal{G}_{j k}=\left.\int \prod_{a=0}^{m+1} d x^{a} \phi_{j}^{0}\left(x^{0}\right) \prod_{a=0}^{m} G\left(x^{a}, x^{a+1} ; i\left(t_{a+1}-t_{a}\right)\right) \phi_{k}^{0}\left(x^{m+1}\right)\right|_{t_{0} \rightarrow 0, t_{m+1} \rightarrow 0}=\int d x^{0} \phi_{j}^{0}\left(x^{0}\right) \phi_{k}^{0}\left(x^{0}\right)=\delta_{j k} \tag{127}
\end{equation*}
$$

We thus obtain that $C_{t_{0}, t_{1}, . . t_{m}, t_{m+1}}\left(X^{(0)}, X^{(1)}, \ldots, X^{(m)}, X^{(m+1)}\right)$ is a determinantal complex valued measure with the kernel in Eq. (4.2) in [2], which becomes, using again the properties of the propagator, for $0 \leq r \leq m+1$, $0 \leq s \leq m+1$ and setting $t_{0}=t_{m+1}=0$

$$
\begin{equation*}
K_{\mu}\left(x, t_{r} ; y, t_{s}\right)=-G\left(x, y ; i\left(t_{s}-t_{r}\right)\right) \theta_{0 \leq r<s \leq m+1}+\sum_{j=1}^{N} \int d z_{1} d z_{2} G\left(x, z_{1},-i t_{r}\right) \phi_{j}^{0}\left(z_{1}\right) \phi_{j}^{0}\left(z_{2}\right) G\left(z_{2}, y ; i t_{s}\right) \tag{128}
\end{equation*}
$$

Upon integration over the extra coordinates $X^{0}$ and $X^{m+1}$ (which is immediate, since using the determinantal property it simply amounts to removing them and multiply by $N!^{2}$ ), we finally obtain the following result. One defines (as in [33]) general multi space-time correlation functions involving an arbitrary number $\ell_{j}$ of fermions in each time slice $t_{j}$, with $j=1, \ldots, m$, and $t_{1}<t_{2}<\cdots<t_{m}$ as (see Fig. 3 of [33]) [34]

$$
\begin{equation*}
R_{\ell_{1}, \ldots, \ell_{m}}\left(\left\{x_{1}^{1}, t_{1} ; \ldots ; x_{\ell_{1}}^{1}, t_{1}\right\}, \ldots,\left\{x_{1}^{m}, t_{1} ; \ldots ; x_{\ell_{m}}^{m}, t_{m}\right\}\right)=\prod_{j=1}^{q} \frac{N!}{\left(N-\ell_{j}\right)!} \int \prod_{j=1}^{q} \prod_{i=\ell_{j}+1}^{N} d x_{i}^{(j)} C_{t_{1}, \ldots, t_{m}}\left(X^{(1)}, \ldots, X^{(m)}\right) \tag{129}
\end{equation*}
$$

The EM theorem states that any such correlation equals the determinant

$$
\begin{equation*}
R_{\ell_{1}, \ldots, \ell_{m}}\left(\left\{x_{1}^{1}, t_{1} ; \ldots ; x_{\ell_{1}}^{1}, t_{1}\right\}, \ldots,\left\{x_{1}^{m}, t_{1} ; \ldots ; x_{\ell_{m}}^{m}, t_{m}\right\}\right)=\operatorname{det}_{1 \leq r, s \leq m, 1 \leq i \leq \ell_{r}, 1 \leq j \leq \ell_{s}} K_{\mu}\left(x_{i}^{r}, t_{r} ; x_{j}^{s}, t_{s}\right) \tag{130}
\end{equation*}
$$

with the following extended real time kernel, for $1 \leq r, s \leq m$

$$
\begin{align*}
K_{\mu}\left(x, t_{r} ; y, t_{s}\right) & =\int d z_{1} d z_{2} G\left(x, z_{1},-i t_{r}\right)\left(\sum_{k}\left(n_{k}^{0}-\theta_{+}\left(t_{s}-t_{r}\right) \phi_{k}^{0}\left(z_{1}\right) \phi_{k}^{0}\left(z_{2}\right)\right) G\left(z_{2}, y ; i t_{s}\right)\right.  \tag{131}\\
& =\sum_{k}\left(n_{k}^{0}-\theta_{+}\left(t_{s}-t_{r}\right)\right) \psi_{k}^{*}\left(x, t_{r}\right) \psi\left(y, t_{s}\right) \tag{132}
\end{align*}
$$

where $\theta_{+}(x)=1$ if $x>0$ and $\theta_{+}(x)=0$ if $x \leq 0$. Here we have introduced the occupation numbers of the initial state. It is clear that this derivation can be performed for any eigenstate of $\mathcal{H}_{0}$ with arbitrary set of occupation numbers $n_{k} \in\{0,1\}$. Performing the GC average at the end, amounts to replacing the $n_{k}^{0}$ by their GC averages $\bar{n}_{k}^{0}$. It leads to the corresponding determinantal property (130) in the GC ensemble at any temperature with the GC extended kernel given in Eq. (36) in the text.

In the case $H=H_{0}$, we have $\psi_{k}(x, t)=e^{-i \omega\left(k+\frac{1}{2}\right) t} \phi_{k}^{0}(x)$ and Eq. (131) identifies with the formula (153) of Ref. [33] (arXiv version) for the kernel at equilibrium.

The simplest application of the above formula is to calculate the correlation functions of the density operator at different times and $T=0$. We define the density operator

$$
\begin{equation*}
\langle X| \hat{\rho}(z)\left|X^{\prime}\right\rangle=\sum_{i=1}^{N} \delta\left(x_{i}-z\right) \delta\left(X-X^{\prime}\right) \quad, \quad \hat{\rho}(z, t)=e^{-\frac{i}{\hbar} \mathcal{H} t} \hat{\rho}(z) e^{\frac{i}{\hbar} \mathcal{H} t} \tag{133}
\end{equation*}
$$

Applying the formula (130) with one fermion per time slice $\left(\ell_{1}=\ell_{m}=1\right)$ we obtain

$$
\begin{equation*}
\left\langle\Psi_{0}\right| \hat{\rho}\left(x_{1}, t_{1}\right) \ldots \hat{\rho}\left(x_{m}, t_{m}\right)\left|\Psi_{0}\right\rangle=\operatorname{det} K_{\mu}\left(x_{i}, t_{i} ; x_{j}, t_{j}\right) \tag{134}
\end{equation*}
$$

with $t_{1}<t_{2}<\cdots<t_{m}$ where $\left|\Psi_{0}\right\rangle$ denotes the ground-state of $H_{0}$.

## B. Bulk and edge two time correlations and extended kernels

Consider the case where $H(t)$ is the harmonic oscillator with time dependent frequency $\omega(t)$ and $H_{0}$ is the harmonic oscillator with fixed frequency $\omega_{0}$. Using the rescaling method, i.e. formula (15) in the text, and the representation of the kernel, $\mathrm{Eq}(36)$ in the text, we can relate the nonequilibrium two time kernel to the equilibrium one

$$
\begin{equation*}
K_{\mu}\left(x, t ; x^{\prime} t^{\prime}\right)=\frac{e^{-\frac{i}{\hbar}\left(\frac{L^{\prime}(t)}{2 L(t)} x^{2}-\frac{L^{\prime}\left(t^{\prime}\right)}{2 L\left(t^{\prime}\right)} x^{\prime 2}\right)}}{\sqrt{L(t) L\left(t^{\prime}\right)}} K_{\mu}^{\mathrm{eq}}\left(\frac{x}{L(t)}, \tau(t) ; \frac{x^{\prime}}{L\left(t^{\prime}\right)}, \tau\left(t^{\prime}\right)\right) \tag{135}
\end{equation*}
$$

where $L(t)$ is the solution of the Ermakov equation (28) (setting $\omega_{1}=\omega_{0}$ ) with $L(0)=1, L^{\prime}(0)=0$ and $\tau^{\prime}(t)=1 / L(t)^{2}$. Note that the right hand side only depends on $\tau(t)-\tau\left(t^{\prime}\right)$.

Let us now recall the results for the equilibrium two time kernel, $K_{\tilde{\mu}}^{\mathrm{eq}}$, for the $\omega_{0}$ harmonic oscillator obtained in [33] in the large $N$ limit.

Bulk regime. In the bulk it takes the scaling form

$$
\begin{equation*}
K_{\mu}^{\mathrm{eq}}\left(x, t ; x^{\prime}, t^{\prime}\right)=e^{\frac{i}{2} \omega_{0}\left(t-t^{\prime}\right)} \frac{1}{\xi_{x}} \mathcal{K}^{\mathrm{bulk}, \mathrm{r}}\left(\frac{\left|x-x^{\prime}\right|}{\xi_{x}}, \hbar \frac{t-t^{\prime}}{\xi_{x}^{2}}\right) \tag{136}
\end{equation*}
$$

where the scaling function has the simple form at $T=0$

$$
\begin{align*}
& \mathcal{K}^{\text {bulk,r}}(z, t)=\frac{1}{\pi} \int_{0}^{2} e^{i v^{2} t / 2} \cos (v z) d v \quad, \quad t \geq 0  \tag{137}\\
& \mathcal{K}^{\text {bulk,r}}(z, t)=-\frac{1}{\pi} \int_{2}^{+\infty} e^{i v^{2} t / 2} \cos (v z) d v \quad, \quad t<0 \tag{138}
\end{align*}
$$

where $\xi_{x}=2 /\left(\pi N \rho_{N}(x)\right)=\frac{2 \hbar}{\omega_{0} \sqrt{x_{e}^{2}-x^{2}}}$ where $x_{e}=\sqrt{2 \mu} / \omega_{0}=\sqrt{2 N \hbar / \omega_{0}}$. At finite $T$ it can be read off from formula (90-92) in [33].

We note that $\xi_{x} \sim 1 / \sqrt{N}$ at large $N$, hence the equilibrium kernel decays very fast in $t-t^{\prime}$. One can thus expand for $t-t^{\prime}$ small, $t-t^{\prime} \sim N^{-1}$, and $x-x^{\prime} \sim N^{-1 / 2}$. Inserting the scaling form (136) into Eq. (135) and using the expansion

$$
\begin{equation*}
\tau(t)-\tau\left(t^{\prime}\right) \simeq\left(t-t^{\prime}\right) \tau^{\prime}(t)=\frac{t-t^{\prime}}{L(t)^{2}} \quad, \quad \frac{x}{L(t)}-\frac{x^{\prime}}{L\left(t^{\prime}\right)} \simeq \frac{x-x^{\prime}}{L(t)}-x\left(t-t^{\prime}\right) \frac{L^{\prime}(t)}{L(t)^{2}} \tag{139}
\end{equation*}
$$

we obtain the formula (38) of the text (where we have discarded the global phase factor) with

$$
\begin{equation*}
\xi_{x, t}=L(t) \xi_{x / L(t)}=\frac{2 \hbar L(t)^{2}}{\omega_{0} \sqrt{x_{e}(t)^{2}-x^{2}}} \tag{140}
\end{equation*}
$$

where $x_{e}(t)$ is the time dependent edge, $x_{e}(t)=L(t) x_{e}$. One can thus define a velocity of propagation of correlations $v_{x, t}=x L^{\prime}(t) / L(t)$, at the edge $x=x_{e}(t)$ is equal to the velocity of the edge $\frac{d}{d t} x_{e}(t)=x_{e} L^{\prime}(t)$ (since $x_{e}(t)=x_{e} L(t)$ ). Note that this velocity is of order $N^{1 / 2}$ hence the two terms in the argument of the scaling function in the Eq. (38) of the text, i.e. $x-x^{\prime}$ and $v_{x t}\left(t-t^{\prime}\right)$, are of the same order, i.e. $N^{-1 / 2}$.


FIG. 3. Illustration of the two different scales in the nonequilibrium dynamics at the edge [see Eq. (39) for the two time correlation in the text]: the two regions (in red) $x-x_{e}(t) \sim w_{N}(t) \sim N^{-1 / 6}$ and $x^{\prime}-x_{e}\left(t^{\prime}\right) \sim w_{N}(t) \sim N^{-1 / 6}$ (i.e. the scale over which the density vanishes) are separated by a much larger length scale (in blue) which is due to the motion of the edge $x_{e}\left(t^{\prime}\right)-x_{e}(t) \sim N^{1 / 6}$.

Edge regime. We recall that near the edge, i.e. for $x, x^{\prime} \approx x_{e}$, the equilibrium kernel (at finite temperature) takes the scaling form

$$
\begin{equation*}
K_{\tilde{\mu}}^{\mathrm{eq}}\left(x, t ; x^{\prime}, t^{\prime}\right)=\frac{1}{w_{N}} \mathcal{K}_{b}^{\mathrm{edge}, \mathrm{r}}\left(\frac{x-x_{e}}{w_{N}}, \frac{x^{\prime}-x_{e}}{w_{N}},\left(t-t^{\prime}\right) \omega_{0} N^{1 / 3}\right) \tag{141}
\end{equation*}
$$

where $w_{N}=\sqrt{\frac{\hbar}{2 \omega_{0}}} N^{-1 / 6} \sim \mu^{-1 / 6}$ and $b=\frac{\hbar \omega_{0}}{T} N^{1 / 3}$. The scaling functions are [33]

$$
\begin{array}{ll}
\mathcal{K}_{b}^{\text {edge, } \mathrm{r}}\left(s, s^{\prime}, u\right)=\int_{-\infty}^{+\infty} d v \frac{e^{-i v u}}{e^{-b v}+1} \operatorname{Ai}(s+v) \operatorname{Ai}\left(s^{\prime}+v\right) \quad, \quad u \geq 0 \\
\mathcal{K}_{b}^{\text {edge, } \mathrm{r}}\left(s, s^{\prime}, u\right)=-\int_{-\infty}^{+\infty} d v \frac{e^{-i v u}}{e^{-b v}+1} \operatorname{Ai}(s+v) \operatorname{Ai}\left(s^{\prime}+v\right) \quad, \quad u<0 \tag{143}
\end{array}
$$

We now insert the scaling form (141) into Eq. (135) and use the expansion, for small time differences $t^{\prime}-t \sim N^{-1 / 3}$

$$
\begin{align*}
& \left(\tau(t)-\tau\left(t^{\prime}\right)\right) \omega_{0} N^{1 / 3} \simeq \frac{t-t^{\prime}}{L(t)^{2}} \omega_{0} N^{1 / 3}  \tag{144}\\
& \frac{x^{\prime} / L\left(t^{\prime}\right)-x_{e}}{w_{N}}=\frac{1}{w_{N} L(t)}\left(x^{\prime}-x_{e}(t)-x^{\prime}\left(t^{\prime}-t\right) \frac{L^{\prime}(t)}{L(t)}\right) \simeq \frac{1}{w_{N} L(t)}\left(x^{\prime}-x_{e}(t)-x_{e}(t)\left(t^{\prime}-t\right) \frac{L^{\prime}(t)}{L(t)}\right) \tag{145}
\end{align*}
$$

This leads to Eq. (39) in the text (up to a global phase factor which was discarded) where $w_{N}(t)=w_{N} L(t)$ and $v_{e}(t)=x_{e} L^{\prime}(t)$ is the velocity of the edge. Note that this velocity is of order $N^{1 / 2}$ hence now the term $v_{e}\left(t-t^{\prime}\right)$ is of order $N^{1 / 6}$, while $x-x_{e}(t) \sim N^{-1 / 6}$. Hence the two regions $x-x_{e}(t) \sim N^{-1 / 6}$ and $x^{\prime}-x_{e}\left(t^{\prime}\right) \sim N^{-1 / 6}$ are separated in space by a much larger distance $N^{1 / 6}$ (see Figure 4).

## VII. LARGE TIME LIMIT

As discussed in the text, it was found in [20] that in the classical limit $\hbar=1 / N$ and large $N$, the Wigner function converges at large time to a limit which was calculated. This was claimed to hold for "generic" potentials $V(x)$, but not for the harmonic oscillator.

In the text we have studied the quantum case, and obtained the formula for the diagonal approximation (DA)

$$
\begin{equation*}
K_{\tilde{\mu}}^{\mathrm{di}}\left(x, x^{\prime}\right)=\sum_{\ell=1}^{\infty} \nu_{\ell} \phi_{\ell}^{*}(x) \phi_{\ell}\left(x^{\prime}\right) \tag{146}
\end{equation*}
$$

where we recall that the $\phi_{\ell}(x)$ are the eigenstates of $H$ and

$$
\begin{equation*}
\nu_{\ell}=\sum_{k} \bar{n}_{k}^{0}\left|\left\langle\phi_{\ell} \mid \phi_{k}^{0}\right\rangle\right|^{2}=\left\langle\phi_{\ell}\right| \frac{1}{1+e^{\beta\left(H_{0}-\tilde{\mu}\right)}}\left|\phi_{\ell}\right\rangle \tag{147}
\end{equation*}
$$

using that $\bar{n}_{k}^{0}=\left(1+e^{\beta\left(\tilde{\mu}-\epsilon_{k}^{0}\right)}\right)^{-1}$, implying $\sum_{k} \bar{n}_{k}^{0}\left|\phi_{0}^{k}\right\rangle\left\langle\phi_{k}^{0}\right|=\left[1+e^{\beta\left(H_{0}-\tilde{\mu}\right)}\right]^{-1}$. As discussed in the text, the DA gives the exact time average of the kernel at large time, $K_{\tilde{\mu}}^{\mathrm{di}}\left(x, x^{\prime}\right)=\lim _{\tau \rightarrow+\infty} \frac{1}{\tau} \int_{0}^{\tau} d t K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)$. This is an exact statement, a priori valid for any $N$ and $\hbar$, since the eigenstates of $H$ are non degenerate. If the large time limit of the kernel exists, i.e. $K_{\tilde{\mu}}^{\infty}\left(x, x^{\prime}\right)=\lim _{t \rightarrow+\infty} K_{\tilde{\mu}}\left(x, x^{\prime}, t\right)$, then it is given by the DA, i.e. $K_{\tilde{\mu}}^{\infty}\left(x, x^{\prime}\right)=K_{\tilde{\mu}}^{\text {di }}$. However, showing that this limit exists, e.g. for large $N$ and "generic" potentials, and quantify the decay towards it, is much more delicate and a priori requires further knowledge of the spectrum of $H$. There are potentials, such as the harmonic oscillator, and, as we have shown here, the harmonic oscillator plus a $1 / x^{2}$ potential (which is a fully quantum case which does not obey the Liouville equation), where for any $N$ the system is time-periodic and the limit thus does not exist. This program was achieved in the classical limit $\hbar=1 / N$ and large $N$ in [20], where a power law decay of the Wigner function to the limit was obtained. This implies the same for the kernel since they are related by simply Fourier transforming. For the quantum case, to our knowledge, the question of large time convergence is open.

Here we derive Eq. (41) in the text for the Wigner function in the DA. Then we take the classical limit and verify that it reproduces the result of [20]. As shown in the text, the DA is also equivalent to the result from the simplest Generalized Gibbs Ensemble (GGE) prediction. This settles the question for correlation embodied in the kernel, e.g. the one point density. Next we derive the formula (45) in the text for multipoint correlations in the DA, which deviates from the predictions of the simplest GGE.

## A. Derivation of Eq. (41) of the text

To calculate the Wigner function associated with the DA kernel (146) we define the kernel of the ground state of $\mathcal{H}$

$$
\begin{equation*}
K_{\mu}^{H}\left(x, x^{\prime}\right)=\sum_{\ell} \theta\left(\mu-\epsilon_{\ell}\right)\left|\phi_{\ell}\right\rangle\left\langle\phi_{\ell}\right| \tag{148}
\end{equation*}
$$

Now, let us define a function $\nu_{\tilde{\mu}}(\epsilon)$ such that

$$
\begin{equation*}
\nu_{\tilde{\mu}}\left(\epsilon_{\ell}\right)=\nu_{\ell} \tag{149}
\end{equation*}
$$

This function will be evaluated only at these points hence its value elsewhere is unimportant. Using $\partial_{\mu} K_{\mu}^{H}\left(x, x^{\prime}\right)=$ $\sum_{\ell} \delta\left(\mu-\epsilon_{\ell}\right)\left|\phi_{\ell}\right\rangle\left\langle\phi_{\ell}\right|$ we see that we can rewrite

$$
\begin{equation*}
K_{\tilde{\mu}}^{\mathrm{di}}\left(x, x^{\prime}\right)=\sum_{\ell=1}^{\infty} \nu_{\tilde{\mu}}\left(\epsilon_{\ell}\right) \phi_{\ell}^{*}(x) \phi_{\ell}\left(x^{\prime}\right)=\int d \mu^{\prime} \nu_{\tilde{\mu}}\left(\mu^{\prime}\right) K_{\mu^{\prime}}^{H}\left(x, x^{\prime}\right) \tag{150}
\end{equation*}
$$

If we define the Wigner function $W_{\mu}^{H}\left(x, x^{\prime}\right)$ associated to the ground state of $\mathcal{H}$ from $K_{\mu^{\prime}}^{H}\left(x, x^{\prime}\right)$ using the Eq. (9) of the text, by linearity of the Fourier transform we obtain Eq. (41) of the text.

## B. Classical limit

To deal with the classical limit it is convenient to introduce the density of occupation numbers and the density of states of $H$, together with their relation

$$
\begin{equation*}
\hat{\nu}_{\tilde{\mu}}(\epsilon)=\sum_{\ell} \nu_{\ell} \delta\left(\epsilon-\epsilon_{\ell}\right) \quad, \quad \rho(\epsilon)=\sum_{\ell} \delta\left(\epsilon-\epsilon_{\ell}\right) \quad, \quad \hat{\nu}_{\tilde{\mu}}(\epsilon)=\nu_{\tilde{\mu}}(\epsilon) \rho(\epsilon) \tag{151}
\end{equation*}
$$

In the classical limit $\hbar \sim 1 / N$, and large $N$, we can use the result that the Wigner function $W_{\mu}^{H}(x, p)$ becomes $W_{\mu}^{H}(x, p) \simeq \frac{1}{2 \pi \hbar} \theta(\mu-H(x, p))$. Inserting this form in Eq. (41) of the text we obtain Eq. (43) of the text, i.e.

$$
\begin{equation*}
W_{\tilde{\mu}}^{\mathrm{di}}(x, p) \simeq \frac{1}{2 \pi \hbar} \nu_{\tilde{\mu}}(H(x, p)) \quad, \quad H(x, p)=\frac{p^{2}}{2}+V(x) \tag{152}
\end{equation*}
$$

We now restrict ourselves to the case $T=0$, and consider the probability that a measure of the energy operator $H$ of one fermion in the initial state gives a value $\epsilon, P(\epsilon)$. In the classical limit we know that this can be evaluated as an average over the Wigner function of the initial state of $H(x, p)$

$$
\begin{equation*}
P^{\mathrm{sc}}(\epsilon)=\frac{1}{N} \int d x_{0} d p_{0} W\left(x_{0}, p_{0}, 0\right) \delta\left(\epsilon-H\left(x_{0}, p_{0}\right)\right) \tag{153}
\end{equation*}
$$

which is normalized to unity. On the other hand the same observable in the quantum case can be calculated as follows

$$
\begin{equation*}
P(\epsilon)=\frac{1}{N} \sum_{i}\langle\Psi(t=0)| \delta\left(\epsilon-H_{i}\right)|\Psi(t=0)\rangle \quad, \quad\left\langle x_{1}, \ldots, x_{n} \mid \Psi(t=0)\right\rangle=\frac{1}{\sqrt{N!}} \operatorname{det}_{1 \leq i, k \leq N} \phi_{k}^{0}\left(x_{i}\right) \tag{154}
\end{equation*}
$$

where $H_{i}$ is the single particle Hamiltonian of the $i$-th particle, leading to

$$
\begin{equation*}
P(\epsilon)=\frac{1}{N} \sum_{k=1}^{N}\left\langle\phi_{k}^{0}\right| \delta(\epsilon-H)\left|\phi_{k}^{0}\right\rangle=\frac{1}{N} \sum_{k} \theta\left(\mu-\epsilon_{k}^{0}\right)\left\langle\phi_{k}^{0}\right| \delta(\epsilon-H)\left|\phi_{k}^{0}\right\rangle \tag{155}
\end{equation*}
$$

as can be seen e.g. expanding the Slater determinants in sums over permutations and integrating over all coordinates except one. One can check that it is also normalized to unity. This formula can be rewritten as

$$
\begin{equation*}
P(\epsilon)=\frac{1}{N} \operatorname{Tr}\left[\theta\left(\mu-H_{0}\right) \delta(\epsilon-H)\right]=\frac{1}{N} \sum_{\ell}\left\langle\phi_{\ell}\right| \theta\left(\mu-\epsilon_{\ell}\right)\left|\phi_{\ell}\right\rangle \delta\left(\epsilon-\epsilon_{\ell}\right)=\frac{1}{N} \hat{\nu}_{\mu}(\epsilon) \tag{156}
\end{equation*}
$$

where in the second equality we expressed the trace in the eigenbasis of $H$ and used that $\nu_{\ell}=\left\langle\phi_{\ell}\right| \theta\left(\mu-\epsilon_{\ell}\right)\left|\phi_{\ell}\right\rangle$.
It is thus clear that in the classical limit at $T=0$ we have

$$
\begin{equation*}
P(\epsilon)=\frac{1}{N} \hat{\nu}_{\mu}(\epsilon) \rightarrow P^{\mathrm{sc}}(\epsilon)=\frac{1}{2 \pi \hbar N} \int d x_{0} d p_{0} \delta\left(\epsilon-\frac{p_{0}^{2}}{2}-V\left(x_{0}\right)\right) \theta\left(\mu-\frac{p_{0}^{2}}{2}-V_{0}\left(x_{0}\right)\right) \tag{157}
\end{equation*}
$$

We now use our result (152) for the Wigner function in the classical limit

$$
\begin{align*}
W_{\tilde{\mu}}^{\mathrm{di}}(x, p) & \left.\simeq \frac{1}{2 \pi \hbar} \nu_{\tilde{\mu}}(H(x, p)) \rightarrow \frac{1}{2 \pi \hbar} \frac{\hat{\nu}_{\mu}^{\mathrm{sc}}(\epsilon)}{\rho^{\mathrm{sc}}(\epsilon)}\right|_{\epsilon=H(x, p)}=\left.\frac{N}{2 \pi \hbar} \frac{P^{\mathrm{sc}}(\epsilon)}{\rho^{\mathrm{sc}}(\epsilon)}\right|_{\epsilon=H(x, p)}  \tag{158}\\
& =\frac{1}{\rho^{\mathrm{sc}}(H(x, p))} \int \frac{d x_{0} d p_{0}}{2 \pi \hbar} \delta\left(H(x, p)-H\left(x_{0}, p_{0}\right)\right) W\left(x_{0}, p_{0}, 0\right) \tag{159}
\end{align*}
$$

where $\rho^{\text {sc }}(\epsilon)$ is the semi-classical density of states of $H$. This is our main result for the classical limit of the DA Wigner function, which we recall is exact for the time averaged Wigner function in all cases (i.e. solution of the Liouville solution) and equal to the large time limit when this limit exists. Although derived here from the quantum formula at $T=0$ it is actually easy to see that it extends to a finite temperature quench, and in fact to any initial condition $W\left(x_{0}, p_{0}, 0\right)$ (see below).

We can now obtain a more explicit form for the numerator and the denominator of the first line of (158), which will allow us to compare with the result of [20], obtained by a completely different method. Let us consider, again, only the case $T=0$. If $V(x)$ is a confining potential, there are only periodic classical trajectories. The semi-classical density of states $\rho^{\text {sc }}(\epsilon)$ is related to the period $T(\epsilon)$ of the classical orbits at energy $\epsilon$. Let us assume for simplicity that there is only one periodic orbit at energy $\epsilon$, with turning points $x_{ \pm}(\epsilon)$. In the limit of small $\hbar$, the semi-classical quantization condition for level $k$ at energy $\epsilon=\left.\epsilon_{k} \operatorname{reads} 2 \int_{x_{-}(\epsilon)}^{x_{+}(\epsilon)} d x \sqrt{2(\epsilon-V(x))}\right|_{\epsilon=\epsilon_{k}}=2 \pi \hbar k$. From this one obtains

$$
\begin{equation*}
\left.\rho^{s c}(\epsilon) \simeq \frac{d k}{d \epsilon_{k}}\right|_{\epsilon_{k}=\epsilon}=\frac{1}{\hbar \pi} \int_{x_{-}(\epsilon)}^{x_{+}(\epsilon)} \frac{d x}{\sqrt{2(\epsilon-V(x))}}=\frac{T(\epsilon)}{2 \pi \hbar} \tag{160}
\end{equation*}
$$

In case of multiple classical orbits at the same energy, with periods $T_{i}(\epsilon)$, as is the case e.g. for a double well potential, a more general formula is $\rho^{s c}(\epsilon) \simeq \frac{1}{\hbar \pi} \int_{-\infty}^{+\infty} \frac{d x}{\sqrt{2(\epsilon-V(x))_{+}}}=\sum_{i} T_{i}(\epsilon) /(2 \pi \hbar)$ where $\frac{1}{\sqrt{(x)_{+}}}=\frac{1}{\sqrt{x}} \theta(x)$.

Next one can integrate over $p_{0}$ in (157) and obtain

$$
\begin{equation*}
P^{\mathrm{sc}}(\epsilon)=\frac{1}{\pi \hbar N} \int d x_{0} \frac{1}{\sqrt{2\left(\epsilon-V\left(x_{0}\right)\right)_{+}}} \theta\left(\mu-\epsilon+V\left(x_{0}\right)-V_{0}\left(x_{0}\right)\right) \tag{161}
\end{equation*}
$$

Note that there are two roots for $p_{0}$ leading to an overall factor of 2. Putting all together, we find our final formula for the Wigner function in the DA and the classical limit, valid in all cases

$$
\begin{equation*}
\left.W_{\tilde{\mu}}^{\mathrm{di}}(x, p) \simeq \frac{1}{2 \pi \hbar} \frac{\int_{-\infty}^{+\infty} d x_{0} \frac{1}{\sqrt{2\left(\epsilon-V\left(x_{0}\right)\right)_{+}}} \theta\left(\mu-\epsilon+V\left(x_{0}\right)-V_{0}\left(x_{0}\right)\right)}{\int_{-\infty}^{+\infty} \frac{d x_{0}}{\sqrt{2\left(\epsilon-V\left(x_{0}\right)\right)_{+}}}}\right|_{\epsilon=H(x, p)} \tag{162}
\end{equation*}
$$

In Ref. [20] the simplest case was studied, i.e. when there are at most two roots to the equation

$$
\begin{equation*}
\mu-H_{0}\left(x_{0}, p_{0}\right)=\epsilon-H\left(x_{0}, p_{0}\right) \quad \Leftrightarrow \quad \mu-\epsilon+V\left(x_{0}\right)-V_{0}\left(x_{0}\right)=0 \tag{163}
\end{equation*}
$$

denoted there $x_{0}^{ \pm}(\epsilon)$, and a single periodic orbit per energy. In that case our formula (162) can be rewritten as

$$
\begin{equation*}
\left.W_{\widetilde{\mu}}^{\mathrm{di}}(x, p) \simeq \frac{1}{\pi \hbar T(\epsilon)} \int_{x_{0}^{-}(\epsilon)}^{x_{0}^{+}(\epsilon)} d x_{0} \frac{1}{\sqrt{2\left(\epsilon-V\left(x_{0}\right)\right)}}\right|_{\epsilon=H(x, p)} \tag{164}
\end{equation*}
$$

which can be compared with Eq. (56) in [20] for the different case of open trajectories in a spatially periodic system which takes a similar form.

In general however there can be more than two roots to the equation (163). Indeed for a given $\epsilon$ this equation describes the intersection of the contour line of $H$ defined by the curve $H\left(x_{0}, p_{0}\right)=\epsilon$, with the initial Fermi surf $H_{0}(x, p)<\mu$, which may have an arbitrary even number of roots $x_{0}^{ \pm, j}(\epsilon)$. The difference between these situations is illustrated in Figs. 4 and 5. In that case the formula (162) obtained here is likely to be more convenient.


FIG. 4. Case where there are at most two roots to the equation (163). In yellow the initial Fermi surf $H_{0}(x, p)=\mu$ in the $(x, p)$ phase space. The intersection with the surfaces of fixed energy $H(x, p)=\epsilon$ determine the two roots $x_{0}^{ \pm}(\epsilon)$. Note that there are in fact 4 intersections of these two surfaces because of the symmetry $p \rightarrow-p$.


FIG. 5. Same as Fig. 4 except now there can be more than two roots to (163), hence there can be more than 4 intersections of the two surfaces.

Let us mention an alternative approach to the above derivation. One defines the Wigner function for a single particle in the eigenstate $\phi_{\ell}$ of $H$

$$
\begin{equation*}
W_{\ell}(x, p)=\frac{1}{2 \pi \hbar} \int d p e^{i p y / \hbar} \phi_{\ell}^{*}\left(x+\frac{y}{2}\right) \phi_{\ell}\left(x-\frac{y}{2}\right) \quad, \quad \sum_{\ell} \theta\left(\mu-\epsilon_{\ell}\right) W_{\ell}(x, p)=W^{H}\left(x, x^{\prime}\right) \tag{165}
\end{equation*}
$$

One can then show that $\nu_{\ell}=2 \pi \hbar \int d y d p W(y, p, 0) W_{\ell}(y, p)$, which implies that

$$
\begin{equation*}
W_{\tilde{\mu}}^{\mathrm{di}}(x, p)=\sum_{\ell} \nu_{\ell} W_{\ell}(x, p)=2 \pi \hbar \sum_{\ell}\left[\int d y d p^{\prime} W\left(y, p^{\prime}, 0\right) W_{\ell}\left(y, p^{\prime}\right)\right] W_{\ell}(x, p) \tag{166}
\end{equation*}
$$

This shows that the $N$ fermion Wigner function in the DA is a sum of single particle Wigner function, weighted by the overlap with the initial Wigner function. This overlap is, heuristically, proportional to the volume of phase space of each single particle state which lies inside the initial Fermi volume. In the semi-classical limit we thus have

$$
\begin{equation*}
W_{\ell}(x, p) \simeq \frac{1}{T\left(\epsilon_{\ell}\right)} \delta\left(\epsilon_{\ell}-\frac{p^{2}}{2}-V(x)\right) \tag{167}
\end{equation*}
$$

which is clearly normalized to unity $\int d p d x W_{\ell}(x, p)=1$. Inserting (167) into (166) we see that it exactly agrees with the final formula in (158) using that

$$
\begin{equation*}
\frac{1}{\rho^{s c}(\epsilon)}=(2 \pi \hbar)^{2} \sum_{\ell} \frac{1}{T\left(\epsilon_{\ell}\right)^{2}} \delta\left(\epsilon_{\ell}-\epsilon\right) \tag{168}
\end{equation*}
$$

which is equivalent to (160).
Finally let us note that in the classical limit $2 \pi \hbar W(x, p, t)$ is either 0 or 1 pointwise, as discussed above. However we note that the infinite time limit obtained here and in $[20], 2 \pi \hbar W(x, p, t=\infty)$ is a smooth function with values in $[0,1]$. These two facts can be reconciled as follows. As can be seen, e.g. in the leftmost plot in Fig. 2 in [20], it is expected that this limit is indeed distributional and not pointwise. This means that its value is proportional the local density of points where $2 \pi \hbar W$ takes the value 1 . It would be interesting to understand how this rather unusual feature is modified in presence of the quantum effects, in the light of what we have shown here i.e. that at finite time the quantum corrections (i.e. a finite $\hbar$ ) induce a quantum "width" to the Fermi surf.

## C. Diagonal ensemble and $m$-point correlations

We now derive the equation (45) in the text. We consider the evolution from an eigenstate $\left|\mathbf{n}^{0}\right\rangle$ of $\mathcal{H}_{0}$ with a given set of occupation numbers $\mathbf{n}_{0}=\left\{n_{k}^{0}\right\}_{k \geq 1}$ with $n_{k}^{0} \in\{0,1\}$, with $\sum_{k=1}^{\infty} n_{k}^{0}=N$. As discussed in Section IB the correlations in this state are determinantal and given by

$$
\begin{equation*}
R_{m, \mathbf{n}_{0}}\left(x_{1}, \ldots, x_{m}, t\right)=\operatorname{det}_{1 \leq i, j \leq m} K\left(x_{i}, x_{j}, t ; \mathbf{n}_{0}\right) \quad, \quad K\left(x, x^{\prime}, t ; \mathbf{n}_{0}\right)=\sum_{k=1}^{+\infty} n_{k}^{0} \psi_{k}^{*}(x, t) \psi_{k}\left(x^{\prime}, t\right)=\langle x| K\left[\mathbf{n}^{0}, t\right]\left|x^{\prime}\right\rangle \tag{169}
\end{equation*}
$$

where we define the operator form of the kernel as

$$
\begin{equation*}
K\left[\mathbf{n}^{0}, t\right]=\sum_{k} n_{k}^{0}\left|\psi_{k}(t)\right\rangle\left\langle\psi_{k}(t)\right| \quad, \quad\left|\psi_{k}(t)\right\rangle=e^{-i H t / \hbar}\left|\phi_{k}^{0}\right\rangle \tag{170}
\end{equation*}
$$

This can also be written as

$$
\begin{equation*}
R_{m, \mathbf{n}_{0}}\left(x_{1}, \ldots, x_{m}, t\right)=\left\langle A: x_{1}, \ldots, x_{m}\right| K\left[\mathbf{n}^{0}, t\right] \otimes \cdots \otimes K\left[\mathbf{n}^{0}, t\right]\left|A: x_{1}, \ldots, x_{m}\right\rangle \tag{171}
\end{equation*}
$$

where $\otimes$ is the tensorial product and $\left|A: x_{1}, \ldots, x_{m}\right\rangle=\frac{1}{\sqrt{m!}} \sum_{\sigma \in S_{m}}(-1)^{\sigma}\left|x_{\sigma(1)}, \ldots, x_{\sigma(m)}\right\rangle$. The tensor product evolves as

$$
\begin{equation*}
K\left[\mathbf{n}^{0}, t\right] \otimes \cdots \otimes K\left[\mathbf{n}^{0}, t\right]=e^{i \mathcal{H} H_{m} t} K\left[\mathbf{n}^{0}, 0\right] \otimes \cdots \otimes K\left[\mathbf{n}^{0}, 0\right] e^{-i \mathcal{H}_{m} t} \tag{172}
\end{equation*}
$$

where $\mathcal{H}_{m}$ is the $m$ fermion Hamiltonian, since we retain only antisymmetric states. We can parameterize its orthonormal eigenbasis by $|\mathbf{n}\rangle$ where $n_{\ell}=0,1$ are occupation numbers with $\sum_{\ell} n_{\ell}=m$. These eigenstates are Slater determinants $\left\langle x_{1}, \ldots, x_{m} \mid \mathbf{n}\right\rangle=\frac{1}{\sqrt{m!}} \operatorname{det}_{1 \leq i, j \leq m} \phi_{\ell_{i}}\left(x_{j}\right)$ (such that $n_{\ell}=\sum_{j=1}^{m} \delta_{\ell, \ell_{j}}$ ) and thus antisymmetric, hence

$$
\left.\begin{array}{l}
R_{m, \mathbf{n}_{0}}\left(x_{1}, \ldots, x_{m}, t\right)  \tag{173}\\
=m!\sum_{\mathbf{n}, \mathbf{n}^{\prime}, \sum_{\ell}} \sum_{n_{\ell}=m, \sum_{\ell}}\left\langle x_{1}, \ldots, x_{m}^{\prime}=m\right.
\end{array} \mathbf{n}\right\rangle\left\langle\mathbf{n}^{\prime} \mid x_{1}, \ldots, x_{m}\right\rangle e^{\left.-i t \sum_{\ell} \epsilon_{\ell}\left(n_{\ell}^{\prime}-n_{\ell}\right)\right)}\langle\mathbf{n}| K\left[\mathbf{n}^{0}, 0\right] \otimes K\left[\mathbf{n}^{0}, 0\right] \otimes \cdots \otimes K\left[\mathbf{n}^{0}, 0\right]\left|\mathbf{n}^{\prime}\right\rangle,
$$

The diagonal ensemble is defined such that we keep only the terms $\mathbf{n}=\mathbf{n}^{\prime}$ hence

$$
\begin{equation*}
R_{m, \mathbf{n}_{0}}^{\mathrm{di}}\left(x_{1}, \ldots, x_{m}\right)=m!\sum_{\mathbf{n}, \sum_{\ell} n_{\ell}=m}\left|\left\langle x_{1}, \ldots, x_{m} \mid \mathbf{n}\right\rangle\right|^{2}\langle\mathbf{n}| K\left[\mathbf{n}^{0}, 0\right] \otimes \cdots \otimes K\left[\mathbf{n}^{0}, 0\right]|\mathbf{n}\rangle \tag{174}
\end{equation*}
$$

On the other hand it is easy to see that

$$
\begin{equation*}
\langle\mathbf{n}| K\left[\mathbf{n}^{0}, 0\right] \otimes \cdots \otimes K\left[\mathbf{n}^{0}, 0\right]|\mathbf{n}\rangle=\operatorname{det}_{1 \leq i, j \leq m}\left\langle\phi_{\ell_{i}}\right| K\left[\mathbf{n}^{0}, 0\right]\left|\phi_{\ell_{j}}\right\rangle . \tag{175}
\end{equation*}
$$

We can now perform the average over the occupation numbers $\mathbf{n}^{0}$ with the grand canonical weight and we obtain a first expression for the $m$-point GC correlation in the DA

$$
\begin{equation*}
R_{m}^{\mathrm{di}}\left(x_{1}, \ldots, x_{m}\right)=m!\sum_{\mathbf{n}, \sum_{\ell} n_{\ell}=m}\left|\left\langle x_{1}, \ldots, x_{p} \mid \mathbf{n}\right\rangle\right|^{2} \operatorname{det}_{1 \leq i, j \leq m}\left\langle\phi_{\ell_{i}}\right| \frac{1}{1+e^{\beta\left(H_{0}-\mu\right)}}\left|\phi_{\ell_{j}}\right\rangle \tag{176}
\end{equation*}
$$

Defining as in the text $\nu_{\ell, \ell^{\prime}}=\left\langle\left.\phi_{\ell}\right|_{\frac{1}{1+e^{\beta\left(H_{0}-\mu\right)}}} \phi_{\ell^{\prime}}\right\rangle=\left\langle c_{\ell}^{\dagger} c_{\ell^{\prime}}\right\rangle_{0}$ and using the Slater determinant form of the states $|\mathbf{n}\rangle$ given above we obtain the formula (45) in the text. We give here several other equivalent forms

$$
\begin{align*}
& R_{m}^{\mathrm{di}}\left(x_{1}, \ldots, x_{m}\right)=\sum_{\ell_{1}<\cdots<\ell_{m}} \operatorname{det}_{1 \leq i, j \leq m}\left[\sum_{k=1}^{m} \phi_{\ell_{k}}\left(x_{i}\right) \phi_{\ell_{k}}\left(x_{j}\right)\right] \operatorname{det}_{1 \leq i, j \leq m} \nu_{\ell_{i}, \ell_{j}}  \tag{177}\\
& =\sum_{\mathbf{n}, \sum_{\ell} n_{\ell}=m} \operatorname{det}_{1 \leq r, s \leq m}\left[\sum_{i, j=1}^{m} \phi_{\ell_{i}}\left(x_{r}\right)\left\langle\phi_{\ell_{i}}\right| \frac{1}{1+e^{\beta\left(H_{0}-\mu\right)}}\left|\phi_{\ell_{j}}\right\rangle \phi_{\ell_{j}}\left(x_{s}\right)\right]=\sum_{\mathbf{n}, \sum_{\ell} n_{\ell}=m} \operatorname{det}_{1 \leq i, j \leq m}\left\langle x_{i}\right| K_{\mathbf{n}} \frac{1}{1+e^{\beta\left(H_{0}-\mu\right)}} K_{\mathbf{n}}\left|x_{j}\right\rangle
\end{align*}
$$

This DA for the- $m$ point correlation is the exact limit of the time averaged kernel if there are no degeneracies in the $m$-fermion Hamiltonian $\mathcal{H}_{m}$. Such degeneracies would happen if $\left.\sum_{\ell} \epsilon_{\ell}\left(n_{\ell}^{\prime}-n_{\ell}\right)\right)=0$ for some pairs of distincts $\mathbf{n} \neq \mathbf{n}^{\prime}$.

As mentioned in the text the result for the DA is different from the prediction of the simplest GGE. This prediction amounts making the replacement $\operatorname{det}_{1 \leq i, j \leq m} \nu_{\ell_{i}, \ell_{j}} \rightarrow \nu_{\ell_{1}} \ldots \nu_{\ell_{m}}$, leading to

$$
\begin{equation*}
R_{m}^{\mathrm{di}}\left(x_{1}, \ldots, x_{m}\right) \rightarrow \frac{1}{m!} \sum_{\ell_{1}, \ldots, \ell_{m}} \operatorname{det}_{1 \leq i, j \leq m}\left[\nu_{\ell_{i}} \phi_{\ell_{i}}\left(x_{j}\right)\right] \operatorname{det} \phi_{\ell_{i}}\left(x_{j}\right)=\operatorname{det}_{1 \leq i, j \leq m}\left[\sum_{\ell} \nu_{\ell} \phi_{\ell}\left(x_{i}\right) \phi_{\ell}\left(x_{j}\right)\right]=R_{m}^{\mathrm{GGE}}\left(x_{1}, \ldots, x_{m}\right) \tag{178}
\end{equation*}
$$

where we have used the Cauchy-Binet identity. This shows that unless one can neglect the off-diagonal elements, the time averaged correlation (i.e. as obtained from the DA) does not coincide with the GGE prediction for $m \geq 2$.
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