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Abstract –We consider the real time dynamics of N noninteracting fermions in d = 1. They
evolve in a trapping potential V (x), starting from the equilibrium state in a potential V0(x). We
study the time evolution of the Wigner function W (x, p, t) in the phase space (x, p), and the
associated kernel which encodes all correlation functions. At t = 0 the Wigner function for large
N is uniform in phase space inside the Fermi volume, and vanishes at the Fermi surf over a scale
eN being described by a universal scaling function related to the Airy function. We obtain exact
solutions for the Wigner function, the density, and the correlations in the case of harmonic and
inverse square potentials, for several V0(x). In the large N limit, near the edges where the density
vanishes, we obtain limiting kernels (of the Airy or Bessel types) that retain the form found in
equilibrium, up to a time dependent rescaling. For non-harmonic traps the evolution of the Fermi
volume is more complex. Nevertheless we show that, for intermediate times, the Fermi surf is still
described by the same equilibrium scaling function, with a non-trivial time and space dependent
width which we compute analytically. We discuss the multi-time correlations and obtain their
explicit scaling forms valid near the edge for the harmonic oscillator. Finally, we address the large
time limit where relaxation to the Generalized Gibbs Ensemble (GGE) was found to occur in the
”classical” regime ~ ∼ 1/N . Using the diagonal ensemble we compute the Wigner function in the
quantum case (large N , fixed ~) and show that it agrees with the GGE. We also obtain the higher
order (non-local) correlations in the diagonal ensemble.

There was recent progress in the theoretical study of
noninteracting fermions in a confining trap at equilibrium
[1–10], motivated in part by progress in manipulating and
imaging cold atoms [11–15]. Although they are noninter-
acting, because of Pauli exclusion they exhibit non trivial
quantum correlations. In particular at zero temperature
and in one dimension d = 1, it was shown that the corre-
lations are universal and related to random matrix theory
(RMT) [16,17]. For instance, for N fermions in a harmonic
trap V (x) = 1

2mω
2x2, the positions xi are in one-to-one

correspondence with the eigenvalues of an N ×N random
matrix drawn from the Gaussian unitary ensemble. This
implies that the average density (with unit normalization)
is given for large N by the Wigner semi-circle ρN ' ρsc,

ρsc(x) =
2

πx2e

√
x2e − x2 (1)

which has edges at x = ±xe, xe =
√

~
mω

√
2N . In the bulk,

i.e. away from the edges, the density correlations are de-
scribed by the sine-kernel which can be obtained through
the local density approximation (LDA) [2] or in a more
controlled way using the connection to RMT [8]. Near
the edge, within a scale wN ∼ N−1/6, the fluctuations
are enhanced and are described by the so-called Airy ker-
nel [4–6]. This result extends to a large class of smooth
potentials [8]. In presence of hard edges, similar results
were shown in terms of the Bessel kernel [18–20]. Both
kernels are well known to describe soft and hard edges in
RMT. Extensions to finite temperature T > 0, d > 1 and
interactions were studied in [6, 7, 21–24].

It is natural to ask how these properties behave under
real time quantum dynamics. For equilibrium dynamics
this was studied in [25], and related to the extended Sine
and Airy processes in imaginary time. Here we consider
non-equilibrium quantum quenches, first from zero tem-
perature T = 0, and later from finite temperature) and
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study the time evolution of the density and correlations.
In the T = 0 quench, the many body system is prepared
in the ground state of a given Hamiltonian H0 and evolves
under the Hamiltonian H 6= H0. Such quantum quenches
in traps have been studied in a number of works, however
most of them focus on interacting bosons, in particular in
d = 1 in the Tonks-Girardeau limit of infinite repulsion
[26–29] and were studied for finite N . Although in this
limit there is a formal relation to noninteracting fermions
[18,30], the correlations, beyond the density, are different.
For instance, the possible edge universality of the time
dependent fermion problem at large N has not been ad-
dressed. Very recently the evolution in the bulk was inves-
tigated in the limit ~ ∼ 1/N , N →∞ (which we call here
”classical”), and at large time thermalization was found
to occur for a one-particle observable [31].

We consider noninteracting fermions in the quantum
regime for fixed ~. The initial and evolution many body
Hamiltonians thus take the forms H0 =

∑N
i=1H0(xi, pi)

and H =
∑N
i=1H(xi, pi), in terms of the single particle

Hamiltonians (below we work in units where m = 1)

H0(x, p) =
p2

2
+ V0(x) , H(x, p) =

p2

2
+ V (x) (2)

A convenient way to study noninteracting fermions [32,33]
is via the Wigner function W (x, p, t) (see definition below)
which plays the role of a (quasi-)probability density in the
phase space (x, p) [34]. In particular

∫
dp W (x, p, t) =

ρ̃(x, t) = NρN (x, t), the time dependent number den-
sity. We choose the initial condition W (x, p, t = 0) as
the Wigner function associated to the ground state of H0,
studied in [35–37] for various potentials V0. It was shown
that in the large N limit it takes the form in the bulk

W (x, p, t = 0) ' 1

2π~
θ(µ−H0(x, p)) (3)

with θ(x) the Heaviside step function. It depends on N
only through µ, the Fermi energy, i.e. the energy of the
highest occupied single particle state, which is an increas-
ing function of N . The curve (xe, pe) where W in (3)
vanishes, i.e. µ = H0(xe, pe), defines an edge in phase
space (the Fermi surf S0, enclosing the Fermi volume Ω0).
At large N , i.e. for large µ the step has a finite width
eN = e(xe, pe) � µ, i.e. near the edge and for smooth
potentials V0(x), the Wigner function takes the universal
scaling form

W (x, p, t = 0) ' 1

2π~
W(a) , W(a) =

∫ +∞

22/3a

Ai(u)du (4)

in terms of the scaled distance a to the Fermi surf

a =
H0(x, p)− µ

e(x, p)
, e(x, p) =

~ 2
3

2
1
3

[p2V ′′0 (x) + V ′0(x)2]
1
3 (5)

Our goal in this paper is to study the time dependent
Wigner function starting from this initial condition, e.g.
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Fig. 1: Sketch of the ( 2π
ω periodic) time evolution of the

support of the Wigner function (in blue) for the quench
from a half-oscillator to an oscillator. Red: densities in x
(ρ) and in p (ρ̄).

(3), (4), and to understand how its bulk and edge proper-
ties evolve with time, in particular whether their univer-
sality is preserved under nonequilibrium dynamics. We
obtain exact solutions for time dependent harmonic and
inverse square potentials, and calculate the Wigner func-
tion and the density for various V0(x). For large N , near
the edges where the density vanishes, we obtain limiting
kernels (of the Airy or Bessel types) that retain the form
found in the statics, up to a time dependent rescaling.
It implies the occurrence of the Tracy-Widom distribu-
tion [38] for the position of the rightmost fermion [6]. For
generic non-harmonic traps, at large N and intermediate
times, the Wigner function is still uniform on the Fermi
volume, whose evolution can be more complex. We show
that at generic points the Fermi surf is still described by
the same universal function as in equilibrium (4), (33),
with a space and time dependent width that we calcu-
late. We express multi-point and multi-time correlations
in terms of the Wigner function and its associated kernel.
In the infinite time limit, we obtain exact formula for the
Wigner function under a thermalization hypothesis, which
we show coincide with the prediction of the Generalized
Gibbs Ensemble (GGE) [39,40].

The time evolved N body wave function keeps the form
of a Slater determinant

Ψ(x1, · · ·xN ; t) =
1√
N !

det
1≤k,j≤N

ψk(xj , t) (6)

where the ψk(x, t) are the solutions of i~∂tψ = Hψ with
initial condition ψk(x, t = 0) = φ0k(x), where φ0k(x), k ≥ 1,
are the single particles eigenstates of H0 in increasing or-
der of energies ε0k. We are interested in the quantum prob-
ability |Ψ(x1, · · ·xN ; t)|2 = 1

N ! det1≤i,j≤N Kµ(xi, xj , t),
described by the time dependent kernel

Kµ(x, x′, t) =
N∑

k=1

ψ∗k(x, t)ψk(x′, t) (7)
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where the ψk(x, t)’s form an orthonormal basis for
all t. All m-point correlations Rm(x1, . . . xm; t) :=

N !
(N−m)!

∏N
j=m+1

∫
dxj |Ψ(x1, · · ·xN ; t)|2 are determinants,

Rm(x1, . . . xm; t) = det1≤i,j≤mKµ(xi, xj , t), i.e. the xi’s
form a determinantal point process [41, 42]. One defines
the N -body Wigner function

W (x, p, t) =
N

2π~

∫ +∞

−∞
dx2..dxNdy e

ipy
~ (8)

×Ψ∗(x+
y

2
, x2, · · ·xN ; t)Ψ(x− y

2
, x2, · · ·xN ; t)

which is related to the kernel via [37]

W (x, p, t) =
1

2π~

∫ +∞

−∞
dy e

ipy
~ Kµ(x+

y

2
, x− y

2
, t) (9)

Using the Schrödinger equation for the ψk(x′, t) in (7) we
see that the kernel Kµ(x, x′, t) satisfies

~∂tKµ = − i~
2

2
(∂2x − ∂2x′)Kµ + i(V (x)− V (x′))Kµ (10)

which, via Fourier transformation, leads to the evolution
equation for W (x, p, t), i.e. the Wigner equation (WE)

∂tW =

(
−p∂x +

i

~
V (x− i~

2
∂p)−

i

~
V (x+

i~
2
∂p)

)
W

(11)
Although derived here for any N , this equation does not
explicitly depend on N , hence it is identical to the equa-
tion for N = 1 [34]. It was also obtained in second quan-
tized form in [31, 43]. The crucial difference thus lies in
the initial condition, discussed above in the large N limit,
see (3)-(4)-(5) at T = 0. In the classical limit, i.e. setting
~ = 0 in the WE, one obtains the Liouville equation (LE)

∂tW =
(
−p∂x + V ′(x)∂p

)
W (12)

It verifies dW (x(t), p(t), t)/dt = 0 along the classical tra-
jectories ẋ = p and ṗ = −V ′(x). Denoting x0(x, p, t),
p0(x, p, t) the initial conditions (at t = 0) as functions of
the final ones (at t), the general solution of the LE can
thus be written as W (x, p, t) = W0(x0(x, p, t), p0(x, p, t))
where W0(x, p) = W (x, p, 0) is the initial Wigner function.

Let us start with the simplest solvable case of the har-
monic oscillator, V (x) = 1

2ω
2x2. Since V ′′′(x) = 0, the

WE (11), reduces to the LE (12). Hence the solution is

W (x, p, t) (13)

= W0(x cos(ωt)− p

ω
sin(ωt), p cos(ωt) + ωx sin(ωt))

which is a simple rotation in phase space of the initial
Wigner function and is valid for any N . Let us specify the
initial Hamiltonian H0 to be a harmonic oscillator, i.e.
V0(x) = 1

2ω
2
0x

2 in (2). Hence the initial density ρN (x, t =
0) is the semi-circle (1) for large N with xe =

√
2µ/ω0 =√

2N~/ω0. Substituting the initial condition (3) into (13)

one immediately finds that for large N the density remains
a semicircle with xe → xe(t)

xe(t) =

√
µ

ω0ω

√
ω2 + ω2

0 + (ω2 − ω2
0) cos(2ωt) (14)

and µ = N~ω0. In fact a solution of the general time de-

pendent harmonic oscillator, H(t) = p2

2 + 1
2ω(t)2x2, can be

obtained for the same initial condition using the ‘rescaling’
method [44,45]. The wave functions are given by

ψk(x, t) =
ei

L′(t)
2L(t)~x

2−i ε
0
kτ(t)

~
√
L(t)

φ0k(
x

L(t)
) , (15)

where τ(t) =
∫ t
0
dt′/L2(t′) and L(t) satisfies Ermakov’s

equation

∂2tL(t) + ω(t)2L(t) =
ω2
0

L(t)3
(16)

with L(0) = 1, L′(0) = 0. The kernel and the density are
thus given in terms of their initial values, for any N by

Kµ(x, x′, t) =
ei

L′(t)
2L(t)~ (x′2−x2)

L(t)
Kµ(

x

L(t)
,
x′

L(t)
, 0) (17)

and ρN (x, t) = Kµ(x, x, t)/N = 1
L(t)ρN ( x

L(t) , 0). In addi-

tion we obtain [46] the exact formula for

W (x, p, t) = W0(
x

L(t)
, pL(t)− xL′(t)) (18)

which reduces to (13) for ω(t) = ω. Hence we see that for
large N the density remains a semi-circle with an edge at
xe(t) = L(t)xe, formula (14) being recovered in the case
ω(t) = ω. For the kernel, the scaling forms obtained at
equilibrium, namely the sine-kernel (in the bulk) and the
Airy kernel (at the edge) [8], are preserved, up to a change
in the scale. In particular the density at the edge reads

ρ(x, t) =
1

wN (t)
F1(

x− xe(t)
wN (t)

) (19)

with F1(y) = Ai′(y)2 − yAi(y)2 and a width wN (t) =

wNL(t) and wN =
√

~
2ω0

N−1/6 ∼ µ−1/6.

The Wigner function method allows to study a vari-
ety of initial conditions. One example is H0 given by
the ω0 harmonic oscillator restricted to x > 0 with an
impenetrable wall at x = 0. The initial kernel, K+

µ , is
obtained via the image method K+

µ (x, x′) = (Kµ(x, x′)−
Kµ(x,−x′))θ(x)θ(x′). The associated Wigner function in
the bulk is unity on the half-ellipse H0(x, p) < µ with
x > 0. Under evolution with ω(t) = ω, this half el-
lipse rotates clockwise (see Fig. 1). Consider for sim-
plicity ω = ω0. Defining x = xe sin θ, θ ∈ [−π2 , π2 ], where
xe =

√
2µ/ω0, the density reads for 0 < ωt < π/2

ρN (x, t) =
2

πxe





0 , sin θ < − sinωt
sin(ωt+θ)

sinωt , | sin θ| < sinωt

2 cos θ , sin θ > sinωt

(20)
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and in addition satisfies ρN (x, t) = ρN (−x, πω − t) and is
time periodic of period 2π/ω. Hence it is not a semi-circle,
and there is now a moving front (e.g. at x = −xe sinωt
for ωt < π

2 ) where the density vanishes linearly (see [46]
for details). A formula for W can also be obtained for any
ω(t) and arbitrary initial condition (see [46]).

It is possible to extend the exact solution to the case of
an additional 1/x2 wall at x = 0, following [47]. Consider

H(x, p, t) =
p2

2
+

1

2
ω(t)2x2+

α(α− 1)~2

2x2
, x > 0 (21)

and denote ω0 = ω(0). The initial kernel has an explicit
expression [46] in terms of Laguerre polynomials for any
N . At large N , the density in the bulk is a time-dependent
half semi-circle

ρN (x, t) ' 1

L(t)
ρ̃(

x

L(t)
, 0) , ρ̃(x) =

4θ(x)

πx2e

√
x2e − x2 (22)

where L(t) is the same solution of (16), e.g. L(t) =
xe(t)/xe for ω(t > 0) = ω. Near the wall the kernel takes
the form

Kµ(x, y, t) ' 2k2F
√
xx′

L(t)2
KBe
ν (

k2Fx
2

L(t)2
,
k2F y

2

L(t)2
) (23)

up to a phase factor, where µ = ~2

2 k
2
F , ν = α+ 1

2 , in terms
of the Bessel kernel

KBe
ν (u, v) =

√
vJ ′ν(
√
v)Jν(

√
u)−√uJ ′ν(

√
u)Jν(

√
v)

2(u− v)
(24)

characteristic of the ”hard-edge” universality class of
RMT [22], thus preserved by the dynamics in this case.

Consider now generic smooth confining potentials V (x),
V0(x), with V ′′′(x) 6= 0. Our strategy is as follows. We
first argue that, for large N (or equivalently large µ), W
obeys Liouville equation (12) (and at T = 0 is a theta
function, i.e. takes value in {0, 1}). We then study the so-
lution to the LE, leading to Burgers equation and fermion
hydrodynamics. Finally, we obtain the leading (quantum)
corrections to that picture, of foremost importance near
the Fermi surf.

Let us expand (11) to the first ”quantum” order as

(
∂t + p ∂x − V ′(x)∂p +

~2

24
V ′′′(x)∂3p

)
W = 0 (25)

To check that the quantum terms are subdominant, we
can evaluate each term at t = 0 using the initial con-
dition (4)-(5). The derivatives are non-zero only near
the Fermi-surf: consider a generic point there, (xe, pe),
such that p2e ∼ V0(xe) ∼ µ, leading to eN ∼ (~µ/xe)2/3.
As t increases, we assume that V (x) and its derivatives
still scale the same way as V0(x), i.e. V (n)(xe) ∼ µ/xne .
Each order in ~ brings ∂x acting on V and ∂p acting on
W , hence, using the scaling form (4)-(5), a factor either
∼ ~/(xepe) or ∼ ~pe/(xeeN ). The latter dominates, but

is ∼ ~/(x1/3e µ1/6)� 1 at large µ.

Under the Liouville equation the Fermi volume Ωt and
surf St are simply transported by the (phase-space area
preserving) classical equation of motion, i.e.

W (x, p, t) =
1

2π~
θ
(
µ− p0(x, p, t)2

2
−V0(x0(x, p, t))

)
(26)

There are several parametrizations to describe the trans-
ported (and possibly wildly deformed) Fermi volume Ωt
[46]. In the simplest case one can write

W (x, p, t) =
1

2π~
θ(p− p−(x, t))θ(p+(x, t)− p) (27)

for x ∈ I = [x−e (t), x+e (t)] the (single) support of the num-
ber density ρ̃(x, t) = 1

2π~ (p+(x, t) − p−(x, t)). For x ∈ I,
each p± must then satisfy the Burgers equation [48]

∂tp(x, t) + p(x, t)∂xp(x, t) + V ′(x) = 0 (28)

It recovers the standard free fermion hydrodynamics with
a velocity field v = 1

2 (p+ + p−) with ρ̃v =
∫
dp pW , and

the local kinetic energy density
∫
dp p2

2 W = 1
2 ρ̃v

2+ ~2

6 π
2ρ̃3

[46]. The equilibrium is recovered for V (x) = V0(x) with

p±(x, t) = ±p0µ(x) , p0µ(x) =
√

2(µ− V0(x))+ (29)

and W is time independent. The form (27) using (28)
automatically satisfies Liouville equation.

We now study the behavior of the Wigner function near
the transported Fermi-surf St. We know that at t = 0 it
is given by (4)-(5) and has a thickness eN = e(xe, pe). We
thus look for a solution of (25) for p ≈ p+(x, t) of the form

W (x, p, t) ' F (ã) , ã =
p− p+(x, t)

D(x, t)
(30)

with a time-dependent thickness D(x, t), F (+∞) = 0 and
F (−∞) = 1. Remarkably, plugging this form into Eq.(25)
allows to determine uniquely [46]

D(x, t) = −(
~2

2
∂2xp+(x, t))1/3 (31)

and F ′′′(a) = 4aF ′(a), which is obeyed by F (a) =W(a) =
Ai1(22/3a). It also provides the correct matching with the

initial condition, since −(~2

2 ∂
2
xp

0
µ(x))1/3 = e(x,p)

p |p=p0µ(x)
on the Fermi surf. The solution corresponding to θ(p−p−)
is obtained similarly with ã→ −ã. Furthermore we show
[46] that for smooth potentials, adding the missing higher
order terms in ~ of the WE in Eq.(25) does not change
the result. Thus derivatives up to and including V ′′′ de-
termine the dynamical width, while only V ′′ and V ′ enter
the static width eN . Hence we have found the univer-
sal scaling form near a generic point of the transported
Fermi-surf St. The width (31) can be calculated for any
V (x) solving the Burgers equation (28) with initial condi-
tion p+(x, t = 0) = p0µ(x). Note that related results were
obtained [49–52] for a single particle in the semi-classical
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limit, and for fermions at equilibrium [35, 36]. Other ex-
pressions can be obtained [46] at non-generic points, e.g.
when ∂2xp(x, t) = 0 [37, 51, 53]. We assumed here that the
Fermi surf maintained its integrity, which in some cases
requires finite time. More generally, the section Ωt(x) of
Ωt (such that p ∈ Ωt(x) iff (x, p) ∈ Ωt) can contain multi-

ple intervals Ωt(x) = ∪n(x)j=1 [pj−(x, t), pj+(x, t)] which merge
or disappear as x varies. Locally, however, as in the statics
as long as one can find a smooth local parametrization of
the Fermi surf, similar scaling form as (30) should hold.
This dynamical scenario remains valid over a time scale
when the Fermi surf does not change drastically from the
initial condition. Beyond this time scale, the dynamics
becomes quite different, as discussed later. However, it is
hard to estimate precisely this time scale.

The above results can be extended to a quench from an
initial system prepared at finite temperature T = 1/β, in
the grand canonical (GC) ensemble with chemical poten-
tial µ̃. The equal time correlations are again determinantal
with the GC kernel (overbars denote GC averages)

Kµ̃(x, x′, t) =
+∞∑

k=1

n̄0kψ
∗
k(x, t)ψk(x′, t) (32)

with n̄0k = 1/(1 + eβ(ε
0
k−µ̃)) the mean occupation number

of the energy level ε0k of H0. The GC Wigner function Wµ̃

(defined in [37]) is again the Fourier transform of the GC
kernel, as in (9). It is clear from (32) that it obeys (10)
hence W still the solution of (11), albeit with a different
initial condition. For large N , in the bulk it reads

Wµ̃(x, p, t = 0) ' [2π~(1 + eβ(H0(x0(x,p,t),p0(x,p,t))−µ̃))]−1 .

Introducing the important dimensionless parameter b =
eN/T , the (same) Fermi surf is still well defined at low
T = eN/b� µ (with µ̃ ' µ) and Eq. (4) still applies with

W(a)→Wb(a) =

∫ +∞

−∞
dyAi(y)/(1 + eb(a−y2

−2/3)) (33)

a universal function depending only on the dimensionless
parameter b (with W+∞(a) = W(a) in the T = 0 limit).
Formula (13), (17), (18), readily apply with, for large N, µ̃,
these new initial conditions. Eqs. (20), (24), (19) admit
T > 0 extensions [46].

From the linearity of the W-equation (11) one can ex-
press its solution at T > 0 in terms of the T = 0 solution as

Wµ̃(x, p, t) =

∫
dµ′

∂µ′W (x, p, t)|µ=µ′
1 + eβ(µ′−µ̃)

(34)

since it holds at t = 0 (equilibrium) as shown in [37]. At
low T near the Fermi surf, it allows to generalize Eq. (30)

Wµ̃(x, p, t) ' Wb(x,t)(ã), b(x, t) = β
−(~2

2 ∂
2
xp+(x, t, µ))1/3

∂µp+(x, t, µ)
(35)

where the dependence in µ of p+(x, t, µ) is indicated ex-
plicitly, and the parameter b acquires a dependence in x, t,
which however disappears for the harmonic oscillator for
which b(x, t) = b = β(~ω0)2/3µ1/3, as for equilibrium.

We now study the multi-time quantum correlations. As
for equilibrium dynamics [25] one shows from the Eynard-
Mehta theorem [42] that they are determinants based on
the non-equilibrium space-time extended kernel [54]

Kµ̃(x, t;x′, t′) =
∑

k

(n̄k−θ+(t′−t))ψ∗k(x, t)ψk(x′, t′) (36)

with θ+(x) = 1 for x > 0 and θ+(x) = 0 for x ≤ 0. For
instance the density-density correlation for t1 < t2 reads
〈ρ̂(x1, t1)ρ̂(x2, t2)〉 = det1≤i,j≤2Kµ̃(xi, ti;xjtj). Consider
now H to be the ω(t)-harmonic oscillator and use the
rescaling method. If H0 is the ω0-harmonic oscillator, one
easily obtains, up to a phase factor [46]

Kµ̃(x, t;x′, t′) =
1√

L(t)L(t′)
Keq
µ̃ (

x

L(t)
, τ(t);

x′

L(t′)
, τ(t′))

(37)

where L(t) obeys (16), and τ(t) =
∫ t
0
dt′/L(t′)2. For

ω(t) = ω, then L(t) = xe(t)/xe as given in (14) and
tanω0τ(t) = ω0

ω tanωt. Here Keq
µ̃ (x, t;x′, t′) is the equi-

librium two time kernel of the ω0-harmonic oscillator
studied in [25], given by (36) with ψ∗k(x, t)ψk(x′, t′) →
φ0k
∗
(x)φ0k(x′)e−iω0k(t

′−t). This relation between Kµ̃ and
Keq
µ̃ is special to the harmonic oscillator. Keq

µ̃ is periodic
in both times of period 2π/ω0, and Kµ̃ of period 2π/ω.
Within a period Keq

µ̃ decays very fast in t− t′ with a time

scale ∼ 1/N in the bulk and ∼ 1/N1/3 at the edge [25].
One can thus expand near t ' t′ and one obtains the fol-
lowing scaling forms for Kµ̃. In the bulk

Kµ̃(x, t;x′, t′) ' 1

ξx,t
Kbulk,r(

x− x′ − vx,t(t− t′)
ξx,t

,
~(t− t′)
ξ2x,t

)

(38)
where Kbulk,r is the real time continuation of the equi-
librium extended sine kernel given at T = 0 e.g. in
Eq. (70-71) of [25] and [46]. The width ξx,t =

2~L(t)2/(ω0

√
xe(t)2 − x2) ∼ N−1/2 and the velocity

vxt = xL′(t)/L(t) ∼ N1/2 are new features of the non-
equilibrium dynamics (vxt = 0 at equilibrium). Near the
edge it takes the scaling form

Kµ̃(x, t;x′, t′) ' (39)

1

wN (t)
Kedge,r
b (

x− xe(t)
wN (t)

,
x′ − xe(t) + vet (t− t′)

wN (t)
,

2~(t− t′)
wN (t)2

)

where ve(t) = xe(t)L
′(t) is the velocity of the edge and

Kedge,r
b is the equilibrium extended Airy kernel (continued

to real time) given e.g. in Eq. (156) of [25] and [46].
Finally we discuss the large time behavior. In the ”clas-

sical” limit ~ ∼ 1/N , N → ∞, it was shown recently [31]
that for generic confining potentials, e.g. different from
the HO, the Wigner function has a large time stationary
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limit. It was found to coincide with the prediction of the
GGE. Here we investigate this question for fixed ~. Start-
ing from the time-dependent kernel (32), and expanding
on the basis of the eigenfunctions φ`(x) = 〈x|φ`〉 of H (of
energies ε`) we obtain

Kµ̃(x, y, t)=
∑

k,`,`′

e−
i
~ (ε`−ε`′ )t〈φ`|φ0k〉n̄0k〈φ0k|φ`′〉φ∗` (x)φ`′(y)

For a confining potential the spectrum of H is non-
degenerate, hence the only non-oscillating terms are ` = `′.
Keeping only these terms one obtains

Kdi
µ̃ (x, y) =

∞∑

`=1

ν`φ
∗
` (x)φ`(y) , ν` = 〈φ`|

1

1 + eβ(H0−µ̃) |φ`〉

(40)
where the 0 ≤ ν` ≤ 1 are ”effective mean occupation num-
bers”, with

∑
` ν` =

∑
k n̄

0
k = N̄ (i.e. N at T = 0),

as expected from particle number conservation. This is
the so-called diagonal approximation (DA) [39] which, in
the present case, can also be obtained as a time average,
i.e. Kdi

µ̃ (x, y) = limτ→∞ 1
τ

∫ τ
0
dtKµ̃(x, y, t). Under cer-

tain conditions, including absence of time periodicity, the
large time limit exists K∞µ̃ (x, y) = limt→∞Kµ̃(x, y, t) and

then K∞µ̃ = Kdi
µ̃ . Let us define a fonction νµ̃(ε) such that

νµ̃(ε`) = ν` for all `. Then one can obtain the diagonal
Wigner function

W di
µ̃ (x, p) =

∫
dµ′νµ̃(µ′)∂µ′W

H
µ′ (x, p) (41)

in terms of the Wigner function, WH
µ (x, p), associated

to the ground state of H i.e to the kernel KH
µ (x, y) =∑

` θ(µ− ε`)φ∗` (x)φ`(y) (one first shows that Kdi
µ̃ and KH

µ

are related via (41), which implies (41) for their Wigner
functions). Note that if one defines ν̂µ̃(ε) =

∑
` ν`δ(ε−ε`),

then ν̂µ̃(ε) = νµ̃(ε)ρ(ε), where ρ(ε) =
∑
` δ(ε − ε`) is the

density of states. The above holds for arbitrary N, µ̃.
For large N , we insert in (41) the known form of the

Wigner function from (4), (5), (33), i.e. WH(x, p) '
1

2π~Wb(a) and obtain one of our main result

W di
µ̃ (x, p) ' −1

2π~e(x, p)

∫
dµ′νµ̃(µ′)W ′b(

H(x, p)− µ′
e(x, p)

)

(42)
where at T = 0, W ′+∞(a) = −21/3Ai(22/3a). If one ne-

glects the quantum width of the edge, δµ′ ∼ eN ∼ ~2/3
for fixed µ′, it is equivalent to insert instead WH(x, p) '
1

2π~θ(µ−H(x, p)) in (41). This leads to

W di
µ̃ (x, p) ' 1

2π~
νµ̃(H(x, p)) (43)

an approximation valid when eN is much smaller than
the width δµ′ over which the effective occupation number
νµ̃(µ′) drops from 1 (for µ′ � µ̃) to 0 (for µ′ � µ̃). This
is the case in the classical limit ~ ∼ 1/N which we now
consider [55]. We note that 1

N ν̂µ̃(ε) is the probability den-
sity of the energy H of a single particle in the initial state.

In the classical limit it is evaluated through a phase space
average over the initial Wigner function W (x, p, 0), which
together with (43) leads to

W di
µ̃ (x, p) 'W di,sc

µ̃ (x, p) =
ν̂scµ̃ (ε)

2π~ρsc(ε)
|ε=H(x,p) (44)

'
∫
dx0dp0δ(H(x, p)−H(x0, p0))

2π~ρsc(H(x, p))
W (x0, p0, 0)

where ρsc(ε) is the semi-classical density of states. This
is our result in the classical limit ~ ∼ 1/N . In the sim-
plest case considered in [31] (i.e. T = 0 and a single or-

bit at each energy ε) one has ρsc(ε) = T (ε)
2π~ where T (ε)

is the period of the classical orbit at energy ε. Insert-
ing W (x0, p0, 0) = 1

2π~θ(µ −H0(x0, p0)), integrating over
p0 in (44), and putting all together [46], one recovers the
large time limit result of [31] (obtained by a quite differ-
ent method) valid in the classical case. Our formula (41)
is thus a good candidate for the large time limit of the
Wigner function in the quantum regime.

The GGE thermalization hypothesis [39, 40, 56] states
that for local observables O, limt→+∞〈O(t)〉 = TrDGGEO,
where the density matrixDGGE involves an extensive num-
ber of conserved quantities. For non-interacting fermions,
as discussed in [31, 39], these are the occupation numbers

c†`c` of single particle energy levels ε` of H. The natu-

ral candidate is thus DGGE = 1
ZGGE

e
∑
` f`c

†
`c` where the

f` are determined from the initial condition. One has
〈c†`c`〉t=0 = ν`, where the ν` are exactly the ones obtained

in (40) [46]. Hence one finds 〈c†`c`〉GGE = 1
1+e−f`

= ν`.
Thus we find that at the level of the single particle ob-
servables (the kernel and Wigner function) the result of
the GGE is identical to the diagonal approximation.

What about the multi-point time dependent correla-
tions ? Since for any initial state equal to an eigenstate
of H0, labeled by a set n0 = {n0k} of occupation num-
bers, n0k = 0, 1, the time evolved state is determinantal,
correlations in this state have the form

Rm,n0(x1, · · · , xm, t) = det
1≤i,j≤m

+∞∑

k=1

n0kψ
∗
k(xi, t)ψk(xj , t)

Expanding on the eigenstates of H now involves a sum
over two sets of m-fermion eigenstates of Hm. The DA
restricts that sum to identical eigenstates in both sets,
and one obtains [46] (after a grand canonical average)

Rdi
m(x1, · · · , xm) =

∑

1≤`1<···<`p
|detφ`i(xj)|2 det

p×p
ν`i,`j

(45)

where ν`,`′ = 〈φ`|(1 + eβ(H0−µ))−1|φ`′〉 = 〈c†`c`′〉t=0. This
DA for p ≥ 2 differs from the prediction of the simplest
GGE ansatz discussed above. Indeed, the latter predicts
that the m-point correlation Rm is equal to the m × m
determinant built from the kernel KGGE = Kdi

µ̃ given in

(40). Agreement Rdi
m = RGGEm would hold only if one could
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neglect the off-diagonal terms in the determinant in (45),
i.e. replace detp×p ν`i,`j → ν`1 . . . ν`p , as implied by the
Cauchy-Binet identity. This occurs in some models, see a
bosonic example in [40] which has translational invariance
and the GGE was shown to hold. Here, connecting Rdi

m to
the GGE (possibly in an inhomogeneous version involving
local Lagrange multipliers f`(x)) remains open.

In conclusion we studied the evolution of the Wigner
function for noninteracting fermions in d = 1 after a quan-
tum quench. At times such that the integrity of the Fermi
surf is retained, we found that it is described by the same
universal function as at equilibrium, although with a space
time dependent width that we calculated. We obtained
an exact candidate formula for the large time limit of the
Wigner function for generic (e.g. non-harmonic) confining
potentials, and showed that it agrees with the GGE. We
calculated the diagonal approximation to the many point
correlations. It would be interesting to explore d > 1 and
detect these predictions in cold atom experiments.

Note added: at completion of this work we became aware
of the recent work in [57] which studies a related problem.
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2

I. MODEL AND DYNAMICAL DETERMINANTAL STRUCTURE

A. Quench from zero temperature

We consider the real time quantum dynamics of N noninteracting identical fermions evolving in d = 1 dimensions

with the many body Hamiltonian H =
∑N
i=1H(xi, pi). The system is initially prepared at t = 0 in the ground

state of the Hamiltonian H0 =
∑N
i=1H0(xi, pi). We restrict our study to the following choice for the single particle

Hamiltonians

H0(x, p) =
p2

2m
+ V0(x) , H(x, p) =

p2

2m
+ V (x) . (1)

For simplicity, we work here in units where the mass m = 1. More generally, we will also consider the evolution under
a time dependent H(t), i.e. (1) with V (x)→ V (x, t). We will work in term of the eigenstates and eigenenergies of H
and H0 which we denote by

H0|φ0k〉 = ε0k|φ0k〉 , φ0k(x) = 〈x|φ0k〉 , H|φ`〉 = ε`|φ`〉 , φ`(x) = 〈x|φ`〉 . (2)

The potentials V (x) and V0(x) are generally assumed to be confining. In this case the spectra of both H0 and
H are discrete and the eigenstates are non-degenerate. We label them using integers k and ` in increasing order
ε01 < ε02 < · · · < ε0k < . . . and ε1 < ε2 < · · · < εl < . . .. The initial state, i.e. the ground state of H0, take the form of a
Slater determinant

Ψ(x1, · · · , xN ; t = 0) =
1√
N !

det
1≤i,j≤N

φ0i (xj) . (3)

We denote by µ the Fermi energy, i.e. the energy ε0N of the highest occupied single particle state. The Slater
determinant property (sometimes called “Gaussian state” in the quantum quench literature) is preserved under time
evolution. We define by ψk(x, t) the solutions of i~∂tψ = Hψ with initial condition ψk(x, t = 0) = φ0k(x). The time
evolved wave function is thus

Ψ(x1, · · · , xN ; t) =
1√
N !

det
1≤i,j≤N

ψi(xj , t) . (4)

We are interested in the quantum probability density |Ψ|2 which can be written in terms of the time dependent kernel
Kµ(x, x′, t) via

|Ψ(x1, · · · , xN ; t)|2 =
1

N !
det

1≤i,j≤N
Kµ(xi, xj , t) , Kµ(x, x′, t) =

N∑

k=1

ψ∗k(x, t)ψk(x′, t) . (5)

Note that the ψk(x, t) form an orthonormal basis for all t since the Schrödinger unitary evolution conserves all scalar
products. Consequently, the kernel is reproducing, i.e.

∫
dx′Kµ(x, x′, t)Kµ(x′, x′′, t) = Kµ(x, x′′, t) and satisfies

TrKµ =
∫
dxKµ(x, x) = N . Hence |Ψ(x1, · · ·xN ; t)|2 is the joint probability distribution function (JPDF) of a

determinantal point process [1, 2]. As a consequence one can show that the m-point correlation functions can be
written as determinants

Rm(x1, . . . , xm, t) =
N !

(N −m)!

∫
dxm+1 . . . dxN |Ψ(x1, · · ·xN ; t)|2 = det

1≤i,j≤m
Kµ(xi, xj , t) (6)

The m-point time-dependent density-density correlation functions can be obtained easily from these Rm functions
[3]. For instance R1(x, t) = NρN (x, t) where ρN (x, t) is the (time-dependent) average density.

Taking time derivative of Kµ(x, x′, t) defined in Eq. (5) and using the time-dependent Schrödinger equation for
ψk(x, t), it is easy to obtain the equation (10) of the text

∂tKµ = − i~
2

(∂2x − ∂2x′)Kµ +
i

~
(V (x)− V (x′)) Kµ . (7)

In addition, one can also express formally the time-dependent kernel in terms of the quantum Euclidean propagator,
defined through

G(x, x′, τ) = 〈x|e−τH/~|x′〉 , ~∂τG(x, x′, τ) = −HxG(x, x′, τ) , G(x, x′, 0) = δ(x− x′) , (8)
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where Hx = H(x, ~i ∂x). Using ψk(x, t) =
∫
dx′〈x|e−iHt/~|x′〉φ0k(x′), we can write

Kµ(x, x′, t) =

∫
dydy′G(x, y,−it)Kµ(y, y′, 0)G(x′, y′, it) , Kµ(x, x′, 0) =

∫

C

dτ

2iπτ
eµτ/~G(x, x′, τ) (9)

where, in the second equality we have expressed the equilibrium kernel using the Euclidean propagator as shown in [3].
Taking time derivatives we see that the kernel obeys the same evolution equation as in (7).

The N body zero temperature Wigner function, defined in Eq. (8) in the main text, can be written as a Fourier
transform of the Kernel Kµ as in Eq. (9) of the main text, this was shown in the Appendix A of Ref. [4]. It is
convenient to re-express Eq. (9) of the main text, upon replacing x by X, as

W (X, p, t) =
1

2π~

∫ ∞

−∞
dY ei p Y/~Kµ(X + Y/2, X − Y/2, t) , (10)

where Kµ(x, x′, t) evolves via Eq. (7). We make the change of variables, x = X + Y/2 and x′ = X − Y/2, and
consequently ∂2x − ∂2x′ = 2 ∂X∂Y . Taking the time-derivative of Eq. (10), and using Eq. (7), one obtains

∂tW (X, p, t) =
1

2π~

∫ ∞

−∞
dY ei p Y/~

[
−i~ ∂X ∂Y Kµ +

i

~
(V (X + Y/2)− V (X − Y/2)) Kµ

]
, (11)

where Kµ ≡ Kµ(X + Y/2, X − Y/2, t). The first term on the right hand side (rhs) of Eq. (11) can be eval-
uated using integration by parts. In the second term (involving V ’s), we first formally expand V (X + Y/2) =∑∞
n=0 V

(n)(X)(Y/2)n/n! with V (n)(x) = dnV (x)/dxn being the n-th derivative. Each term can then be re-expressed
as derivatives with respect to p and the series can then be resummed. After straightforward algebra, this then leads
to the evolution equation for W (X, p, t)

∂tW (X, p, t) = −p∂XW (X, p, t) +
i

~

(
V (X − i~

2
∂p)− V (X +

i~
2
∂p)

)
W (X, p, t) . (12)

This is precisely Eq. (11) of the main text (with X replacing x). This evolution equation for the Wigner function,
which we call the W -equation, is valid for arbitrary N .

B. Quench from finite temperature

To consider a finite temperature initial state, i.e. described by an initial density matrix, we need to consider the
evolution of an arbitrary eigenstate of H0. These states are denoted by |n0〉 and are indexed by a set of occupation
numbers, introduced in the text, n0 = {n0k}k≥1 with n0k ∈ {0, 1}, with

∑∞
k=1 n

0
k = N . In fact |n0〉 is an eigenstate of

H0 with eigenvalue
∑
k≥1 n

0
kε

0
k, i.e.

H0|n0〉 =


∑

k≥1
n0kε

0
k


 |n0〉 . (13)

Under time evolution they become |n0, t〉 = e−iHt/~|n0〉 and read

〈x1, · · ·xN |n0, t〉 = Ψn0
(x1, · · ·xN ; t) =

1√
N !

det
1≤i,j≤N

ψki(xj , t) (14)

with |n0, t = 0〉 = |n0〉. Here 1 ≤ k1 < k2 < . . . kN denote the occupied states, i.e. n0k =
∑N
i=1 δk,ki . Hence for each of

these states the quantum probability corresponds to a distinct determinantal process based on a kernel K(x, x′, t;n0)

|Ψn0
(x1, · · ·xN ; t)|2 =

1

N !
det

1≤i,j≤N
K(xi, xj , t;n0) , K(x, x′, t;n0) =

+∞∑

k=1

n0kψ
∗
k(x, t)ψk(x′, t) (15)

Since each kernel K(x, x′, t;n0) is reproducing for any set n0 (since n2k = nk) with trace equal to N , it implies that
the correlations in that state are determinantal

Rm,n0
(x1, . . . , xm, t) = det

1≤i,j≤m
K(xi, xj , t;n0), (16)
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and which is zero if m >
∑
k≥1 n

0
k.

As discussed in [3] for the equilibrium problem, i.e. for t = 0 in our case, to study finite temperature T = 1/β > 0,
it is more convenient to work in the grand canonical (GC) ensemble, at chemical potential µ̃ (equal to the Fermi
energy µ at T = 0), where the total number of fermions can fluctuate. This is because in the canonical ensemble
(fixed N) the correlations are not determinantal. By contrast these correlations (defined below) are determinantal in
the GC ensemble [5]. In the large N limit we expect that for local observables the two ensembles are equivalent (see
also the discussion in [3, 6]).

The grand canonical measure amounts to attributing a weight to each eigenstate of H0, i.e. to each |n0〉. This
weight has a simple product form and the corresponding equilibrium partition sum and initial many body density
matrix Dβ,µ̃(t = 0) are defined as

Zβ,µ̃ =
∑

N

eβµ̃NZβ,N , Dβ,µ̃(t = 0) =
1

Zβ,µ̃

∑

n0

e−β(
∑
k ε

0
k−µ̃)n0

k |n0〉〈n0| (17)

where Zβ,N is the canonical partition sum Zβ,N =
∑

n0
δ∑

k n
0
k,n
e−β

∑
k ε

0
kn

0
k . Hence the grand canonical measure

amounts to attributing a weight pN = eβµ̃NZβ,N/Zβ,µ̃ for having N particles in the system at canonical equi-
librium. Under time evolution, the GC density matrix becomes Dβ,µ̃(t) obtained from Dβ,µ̃(t = 0) by replacing
|n0〉〈n0| → |n0, t〉〈n0, t|.

The natural definition of the correlations in the GC ensemble is obtained by averaging the correlation in each state
|n0, t〉 over the GC measure (denoted here and what follows by an overbar)

Rm(x1, . . . , xm, t) = Rm,n0
(x1, . . . , xm, t) :=

1

Zβ,µ̃

∑

n0

e−β(
∑
k ε

0
k−µ̃)n0

kRm,n0
(x1, . . . , xm, t) (18)

Using the property that the n0k are independent Bernoulli random variables in the GC measure, we obtain

Rm(x1, . . . , xm, t) = det
1≤i,j≤m

∑

k

n0kφ
0∗
k (xi)φ0k(xj) = det

1≤i,j≤m
Kµ̃(xi, xj , t) (19)

where the time-dependent GC kernel, and its equilibrium initial conditions are given by

Kµ̃(x, x′, t) =

+∞∑

k=1

n̄0kψ
∗
k(x, t)ψk(x′, t) , Kµ̃(x, x′, t = 0) =

∑

k

n̄0kφ
0∗
k (xi)φ

0
k(xj) (20)

Here the n̄0k ≡ n0k are the usual GC averaged occupation number (i.e n0k averaged over the Bernoulli distribution)

n̄0k =
1

1 + eβ(ε
0
k−µ̃)

,
∑

k

n̄0k = N̄ , (21)

where the second relation gives N̄ , the mean number of fermions, as a function of the chemical potential µ̃.
It is important to note that Kµ̃(x, x′, t) satisfies exactly the same evolution equation (10) in the text as Kµ(x, x′, t),

the zero temperature kernel, the only difference being the initial condition. Similarly, one defines the finite temperature
Wigner function in the GC ensemble, see Section 3 in [4]

Wµ̃(x, p, t) =
1

Zβ,µ̃

∑

N

N

2π~
eβµ̃N

∫ +∞

−∞
dydx2 . . . dxNe

ipy/~〈x+
y

2
, x2, . . . , xN |Dcβ,N (t)|x− y

2
, x2, . . . , xN 〉 (22)

where the canonical density matrix and partition function are defined as

Dcβ,N (t) =
1

Zcβ,N

∑

n0

δN,
∑
k n

0
k
e−β

∑
k ε

0
kn

0
k |n0, t〉〈n0, t| , Zcβ,N =

∑

n0

δN,
∑
k n

0
k
e−β

∑
k ε

0
kn

0
k (23)

As shown in [4] (see Appendix A) it is related to

Wµ̃(x, p, t) =
1

2π~

∫ +∞

−∞
dy e

ipy
~ Kµ̃(x+

y

2
, x− y

2
, t) (24)

and thus satisfies exactly the same evolution equation (11) in the text, although with a different initial condition as
T and µ̃ are varied.
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II. DYNAMICS FOR THE HARMONIC OSCILLATOR

In this section we study the dynamics of a single particle in a time dependent harmonic potential, with Hamiltonian

H(t) =
p2

2
+

1

2
ω(t)2x2 (25)

for various initial conditions.

A. The rescaling method

The rescaling method [7] compares the evolution with two different single particle Hamiltonians: (i) the time
dependent oscillator H(t) defined in (25) and (ii) the fixed frequency oscillator of Hamiltonian

H1 =
p2

2
+

1

2
ω2
1x

2 (26)

Let us denote by ϕ(x, t) the solution of i~∂tϕ = H(t)ϕ with an arbitrary initial condition ϕ(x, t = 0) = ϕ0(x), and
ϕ1(x, t) the solution of i~∂tϕ1 = H1ϕ1 with the same initial condition ϕ1(x, t = 0) = ϕ0(x). Then one has the relation
valid at all times t ≥ 0

ϕ(x, t) = ei
L′(t)
2L(t)~x

2 1√
L(t)

ϕ1(
x

L(t)
, τ(t)) (27)

where τ ′(t) = 1/L(t)2 and L(t) satisfies Ermakov’s equation [8]

∂2tL(t) + ω(t)2L(t) =
ω2
1

L(t)3
(28)

with L(0) = 1, L′(0) = 0. Let us recall that the general solution of the Ermakov equation has the form [9]

L(t) = ±
√
Ax1(t)2 + 2Bx1(t)x2(t) + Cx2(t)2 , AC −B2 = ω2

1 (29)

where x1(t) and x2(t) are two independent solutions of the time dependent harmonic oscillator ∂2t xi(t)+ω(t)2xi(t) = 0.

Let us recall that if x1(t) is a solution of the time dependent harmonic oscillator, then x2(t) = x1(t)
∫ t
dt′/x1(t′)2 is

also a solution of the time dependent harmonic oscillator.
There are two interesting choices for ω1 to apply this rescaling method. The first one is to choose ω1 = ω0

which directly leads to the solution given in the text for an initial state at equilibrium described by the Hamiltonian

H0 = p2

2 + 1
2ω

2
0x

2 as we now explain. The second choice, ω1 = 0, corresponding to free evolution, allows the treatment
of more general initial conditions and is discussed later below.

1. Harmonic oscillator initial condition

Let us choose first ω1 = ω0 and focus on the evolution of the k-th eigenstate φk(x, t), starting from the initial
condition φk(x, t = 0) = φ0k(x). In this special case, ϕ1(x, t) satisfies the Schrödinger equation i~∂tϕ1 = H0ϕ1 whose
solution is

ϕ1(x, t) = φ0k(x)e−i
ε0k t

~ (30)

is actually independent of time as this is an eigenstate of H1 = H0. Plugging this solution (30) in the rhs of Eq.
(27) and replacing t by τ(t) leads to Eq. (15) of the main text. The rescaling method extends also to many body
Hamiltonian, as discussed in [10]. To see it here for free fermion, we simply insert Eq. (15) of the text in the expression
of the kernel valid for arbitrary N

Kµ̃(x, x′, t) =
∑

k

n̄0kψ
∗
k(x, t)ψ∗k(x′, t) =

ei
L′(t)
2L(t)~ (x′2−x2)

L(t)

∑

k

n̄0kφ
0
k(

x

L(t)
)φ0k(

x

L(t)
) =

ei
L′(t)
2L(t)~ (x′2−x2)

L(t)
Kµ̃(

x

L(t)
,
x′

L(t)
, 0)

(31)
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which holds for any initial state at equilibrium at any arbitrary temperature T , with at T = 0, µ̃ = µ, and
n̄0k = θ(µ − ε0k). This leads to Eq. (17) in the text. A similar result was obtained in [11] together with the same
scaling formula for hard core bosons in the Tonks Girardeau limit. There it applies to the one body density matrix
[11, 12], which identifies with our kernel only at coinciding points. The density is the same in both models.

It is important to note that the evolution equations (10) and (11) in the text, for the kernel and the Wigner function
respectively remain valid for a time dependent potential with V (x)→ V (x, t). We can thus check explicitly that the
kernel given by Eq. (17) in the text obeys the evolution equation (10) in the text with V (x) → V (x, t). To perform
this check, one must use the fact that the equilibrium kernel Kµ̃(x, x′, t = 0) satisfies the same equation (10) in the
text with the term ∂tKµ̃ set to zero, and V (x)→ V0(x) = 1

2ω
2
0x

2.

Since here the initial condition is a harmonic oscillator, we know that the initial density ρN (x, t = 0) for large N

is given at T = 0 by the semi-circle in Eq. (1) of the text, with xe =
√

2µ/ω0 =
√

~
ω0

√
2N . The time evolution of

the density is thus quite simple and given at all times by a semi-circle as in Eq. (1) of the text with a moving edge
xe(t) = L(t)xe. In the bulk the time-dependent kernel at the scale of the inter-particle distance and at T = 0 retains
the form of the the sine kernel which holds at equilibrium

Kµ̃(x, x′, t) ' 1

ξx,t
Kbulk(

x− x′
ξx,t

) , Kbulk(z) =
sin 2z

πz
(32)

with the width ξx,t = 2~L(t)2/(ω0

√
xe(t)2 − x2) ∼ N−1/2. The same formula holds for a finite temperature quench,

in the regime T ∼ N , with Kbulk(z) → Kbulk
y (z) given by Eq. (118) in [3] with y = µ/T . Near the moving edge for

x ' xe(t) the kernel takes the scaling form given by the Airy kernel

Kµ̃(x, t;x′, t′) ' 1

wN (t)
Kedge(

x− xe(t)
wN (t)

,
x′ − xe(t)
wN (t)

) , Kedge(z, z′) =

∫ +∞

0

duAi(z + u)Ai(z′ + u) (33)

with a time dependent width wN (t) = wNL(t) and wN =
√

~
2ω0

N−1/6 ∼ µ−1/6. Taken at coinciding points, it yields

the formula (19) in the text for the form of the density around the edge. The same scaling form (33) holds at finite

temperature in the regime T ∼ N1/3 with Kedge → Kedge
b given in Eq. (132) in [3] with b = ~ω0

T N1/3.

Once the kernel is known, one can compute the Wigner function from Eq. (9) in the text. For any N one has

W (x, p, t) =
1

2π~

∫
dyeipy/~e−i

L′(t)
L(t)~xy

1

L(t)
K(

x

L(t)
+

y

2L(t)
,
x

L(t)
− y

2L(t)
, 0)

=
1

2π~

∫
dY ei(pL(t)−iL

′(t)x)Y/~K(
x

L(t)
+
Y

2
,
x

L(t)
− Y

2
, 0) = W (

x

L(t)
, pL(t)− L′(t)x, 0) (34)

where Y = y/L(t). This leads to the formula (18) in the text. The initial condition W (x, p, 0) is known exactly as a
sum over Laguerre polynomials Lk [4]

W (x, p, 0) =
1

π

∑

k

n̄0k(−1)kLk(2r2)e−r
2

, r2 =
ω2
0x

2 + p2

~ω0
, n̄0k =

1

1 + eβ(~ω(k+
1
2 )−µ̃)

. (35)

At T = 0 the sum is from k = 1 to k = N with n̄0k = 1. From this formula one shows that at large N the Wigner
function takes the form given in Eqs. (3) and (4) in the text at T = 0 (bulk and edge) and in Eq. (33) and (34) at
finite T (bulk and edge).

If one writes the last term in (34) using the formula (35), the variable r2 becomes r2 = p2B(t)2 + A(t)(x − x1)2,

with A = L′(t)2 +
ω2

0

L(t)2 and x1 = pL(t)3L′(t)
L(t)2L′(t)2+ω2

0
. Integrating over x one thus finds that the density in momentum

space, ρ̄N (p, t), is also given by a change of scale of its initial form, although the scale factor B(t) is more involved

ρ̄N (p, t) =

∫
dxW (x, p, t) = B(t)ρ̄N (B(t)p, t = 0) , B(t) =

L(t)√
1 + L(t)2L′(t)2

ω2
0

(36)

where ρ̄N (p, t = 0) is a semi-circle QuinnHaque2014. Hence the momentum density retains a a semi-circle form.
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The simplest case is when H is a time independent oscillator, ω(t) = ω. The solution of the Ermakov equation is then
L(t) = xe(t)/xe where xe(t) is given formula (14) in the text and xe =

√
2µ/ω0. One can check in this case that the

formula (34), i.e. (18) in the text, for the Wigner function, coincides with Eq. (13) in the text obtained by transporting
the Wigner function along the classical trajectories. With this is mind one should note, that for the harmonic oscillator
H0, the Wigner function from (35) depends only on the combination r2 (total energy), and one can verifiy explicitly
that ( x

L(t) )
2ω2

0 + (pL(t) − L′(t)x)2 is indeed exactly equal to (p cos(ωt) + ωX sin(ωt))2 + ω2
0(x cos(ωt) − p

ω sin(ωt))2

using L(t) = xe(t)/xe given in Eq. (14) of the text.

Note that the results of this section are valid for any choice of the n̄0k, i.e. they extend to the finite temperature
quench. They are also valid if the initial state is any N body eigenstate |n0〉 of the HO.

Finally we note that one can also treat, in a similar way, the case of an applied constant linear potential E(t)x ,
i.e. the evolution Hamiltonian

H(t) =
p2

2
+

1

2
ω(t)2x2 + E(t)x (37)

The equation (27) is replaced by

ϕ(x, t) = ei
L′(t)
2L(t)~x

2+ i
~x(a

′(t)− a(t)L
′(t)

L(t)
)+ i

~F (t) 1√
L(t)

ϕ1(
x− a(t)

L(t)
, τ(t)) (38)

where L(t) and τ(t) are given by the same equations as for E(t) = 0. There is a shift of the center a(t), which satisfies
the classical equation of motion

a′′(t) + ω(t)2a(t) + E(t) = 0 (39)

with a(t) = 0 and a′(t) = 0. The additional phase factor F (t) is determined from F ′(t) = a(t)a′(t)L′(t)
L(t) − 1

2a
′(t)2 −

a(t)2L′(t)2

2L(t)2 +
ω2

1a(t)
2

2L(t)4 with F (0) = 0.

The above results (31), (32) and (33) immediately generalize to this case upon the shift x → x − a(t) in all the
spatial arguments and a modified phase factor. One can also generalize the result Eq. (18) of the text for the Wigner
function. The solution now reads

W (x, p, t) = W0

(
x− a(t)

L(t)
, (p− a′(t))L(t)− (x− a(t))L′(t)

)
(40)

This is obtained either from the kernel, or alternatively (and more simply) by substituting (40) into the (time
dependent version of the) Wigner equation (11) in the text, which reads in this case

∂tW = −p∂xW + (ω(t)2x+ E(t))∂pW. (41)

Using that the initial condition W0 obeys the Wigner equation for the ω0 harmonic oscillator, i.e. 0 = −p∂xW0 +
ω2
0x∂pW , as well as Ermakov’s equation for L(t), i.e. Eq. (16) in the text, and Eq. (39) for a(t), one check can

directly that indeed (40) is the correct solution.

2. General initial condition

A second way to apply the rescaling method is to choose ω1 = 0. In this case the evolution under H1 is simply a
free evolution and is straightfoward to solve. One obtains now

Kµ̃(x, x′, t) = ei
L′(t)
2L(t)~ ((x′)2−x2) 1

L(t)
Kfree
µ̃ (

x

L(t)
,
x′

L(t)
, τ(t)) (42)

whereKfree
µ̃ (z, z′, τ) is the time-dependent kernel associated to the free evolution (underH1 = p2

2 ) with initial condition

Kfree
µ̃ (z, z′, 0) = Kµ̃(z, z′, 0) which here can be chosen arbitrarily. Note that the equation which determines L(t) is

now the linear oscillator equation

∂2tL(t) + ω(t)2L(t) = 0 , τ ′(t) = 1/L(t)2 (43)
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To obtain Kfree
µ̃ it is easier to consider its associated Wigner function W free (by Fourier transform according to

equation (9) in the text). The latter evolves according to Eq. (12) with V (x) = 0, i.e. ∂tW
free = −p∂xW free which

leads to

W free(x, p, τ) = W (x− pτ, p, 0) (44)

Using the inverse Fourier relation to equation (9) in the text, we obtain

Kµ̃(x, x′, t) =

∫
dp e−ip(x−x

′)/~ W (
x+ x′

2
, p, t) (45)

Applying this equation to obtain Kfree from W free and inserting into (42), we obtain the kernel at time t in terms of
the initial Wigner function as

Kµ̃(x, x′, t) = ei
L′(t)
2L(t)~ ((x′)2−x2) 1

L(t)

∫ +∞

−∞
dpe−ip

x−x′
~L(t) W (

x+ x′

2L(t)
− pτ(t), p, 0), (46)

which is valid for an arbitrary initial condition.
It is interesting to note that the formula for the corresponding Wigner function is simpler. Indeed, Fourier trans-

forming Kµ̃(x, x′, t) according to Eq. (9) in the text, and integrating over y and p, we obtain the solution for the
evolution under the ω(t)-oscillator starting from an arbitrary initial condition as

W (x, p, t) = W

(
x(

1

L(t)
+ τ(t)L′(t))− τ(t)L(t)p, L(t)p− L′(t)x, 0

)
, (47)

where we recall that L(t) and τ(t) are solutions of (43) with τ(0) = 0, L′(0) = 0, L(0) = 1.

Consider as an example the case ω(t) = ω. One now obtains L(t) = cos(ωt) and τ(t) = 1
ω tan(ωt) recovering the

equation (13) in the text. Note that in this method L(t) does not remain positive hence there are cancellations which
eventually lead to the final physical result.

We can now check that (47) is compatible with the transport of the Wigner function along the classical trajectories

W (x, p, t) = W (x0(x, p, t), p0(x, p, t), 0) ⇔ W (x(x0, p0, t), p(x0, p0, t), t) = W (x0, p0, 0) (48)

where x(x0, p0, t), p(x0, p0, t) denote the classical trajectories in the ω(t)-oscillator starting from (x0, p0) at t = 0.
Similarly, x0(x, p, t) and p0(x, p, t) denote the reciprocal function (initial condition as a function of the final condition).
To this aim we solve Hamilton’s equations

ẋ = p ṗ = −ω(t)2x (49)

by writing x(t) = A(t)x0 +B(t)p0 and p(t) = C(t)x0 +D(t)p0. We obtain the conditions equations

Ȧ = C , Ḃ = D , Ċ = −ω2A , Ḋ = −ω2B (50)

with initial conditions A(0) = D(0) = 1 and B(0) = C(0) = 0. One can check that for all times AD − BC = 1. The
inversion is thus

x0 = x0(x, p, t) = D(t)x−B(t)p , p0 = p0(x, p, t) = −C(t)x+A(t)p (51)

It is now easy to check that W (x0(x, p, t), p0(x, p, t)) indeed satisfies the Wigner equation (12) of the text with
V ′(x)→ V ′(x, t) = ω(t)2x. We now identify

D(t) =
1

L(t)
+ τ(t)L′(t) , B(t) = τ(t)L(t) , A(t) = L(t) , C(t) = L′(t) (52)

and it is easy to check that these functions satisfy the equations in (50).

In the presence of an additional external field E(t) the solution of the Wigner equation with an arbitrary initial
condition is simply given by (47) where x → x − a(t) and p → p − a′(t) in the r.h.s. of the equation. The functions
L(t) and τ(t) are again solutions of (43) with τ(0) = 0, L′(0) = 0, L(0) = 1, and a(t) is solution of (39) with a(t) = 0
and a′(t) = 0. This is easily checked, for an arbitrary initial condition W (x, p, 0), by inserting that solution into
the Wigner equation (41). The reason why the generalization to a time dependent external field is so simple for the
Wigner function is because for the oscillator the (time dependent) WE identifies with the Liouville equation. One
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can check that if W̃ is solution of the LE with ∂xṼ (x, t), then W (x, p, t) = W̃ (x − a(t), p − a′(t), t) is solution of

the LE with ∂xV (x, t) = ∂xṼ (x − a(t), t) − a′′(t). Thus, if W̃ is the solution for the ω(t) harmonic oscillator with

E(t) = 0, i.e. ∂xṼ (x, t) = ω(t)2x, then W is the solution for the ω(t) harmonic oscillator in presence of the field
E(t) = −ω(t)2a(t)− a′′(t) which is exactly Eq. (39).

An interesting question is about what happens for more general initial conditions, specifically where V0(x) is different
from the HO on the full line. For instance we know that the sine-kernel describes correlations in the bulk, for the
initial state, for quite general V0(x). Near the edge, the Airy kernel holds for a smooth V0(x), while the Bessel kernel
holds for hard wall potentials [13]. It is interesting to ask if any aspects of this universality in the initial state survive
a subsequent time evolution under a new Hamiltonian, in what follows we address this question.

B. Half-oscillator initial condition

One interesting example of non-harmonic initial condition is the half-harmonic oscillator

V0(x) =

{
1
2ω

2
0x

2 , x > 0

+∞ , x < 0
(53)

i.e. with an impenetrable wall at x = 0. The wall is removed at t = 0 and the evolution the occurs with V (x) = 1
2ω

2x2

on the full line. For simplicity we restrict ourselves to the case ω0 = ω and to T = 0.
Let us denote by χn(x), n = 0, 1, . . . the real eigenfunctions of the ω-harmonic oscillator on the full line. The

eigenfunctions of H0 are then
√

2χn(x) with n odd (so they are normalized on the half-axis), and which are odd
functions of x. The initial kernel associated with the ground state of the oscillator on the half line K+

µ can be
obtained by the image method, in terms of the kernel Kµ on the full line

K+
µ (x, x′, 0) = 2

∑

k≥1
θ(µ− ε02k−1)χ2k−1(x)χ2k−1(x′)θ(x)θ(x′) = (Kµ(x, x′, 0)−Kµ(x,−x′, 0))θ(x)θ(x′) (54)

Kµ(x, x′, 0) =
∑

n≥0
θ(µ− ε0n)χn(x)χn(x′) =

∑

k≥1
θ(µ− ε02k−1)χ2k−1(x)χ2k−1(x′) +

∑

k≥0
θ(µ− ε02k)χ2k(x)χ2k(x′)

where the even eigenfunctions cancel in the difference. Note that the relation between the Fermi energy µ and N is
now

µ = ~ω(2N +
1

2
) (55)

instead of µ = ~ω(N + 1
2 ) for the oscillator on the full line. The initial state corresponds to the model with a hard

wall and a smooth potential studied in [14, 15]. One knows that for large N , the image part of the kernel is important
only in a width 1/kF near the wall where kF =

√
2µ/~. Outside this region, for x > 0, i.e. in the bulk, one can

neglect the image part of the kernel, hence K+
µ (x, x′, 0) ' Kµ(x, x′, 0) for x, x′ > 0. The density in the bulk is thus a

half semi-circle, with xe =
√

2µ/ω

ρN (x, t = 0) ' 4θ(x)

πx2e

√
x2e − x2 (56)

normalized to unity on the positive axis. The Wigner function in the bulk is given by equation (3) in the text, i.e.

W (x, p, t = 0) ' 1

2π~
θ(µ− p2

2
− 1

2
ω2x2)θ(x), (57)

such that
∫
dpW (x, p, 0) = NρN (x). It is thus uniform on the initial Fermi volume Ω0 which is a half ellipse in the

(x, p) plane as represented in Fig. 1 of the text. Near x = 0, the kernel takes the scaling form [14, 15]

K+
µ (x, x′, 0) = kFKe(kFx, kFx

′) , Ke(z, z′) = [
sin(z − z′)
π(z − z′) −

sin(z + z′)
π(z + z′)

]θ(z)θ(z′) (58)

Note that the first term corresponds to the usual sine kernel, and is consistent (in the absence of a wall) with
kF = 2/ξx=0,t=0 where ξx,t is defined in the text below Eq. (38).
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! t
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p+
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e (t)

x+
e (t) = xe

x

p
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⇡
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e (t)
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p

⇡
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FIG. 1. Phase space picture in rescaled coordinates (p in units
√

2µ and x in units of xe =
√

2µ/ω0, denoted by p̃ and x̃ in the
text). The Fermi volume is delimited by the red straight line and the solid half-circle, which both rotate with time with angle
ωt. The edges of the time dependent spatial density are indicated in blue. The Fermi momenta p+ and p− given in (61) are
indicated in orange.

We now study the dynamics starting from this initial condition, for large N , and focus first on the bulk. From the
equation (13) in the text we see that the Wigner function is now uniform on the Fermi volume Ωt, which is the half
ellipse Ω0 rotated counter-clockwise by an angle ωt in phase space. We now calculate the time dependent density
using the relation

ρ̃N (x, t) =
p+(x, t)− p−(x, t)

2π~
, (59)

and we denote by [x−e (t), x+e (t)] the support of the density (which here is a single interval). It is convenient to use the
variables p̃ = p/

√
2µ and x̃ = x/xe. In these variable Ωt is just a half circle of unit radius rotated counter-clockwise

by ωt.
Let us start by discussing the time interval 0 < ωt < π/2. In this case, we find that the density ρN (x, t) is given

exactly by Eq. (20) of the main text which reads

ρN (x, t) =
2

πxe





0 , sin θ < − sinωt
sin(ωt+θ)

sinωt , | sin θ| < sinωt

2 cos θ , sin θ > sinωt

(60)

where x = xe sin θ and xe =
√

2µ/ω0. The density ρN (x, t) vs x for different values of t is shown in Fig. 2. Indeed,
as one can see on the Fig. 1, left panel, there are three regions

(i) for x̃ < − sinωt the density vanishes ρN (x, t) = 0, as given in the first line of Eq. (20) of the main text.
(ii) for − sinωt < x̃ < sinωt one has

p̃+ = x̃ cotωt , p̃− = −
√

1− x̃2 (61)

Hence the number density is given by

ρ̃N (x, t) =

√
2µ

2π~

(
x

xe
cotωt+

√
1− x2

x2e

)
(62)

Defining x = xe sin θ, with θ ∈ [−π2 , π2 ], the formula for the density ρN (x, t) = ρ̃(x, t)/N can be simplified to yield the

formula in the second line of (20) in the text. We have used
√

1− x2

x2
e

= cos θ and that at large N , N ' µ
2~ω which

leads to
√
2µ

2π~N = 2
πxe

.
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FIG. 2. Plots of the dimensionless number density xeρ̃N (x, t) as a function of x/xe for various times. The top figures are in
the time interval [0, π/(2ω)] and correspond to the formula (62).

(iii) for x̃ > sinωt, the density has not changed since t = 0 and is still exactly equal to the original semi-circle given
by formula (56), which can be rewritten as ρN (x, t) = 4

πxe
cos θ as given in the third line of (20) in the text.

The evolution of ρN (x, t) in the first quarter period 0 < ωt < π
2 is shown in Fig. 2, top panel. In this time

interval, the density vanishes linearly at the ” moving lower edge” x−e (t) = −xe sinωt. Writing δx̃ =
x−x−e (t)

xe
we have

sin θ ' − sinωt+ δx̃ and cos θ ' cosωt+ δx̃ tanωt leading to

ρN (x, t) =
4

πx2e sin 2ωt
(x− x−e (t)) +O((x− x−e (t))2) (63)

Note that the amplitude diverges at t→ 0+ and t→ π/2−, as the density becomes of semi-circular shape near x−e (t)
in these limits. The fact that the density vanishes linearly suggests that the limiting kernel which describes the edge
is not the Airy kernel.

At the mirror image point x = xe sinωt, i.e. θ = ωt, the density is continuous (between regimes (ii) and (iii)) with
ρN (x = xe sinωt, t) = 4

πxe
cosωt, but with a discontinuity in the first derivative. Beyond this point, for xe sinωt <

x < xe, the initial semi-circle density has survived. It vanishes at the upper edge x+e (t) = xe, which is thus time
independent in the time interval 0 < ωt < π/2.

As discussed in the text, once the density is known for 0 < ωt < π
2 it can be obtained at all t by noting the

symmetry (see the Fig. 1 in the text) ρN (x, t) = ρN (−x, πω − t), and the fact that it is time periodic with period
2π/ω. This implies, for instance, that in the time interval π

2 < ωt < π the upper edge x+e (t) recedes from x = xe to
x = 0, and the lower edge is fixed at x−e (t) = −xe. This can be seen from the right panel in Fig. 1, and from the
bottom panel of Fig. 2 (see also Figure 1 in the text).

To obtain the evolution near the edge, we use Eq. (46), which is valid for an arbitrary initial condition. In this
equation we replace the initial Wigner function by its expression in terms of the initial kernel (from (9) in the text).

Performing the change of variable p = x+x′

2L(t)τ(t) −
q
τ(t) it reads

Kµ̃(x, x′, t) =
ei

L′(t)
2L(t)~ ((x′)2−x2)

2π~L(t)τ(t)

∫ +∞

−∞
dqdy e

i
~ ( x+x′

2L(t)τ(t)
− q
τ(t)

)(y− x−x′
L(t)

) Kµ(q +
y

2
, q − y

2
, 0) (64)

Up to this point the result is exact (and valid for any initial condition H0). If we take the initial kernel to be the sine

kernel, i.e. replace Kµ(q + y
2 , q −

y
2 , 0) → sin kF y

πy , we obtain the same result as the rescaling of the initial sine-kernel

as in Eq. (31). This is consistent with our previous results for H0 being the harmonic oscillator, but it holds in fact
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in the bulk for essentially any initial condition. Let us also note that if we replace the initial kernel instead with the
image kernel, Kµ(q + y

2 , q −
y
2 , 0)→ sin 2kF q

2πq , we find again that it evolves by simple rescaling as in Eq. (31).

For the half-harmonic oscillator we must replace Kµ → K+
µ and the integration region is limited to that where

both arguments of the initial kernel are positive, hence
∫ +∞
−∞ dqdy →

∫ +∞
0

dq
∫ 2q

−2q dy. One can replace in the r.h.s.

the kernel by its edge form (58) whenever the integral is dominated by the region y ' q ' 0. This gives

Kµ̃(x, x′, t) =
ei

L′(t)
2L(t)~ ((x′)2−x2)

2π~L(t)τ(t)

∫ +∞

0

dq

∫ 2q

−2q
dy e

i
~ ( x+x′

2L(t)τ(t)
− q
τ(t)

)(y− x−x′
L(t)

)

(
sin kF y

πy
− sin 2kF q

2πq

)
(65)

It would be interesting to generalize the present study to the case of an initial condition given by a ω0 harmonic
oscillator for x > 0 in the presence of a 1/x2 wall, which is removed at t = 0. This initial condition is described near
the wall by a Bessel kernel, as we now discuss.

III. HARMONIC OSCILLATOR IN PRESENCE OF 1/x2 POTENTIAL

As claimed in [16] (which we checked explicitly) the rescaling method extends to the following choice of H(t) and
H1

H(t) =
p2

2
+

1

2
ω(t)2x2 +

α(α− 1)~2

2x2
, H1 =

p2

2
+

1

2
ω2
1x

2 +
α(α− 1)~2

2x2
(66)

This system is defined on x > 0 in presence of an impenetrable repulsive barrier with α > 1, alternatively one can
choose V (x) and V0(x) to be positive infinite for x ≤ 0. Let us study the case H0 = H1 with ω1 = ω0. The initial
condition is now a harmonic oscillator on the half line x > 0, plus a 1/x2 wall at x = 0. Note that for α = 1 it is
the half oscillator studied above, but with a different evolution Hamiltonian H(t). Let us calculate the corresponding
kernel. The eigenfunctions of H0 are expressed using Laguerre polynomials and labeled by the integer n = 0, 1..

φn(x) = Ane
−ω0x

2/2~xαLα−1/2n (ω0x
2/~) , εn = ~ω0(2n+ α+

1

2
) , |An|2 =

2(ω0/~)α+1/2n!

Γ(n+ α+ 1/2)
(67)

The relation between the Fermi energy µ and N is now µ = ~ω0(2n+ α + 1
2 ). The initial condition of the dynamics

at t = 0 is thus the T = 0 kernel corresponding to the ground state of H0

Kµ(x, y, 0) =
N−1∑

n=0

φ∗n(x)φn(y) = 2(
ω0

~
)α+1/2(xy)αe−

ω0(x2+y2)
2~

N−1∑

k=0

k!

Γ(k + α+ 1/2)
L
α−1/2
k (

ω0x
2

~
)L

α−1/2
k (

ω0y
2

~
) (68)

We use the identity [17] (see formula 8.974 p. 1002), for n = 0, 1, ..

(x− y)

(
n+ α− 1/2

n

) n∑

k=0

L
α−1/2
k (x)L

α−1/2
k (y)(

k+α−1/2
k

) = (n+ 1)
[
Lα−1/2n (x)L

α−1/2
n+1 (y)− Lα−1/2n+1 (x)Lα−1/2n (y)

]
(69)

Hence

Kµ(x, y, 0) = e−
ω0(x2+y2)

2~
2N !(ω0

~ )α−1/2(xy)α

Γ(N + α− 1/2)

L
α−1/2
N−1 (ω0x

2/~)L
α−1/2
N (ω0y

2/~)− Lα−1/2N (ω0x
2/~)L

α−1/2
N−1 (ω0y

2/~)

x2 − y2
(70)

a formula valid for any N . By construction this kernel is reproducible. The average initial density is thus given, for
any N , by

ρN (x, t = 0) = e−
ω0x

2

~
2N !(ω0

~ )α+1/2x2α

Γ(N + α− 1/2)

(
L
α− 1

2

N−1

(
ω0x

2

~

)
L
α+ 1

2

N−1

(
ω0x

2

~

)
− Lα+

1
2

N−2

(
ω0x

2

~

)
L
α− 1

2

N

(
ω0x

2

~

))
(71)

This family of kernels indexed by α are well known in RMT. Indeed, there is a one to one correspondence between
the T = 0 quantum JPDF of the positions of the fermions xi in this potential and the JPDF of the eigenvalues
λi = ω0x

2
i /~ of the Wishart-Laguerre ensemble of random matrices with β = 2 and M −N = ν = α− 1

2 [19]

Pjoint(λ1, · · · , λN ) =
1

ZN

∏

i<j

|λi − λj |2
N∏

k=1

λνke
−Nλk . (72)
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In the large N limit, the mean density of eigenvalues converges to the Marčenko-Pastur distribution [18], which upon
the change of variables leads to the half semi-circle given in Eq. (22) of the text.

From the rescaling method we know that for any N the time dependent kernel Kµ(x, y, t), evolving with H(t) given
in (66) keeps the scaling form given by Eq. (17) in the text. where L(t) is the same solution of the Ermakov’s equation
(16) in the text as for the harmonic oscillator. For the simplest case ω(t > 0) = ω one has L(t) = xe(t)/xe, where
xe(t) is given by Eq. (14) in the text and xe =

√
2µ/ω0. In the limit of large N there are two regions:

• The bulk, for x > 0 and kFx� 1 where kF =
√

2µ/~. In this region one can in fact neglect the 1/x2 potential
to leading order at large µ. Hence to leading order the right edge of the initial Fermi gas is at x ' xe. The
density in the bulk is thus the (time-dependent) half-semi circle given in (22) in the text.

• The second region is the edge kFx ∼ O(1). In that region at large N one shows that the Laguerre kernel
becomes the Bessel kernel which describes the ”hard edge” universality class of RMT [18]. This is easy to see
by neglecting the x2 term in the potential in (66). In that case the Bessel kernel is the exact kernel (for any
N) for H1 = H0 setting ω1 = ω0 = 0 (see for instance the detailed calculation in [15] Section 6.2). For the time
evolution, it leads to the formula (23) in the text for the time-dependent kernel near the edge. Up to a time
dependent scale, it remains the Bessel kernel which thus describes the edge at all times for this choice of H(t)
and H0.

IV. GENERIC SMOOTH CONFINING POTENTIALS

A. Classical evolution: Liouville equation

As discussed in the text, for generic potential V (x) with V ′′′(x) 6= 0 the WE differs from the LE by ”quantum
terms”. In the ”classical” limit, ~ ∼ 1/N and N large considered in [20] the Wigner function satisfies two exact
properties at T = 0

(i) (2π~W )2 = 2π~W , hence at any point (x, p) in phase space, either W (x, p, t) = 0 or 2π~W (x, p, t) = 1. Thus
2π~W is the characteristic function of Ωt the Fermi volume.

(ii) The Liouville equation is obeyed exactly, for any V (x). Hence Ωt is simply transported from the initial Fermi
volume by the classical equations of motion.

It is absolutely not obvious that these two properties necessarily apply at large N , i.e. large µ, but for fixed ~.
We have argued in the text that, when V (x) and V0(x) are both confining and smooth, and of ”similar” scales, the
quantum terms in the WE are subdominant at large µ at t = 0. This should ensure that it remains true in some time
window for t > 0.

We thus start by analyzing the Liouville equation

∂tW (x, p, t) = −p∂xW (x, p, t) + ∂xV (x)∂pW (x, p, t) (73)

and later will consider the ”quantum corrections”. Consider the classical trajectories in phase space, ẋ(t) = p(t) and
ṗ(t) = −V ′(x(t)). The Wigner function is constant along such trajectories d

dtW (x(t), p(t), t) = ∂tW (x(t), p(t), t) +
ẋ(t)∂xW (x(t), p(t), t) + ṗ(t)∂pW (x(t), p(t), t) = 0 if one uses both the LE and the classical equations of motion. Let
us denote (x(t) = xc(x0, p0, t), p(t) = pc(x0, p0, t)) the classical trajectory as a function of the initial point (x0, p0).
One can thus write the solution of the WE as

W (x, p, t) =

∫
dx0dp0W (x0, p0, 0)δ(x− xc(x0, p0, t))δ(p− pc(x0, p0, t)) (74)

Since the phase space volume element dxdp is preserved by the classical evolution and because of the unicity of the
solutions, one can also write the general solution of LE as in the text as W (x, p, t) = W (x0(x, p, t), p0(x, p, t), 0), where
x0(x, p, t), p0(x, p, t) denote the initial conditions (at t = 0) as functions of the final ones (at t). Note that all the
above extends to the case of a time dependent potential V (x, t).

Let us now consider an initial condition prepared at T = 0. For large N the initial condition is a theta function

W (x, p, 0) = 1
2π θ(µ−

p2

2 − V0(x)), hence under the LE the Wigner function

W (x, p, t) =
1

2π
θ(µ− p0(x, p, t)2

2
− V0(x0(x, p, t))) (75)

remains a theta function at all times, which is unity inside the transported Fermi volume Ωt and zero outside.
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There are various parameterizations for the boundary of Ωt, i.e. the transported Fermi surf St. The first one is in
terms of the (multiple) roots p(x, t) of the equation

µ =
p0(x, p(x, t), t)2

2
+ V0(x0(x, p(x, t), t)) (76)

Consider for simplicity V (x) to be time independent. One can show that any such root satisfies the Burgers equation
Eq. (28) in the text. Indeed, from energy conservation

p0(x, p, t)2

2
+ V (x0(x, p, t)) =

p2

2
+ V (x) (77)

one has the relations

p0∂pp0 + V ′(x0)∂px0 = p , p0∂xp0 + V ′(x0)∂xx0 = V ′(x) (78)

On the other hand, taking derivatives of (76) w.r.t. t and w.r.t. x and using the (time reversed) equation of motions
∂tp0 = V ′(x0) and ∂tx0 = −p0 gives

∂tp =
p0(V ′0(x0)− V ′(x0))

p0∂pp0 + V ′0(x0)∂px0
, ∂xp = −V

′
0(x0)∂xx0 + p0∂xp0
p0∂pp0 + V ′0(x0)∂px0

. (79)

Using the above relations we can show that

∂tp+ p∂xp+ V ′(x) = (1 + ∂xp0∂px0 − ∂xx0∂pp0)
p0(V ′0(x0)− V ′(x0))

p0∂pp0 + V ′0(x0)∂px0
. (80)

Consider now the first factor J(t) = 1 + ∂xp0∂px0 − ∂xx0∂pp0 appearing on the rhs of Eq. (80). One can evaluate
the time evolution dJ(t)/dt using the (time reversed) equation of motions ∂tp0 = V ′(x0) and ∂tx0 = −p0. After
a straightforward algebra, we find dJ(t)/dt = 0. This reflects the conservation of the volume in phase space. In
addition, from the initial condition where x = x0 and p = p0, we see that J(0) = 0. Hence J(t) = 0 for all time t ≥ 0.
Consequently Eq. (80) reduces to the Burger’s equation

∂tp+ p∂xp+ V ′(x) = 0 . (81)

Hence any root of (76), p(x, t), satisfies the Burgers equation (BE)

∂tp(x, t) + p(x, t)∂xp(x, t) + V ′(x) = 0 (82)

The transported Fermi volume Ωt can be parameterized by its ”section” in phase space at coordinate x, Ωt(x), given
as a function of x. It is defined such that p ∈ Ωt(x) iff (x, p) ∈ Ωt. In general Ωt(x) is made of multiple intervals (we

can call n(x, t) its number), i.e. Ωt(x) = ∪n(x,t)j=1 [pj−(x, t), pj+(x, t)], where the edges merge and disappear, or appear

in pairs, as x spans ]−∞,+∞[. Each of these roots pj(x, t) satisfies the BE inside its interval of existence.
Let us consider the simplest case, where one can write

W (x, p, t) =
1

2π~
θ(p− p−(x, t))θ(p+(x, t)− p) (83)

Since the number density is ρ̃(x, t) =
∫
dpW (x, p, t) = 1

2π~ (p+(x, t) − p−(x, t)), the form (83) is valid for x ∈ I =
[x−e (t)−, x+e (t)], the support of the density, which is assumed here to be a single interval. At x = x±e (t), in generic
situations, the density vanishes smoothly and p+(x, t) = p−(x, t). Let us first check that W in (83) satisfies the LE.
Inserting (83) in (73) we see that if p±(x, t) satisfy the BE (82) then the LE equation is indeed obeyed.

To recover the standard free fermion hydrodynamics one defines a local velocity field v(x, t) through

ρ̃(x, t)v(x, t) =

∫
dp p W (x, p, t), (84)

and using (83) then leads to the identification v(x, t) = 1
2 (p+(x, t) + p−(x, t)). One can also define the local kinetic

energy density

ε(x, t) =

∫
dp

p2

2
W (x, p, t) =

1

2
ρ̃(x, t)v(x, t)2 +

~2

6
π2ρ̃(x, t)3 (85)
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where in last equality arises from using (83) and (84). The term cubic in the fermion density is often called the
pressure term resulting from the Pauli exclusion principle.

We can now add and substract the two independent Burgers equations (82) for p+(x, t) and p−(x, t) and we obtain

∂tρ̃(x, t) + ∂x[ρ̃(x, t)v(x, t)] = 0 (86)

∂tv(x, t) + v(x, t)∂xv(x, t) + V ′(x) = − 1

ρ̃(x, t)
∂x(

~2π2

3
ρ̃(x, t)3) = −~2π2ρ̃(x, t)∂xρ̃(x, t) (87)

The first is the continuity equation (conservation of particle number) and the second the Newton force equation.
These are the standard hydrodynamical equations for fermions [21–24]. They can be obtained from the variation of
the action

Sf [ρ̃, v] =

∫
dxdt [

1

2
ρ̃(x, t)v2 − ~2π2

6
ρ̃3(x, t)− V (x)ρ̃(x, t)] (88)

under the constraint (86). Here they are simply obtained as a consequence of the Liouville equation.
The equilibrium is recovered for V (x) = V0(x), in which case

p±(x, t) = ±p0µ(x) , p0µ(x) =
√

2(µ− V0(x)) (89)

and W (x, p, t) = W (x, p, 0) becomes time independent. This provides a time-independent solution of the above
hydrodynamic equations.

In the case of the quantum quench, V (x) 6= V0(x), Eq. (83) gives the solution for the Wigner function to the LE,
where p±(x, t) are the solution of the BE (82) with initial conditions at t = 0 given by p±(x, t = 0) = ±p0µ(x).

As discussed in [25] the more complicated cases where the parameterization using Ωt(x) involves more than one
interval is called the 2k- hydrodynamics. Similar equations can be derived to describe it with hydrodynamic variables.
Eventually, the difficulty amounts to find a convenient parameterization to describe the (relatively simple) classical
dynamics of the Fermi volume.

B. Quantum corrections: width of the Fermi surf

As discussed in the text, to probe the quantum corrections to the Liouville equation, we look for a solution of the
full Wigner equation (WE), Eq. (11) in the text, near the Fermi surf, for p ≈ p+(x, t), of the form

W (x, p, t) ' F (ã) , ã =
p− p+(x, t)

D(x, t)
(90)

with a time-dependent thickness D(x, t) that we will determine below. Far from the Fermi surf, the approximation by
theta functions, Eq. (83), should hold, which leads to the boundary conditions F (+∞) = 0 and F (−∞) = 1. A priori
the function F can also depend on time, so we will include that term below, but will see that it can be neglected.
We first consider the WE truncated to cubic order, Eq. (25) in the text, and discuss higher order corrections below.
Inserting (90) into this cubic WE reads

(∂t + p∂x − V ′(x)∂p +
~2

24
V ′′′(x)∂3p)F (

p− p+(x, t)

D(x, t)
) = 0 (91)

Performing the derivatives and substituting p = p+(x, t) + ãD(x, t), where ã is the scaling variable of order O(1) we
obtain by dividing by F ′(ã)/D(x, t)

D(x, t)
∂tF

F ′(ã)
= V ′(x) + ∂tp+(x, t) + p+(x, t)∂xp+(x, t) (92)

+ã

(
∂tD(x, t) + p+(x, t)∂xD(x, t) +D(x, t)∂xp+(x, t)− F ′′′(ã)

ãF ′(ã)

~2

24D(x, t)2
V ′′′(x)

)
+ ã2D(x, t)∂xD(x, t), (93)

which should be obeyed for any ã of order O(1). The r.h.s. in the first line vanishes from the Burgers equation (82).
The last term can be argued to be small (see below) and we neglect it. Now if one chooses

F ′′′(ã) = 4ãF ′(ã) (94)
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which is obeyed by F (ã) =W(ã) = Ai1(22/3ã), then we obtain an evolution equation for D(x, t). Amazingly there is
a simple solution to this equation

D(x, t) = −(
~2

2
∂xxp+(x, t))1/3 (95)

This can be checked explicitly by plugging (95) into the equation (92) and by using the second derivative of the
Burgers equation (82)

3∂xp+(x, t)∂2xp+(x, t) + ∂t∂
2
xp+(x, t) + p+(x, t)∂3xp+(x, t) + V ′′′(x) = 0 (96)

Now we can check that this is the (unique) correct solution, since it satisfies the correct initial condition. Indeed, as

discussed above, the initial condition for the Burgers equation is p±(x, t = 0) = ±p0µ(x) where p0µ(x) =
√

2(µ− V0(x))
is its ”equilibrium” solution if one substitute V (x)→ V0(x). Thus we have

D(x, t = 0) = −(
~2

2
∂2xp

0
µ(x))1/3 =

~2/3

21/3p
(V ′0(x)2 + p2V ′′0 (x))1/3|p=p0µ(x) =

e(x, p)

p
|p=p0µ(x) (97)

The last expression is precisely equal to e(xe,pe)
pe

if (xe, pe) denotes a generic point on the Fermi surf with here the

parameterization xe = x, pe = p0µ(x) for the half top part of the Fermi surf (note that xe should be distinguished from
xe defined in this work, which is the upper edge of the semi circle). The factor of p in the numerator of (97) comes
from the matching of the two scaling variables in the region near the Fermi surf with a, ã = O(1)

a =
p2

2 + V0(x)− µ
e(x, p)

' p0µ(x)
p− p0µ(x)

e(x, p0µ(x))
=

p− p0µ(x)

D(x, t = 0)
= ã|t=0, (98)

where a is the scaling variable introduced for the equilibrium result (5) of the text.
The solution corresponding to θ(p−p−) is obtained similarly with ã→ −ã. Hence the complete ”quantum” solution

corresponding to (83) is

W (x, p, t) ' W(
p− p+(x, t)

D+(x, t)
)W(

p−(x, t)− p
D−(x, t)

) (99)

where here we denote D+(x, t) = D(x, t) and D−(x, t) = −(~2

2 ∂xxp−(x, t))1/3. Note that (99) is valid only when the
two edges in phase space are well separated 2π~ρ̃(x, t) = p+(x, t)− p−(x, t) � D+(x, t) + D−(x, t), i.e. far from the
edges in real space where the density vanishes.

We can now justify that higher order terms in the exact WE, Eq. (11) in the text, are subdominant (as compared
to the cubic approximation of the WE involving only V ′′′(x)) to predict the scaling form near the Fermi surf in the
limit of large µ. We use the same counting as in the text below Eq. (25). The main assumption is that counting in
µ and xe of V (x) and its derivative is similar to V0(x), i.e. the two potentials are not too dissimilar. In the text we
found the higher order terms in the WE are powers of the two small parameters which measure the deviation from
the classical limit and the LE

~
xepe

� 1 ,
~2/3

µ1/3x
2/3
e

� 1 (100)

Using the normalization
∫
dxdpW (x, p, t) = N we see that the first parameter is simply ∼ 1/N . The second one is

larger but is related to the quantum fluctuations near the edge. We first argue that the term neglected in (92) is small
compared to the others proportional to a, i.e.

a2D(x, t)∂xD(x, t)� ap+(x, t)∂xD(x, t) (101)

Recalling that eN ∼ (~µ/xe)2/3 (see text), we haveD(x, t) ∼ eN/pe ∼ ~2/3µ1/6/x
2/3
e and we find thatD(x, t)/p+(x, t) ∼

~2/3/(µ1/3x
2/3
e )� 1 for large µ.

Consider the next order quantum corrections, e.g. a term −g~4V (5)∂5pW in the W equation. The terms proportional
to a in (92) and containing the potential now read

− F ′′′(ã)

ãF ′(ã)

~2

24D(x, t)2
V ′′′(x)− g~4F

(5)(ã)

ãF ′(ã)
V (5)(x)

1

D(x, t)4
(102)
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Since ã = O(1) the ratio of these two terms is of order

V (5)(x)

V ′′′(x)D(x, t)2
∼ ~2/3

µ1/3x
2/3
e

� 1 (103)

Finally, we note that if we add the term proportional to ∂tF in the l.h.s. of (92) to the previous analysis, we
obtain the constraint that ∂tF (ã) ∼ ãF ′(ã), hence it corresponds simply to a redefinition of D(x, t). Therefore we
can assume simply that this term is absent at this order. Note that one can in principle perform an expansion in the

small parameter ~2/3

µ1/3x
2/3
e

to higher orders, where these neglected terms would play a role.

We note that the above derivation may be used to derive (or at least guess) the scaling form for equilibrium.
Curiously, the role of V ′′′(x) being non zero seems crucial in the argument, and it is unclear to us why that should
be so (for equilibrium).

In particular we note that for the harmonic oscillator the above equations do not determine the scaling function
F (ã), since the term containing V ′′′(x) is absent. Nevertheless we can check independently that our above result
holds, in a non-trivial way, for the harmonic oscillator. In that case we can use the general solution of the LE,
W (x, p, t) = W (x0(x, p, t), p0(x, p, t), 0), and the scaling form Eqs. (4) and (5) of the text, for the initial Wigner
function. The calculation for general V0(x) is quite non-trivial. Hence we choose for simplicity, V0(x) = 1

2ω
2
0x

2. In
this case

W (x, p, t) ' W(
p20
2 + V0(x0)− µ
(~ω0)2/3µ1/3

) , x0(x, p, t) = x cos(ωt)− p

ω
sin(ωt) , p0(x, p, t) = p cos(ωt) + ωx sin(ωt).

(104)
We thus obtain

p+(x, t) =
ω
(
x
(
ω2
0 − ω2

)
sin(2ωt) + 2ωω0

√
xe(t)2 − x2

)

2
(
ω2 cos2(ωt) + ω2

0 sin2(ωt)
) , xe(t) =

√
µ

ω0ω

√
ω2 + ω2

0 + (ω2 − ω2
0) cos(2ωt).(105)

We can now expand the scaling variable for p ≈ p+(x, t), which simplifies to give

a =
p20
2 + V0(x0)− µ
(~ω0)2/3µ1/3

) ' ω1/3
0 ~−2/3µ−1/3

√
xe(t)2 − x2(p− p+(x, t)), (106)

which implies that

D+(x, t) = ~2/3
(
µ

ω0

)1/3
1√

xe(t)2 − x2
(107)

Remarkably, the above prediction for D+(x, t), Eq. (95), using the formula (105) for p+(x, t) gives exactly the same
result.

Semi-classical saddle point representation. We can sketch here an argument which reproduces the above result
using semi-classical wave functions. It generalizes the study of [26–29] for a single particle to N fermions and extends
the calculation of [30, 31] at equilibrium to the nonequilibrium problem. It allows one to obtain other expressions at
non-generic points e.g. when ∂2xp(x, t) = 0 [4, 28, 32]. To study semi-classical wave functions one approximates them

as ψ(x, t) ' A(x, t)e
i
~S(x,t). In the limit ~→ 0 the Schrodinger equation then leads to the eikonal equation

∂tS +
1

2
(∂xS)2 + V (x) = 0 , 2∂tA+ 2∂xA∂xS +A∂2xS = 0 (108)

Consider first the initial condition at t = 0. The kernel can be written as

Kµ(x, x′, 0) =

∫
dε0θ(µ− ε0)ψ∗ε0(x)ψε0(x′) , ψε0(x) = Aε0(x, 0)e

i
~Sε0 (x,0) (109)

Sε0(x, 0) = Sε0(x) =

∫ x

dx′pε0(x′) , A(x, 0) = (2π~pε0(x))−1/2 , pε0(x) =
√

2(ε0 − V0(x)) (110)

where Sε0(x, t) = −ε0t + Sε0(x) and A(x, t) = Aε0(x, 0) are a stationary solution of (108) for V (x) = V0(x). There

is a second one with Sε0(x, t) = −ε0t − Sε0(x), i.e. ∂xSε0(x, t) = −
√

2(ε0 − V0(x)) which is located at a symmetric
point along the Fermi surf, not considered here. This choice satisfies the normalization
∫
dxψε0(x)ψ∗ε′0(x) =

1

2π~

∫
dx

[pε0(x)pε′0(x)]1/2
e
i
~ (Sε0 (x)−Sε′0 (x)) ' 1

2π~

∫
dx

pε0(x)
e
i
~ (ε0−ε′0)∂xSε0 (x) = δ(ε0 − ε′0) (111)
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which ensures the reproducibility of the kernel. We used that ∂xSε0(x) = pε0(x) and ∂x∂ε0Sε0(x) = 1/pε0(x). We can
now write the time dependent kernel as

Kµ(x, x′, t) =

∫
dε0θ(µ− ε0)ψ∗ε0(x, t)ψε0(x′, t) , ψε0(x, t) = Aε0(x, t)e

i
~Sε0 (x,t) (112)

where Sε0(x, t) and Aε0(x, t) are the solutions of (108) with V (x) (and not V0(x)) and the above initial conditions. We
note that ∂xSε0(x, t) = pε0(x, t) = p+(x, t) satisfies the Burgers equation (82) with initial condition pε0(x, t) = pε0(x),
hence the eikonal equation is associated to the Liouville equation. It is useful to verify that

Aε0(x, t) = (2π~)−1/2[∂ε0pε0(x, t)]1/2 (113)

is the time dependent solution of (108) with the correct initial condition given above. Indeed taking ∂ε0 of the Burgers
equation (82) yieds

∂t∂ε0pε0(x, t) + ∂ε0pε0(x, t)∂xpε0(x, t) + pε0(x, t)∂x∂ε0pε0(x, t) = 0 (114)

which is the same equation as obtained by inserting (113) into (108).
Let us now write the associated Wigner function as

W (x, p, t) =
1

2π~

∫
dε0θ(µ− ε0)

∫
dyA∗ε0(x+

y

2
, t)Aε0(x− y

2
, t)e

i
~ [py−Sε0 (x+

y
2 ,t)+Sε0 (x−

y
2 ,t)] (115)

Let us expand the term in the exponential

i

~
[py + Sε0(x+

y

2
, t)− Sε0(x− y

2
, t)] =

i

~
(p+ ∂xSε0(x, t))y − i

~
1

24
y3∂3xSε0(x, t) + . . . (116)

In the integral over y we can neglect the terms of order O(y5) and higher order terms. Performing the integral we
obtain

W (x, p, t) ' 1

2π~

∫ µ

−∞
dε0∂ε0pε0(x, t)

2

(−~2∂3xSε0(x, t))1/3
Ai

(
2

p− ∂xSε0(x, t)

(−~2∂3xSε0(x, t))1/3

)
(117)

Noting that the integral over ε0 is dominated by the region around ε0 ≈ µ, performing the expansion around ε0 = µ
in the argument of the Airy function, p− ∂xSε0(x, t) = p− pµ(x, t)− ∂µpµ(x, t)(ε0 − µ) + . . . and approximating the
term ∂ε0pε0(x, t) ' ∂µpµ(x, t) in the preexponential factor, we see that we can perform the integral over the positive

variable µ− ε0 and recover exactly (90) with F (ã) =W(ã) = Ai1(22/3ã).
The above derivation is valid at a generic point on the Fermi surf. It must modified if one deals with non generic

points, e.g. edges in the real space density where p+(x, t) and p−(x, t) coincide and annihilate.

V. EVOLUTION AND SCALING FORM OF THE FINITE TEMPERATURE WIGNER FUNCTION

The finite temperature Wigner function Wµ̃(x, p, t = 0) associated with the hamiltonian H0 in the grand canonical
(GC) ensemble at chemical potential µ̃ was defined in [4]. Its definition at arbitrary time is given by (22). It is related
to the time dependent GC kernel given in the text in Eq. (32) by Fourier transformation (24). As a consequence, it
does satisfy the WE Eq. (11) in the text, albeit with a T, µ̃ dependent initial condition.

It was shown in [4] that at equilibrium, i.e. here at t = 0, the finite temperature Wigner function Wµ̃(x, p, t = 0)
can be obtained from the Wigner function W (x, p, t = 0)|µ at T = 0 expressed as a function of the Fermi energy µ.
The relation reads

Wµ̃(x, p, t = 0) =

∫
dµ′

∂µ′W (x, p, t = 0)|µ=µ′
1 + eβ(µ′−µ̃)

(118)

Since the WE is linear, it is then clear that the same relation will hold for any t, leading to Eq. (34) in the text. For
large µ̃, i.e. large N̄ [see Eq. (21)], the integral is controlled by large µ′. In the bulk we can thus insert the form
(26) of the text for W (x, p, t) evaluated at µ = µ′, and we obtain the formula given above (33) in the text for the
time dependent Wigner function at finite temperature. We recall that x0(x, p, t) and p0(x, p, t) are the starting points
(at t = 0) of the classical trajectory (which goes from (x0, p0) to (x, p) in phase space) expressed as functions of the
endpoints (at time t).
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Let us now study the edge, i.e. the vicinity of the transported Fermi surf St. The regime of temperature where
the non trivial scaling arises at equilibrium, i.e. for t = 0, is T ∼ eN/b � µ, where b is the important dimensionless
parameter. We can first assume the same temperature regime for t > 0, but we will be more precise below. We insert
the scaling form for p near p+(x, t, µ) given by Eq. (30) and (31) of the text (valid at T = 0) inside Eq. (35) in the
text. We obtain

Wµ̃(x, p, t) =

∫
dµ′

1

1 + eβ(µ′−µ̃)
∂µ′W(

p− p+(x, t, µ′)

−(~2

2 ∂
2
xp+(x, t, µ′))1/3

) (119)

with F (a) =W(a) = Ai1(22/3a). Note that here we have indicated explicitly the dependence in µ, so p+(x, t, µ) denotes

the solution of Burgers equation (28) in the text, with initial condition p(x, t = 0, µ) = p0µ(x) =
√

2(µ− V0(x)). In
the low temperature regime of interest one has µ̃ ' µ (see [3, 4]). The analysis is quite similar to the one performed
at equilibrium in [4] (see end of Section III there). The integral in (119) is then dominated by µ′ near µ such that

β(µ′ − µ) = −bu and u = O(1). Let us denote ãµ = p−p+(x,t,µ)
D(x,t,µ) the scaling variable in the function W in (119). One

has

∂µãµ = − 1

D(x, t, µ)
∂µp+(x, t, µ)− aµ∂µ logD(x, t, µ) (120)

As for equilibrium [4], the second term on the r.h.s. is subdominant at large µ, hence we can write ãµ′ ' ãµ +
b
βu

∂µp+(x,t,µ)
D(x,t,µ) . Taking into account all factors we obtain

Wµ(x, p, t) =

∫ +∞

−∞

22/3du

1 + e−bu
Ai(22/3(ãµ +

bu

β

∂µp+(x, t, µ)

−(~2

2 ∂
2
xp(x, t, µ))1/3

)) =Wb(x,t)(ãµ) , b(x, t) = β
−(~2

2 ∂
2
xp(x, t, µ))1/3

∂µp+(x, t, µ)

(121)
which recovers Eq. (36) of the text. As noted there it matches the equilibrium result for t = 0 since one has

−(~2

2 ∂
2
xp

0
µ(x))1/3 = eN (x,p)

p |p=p0µ(x) on the Fermi surf and p0µ(x)∂µp
0
µ(x) = 1, hence b(x, t = 0) = βeN = b. In

the dynamics, the same scaling function as in equilibrium thus describes the quantum and thermal rounding of the
transported Fermi surf St. It depends on the parameter b which now becomes time dependent. It is also dependent
of the position along the Fermi surf, i.e. on x. The regime of thermal crossover is thus now b(x, t) = O(1).

Finally, as mentionned in the text below Eq. (35), for the harmonic oscillator one has b(x, t) = b, i.e. it is constant.
This can be verified using that b(x, t) = βD+(x, t)/∂µp+(x, t, µ) = b together with Eq. (107) and

∂µp+(x, t, µ) =
1

ω0

√
xe(t)2 − x2

(122)

which can be checked from (105).

VI. MULTI-POINT CORRELATIONS

A. Determinantal structure of correlations and Eynard-Mehta theorem

Here we address the multi-point, multi-time correlations. We show their extended determinantal structure and
obtain Eq. (36) in the text for the two time kernel. We follow closely the presentation in [33] and extend it to the
non equilibrium case. We want to calculate, with the notation X(a) = (xa1 , . . . , x

a
N ) the quantum correlations

Ct1,...,tm(X(1), . . . , X(m)) = (123)

〈E0|e
i
~ tmH|X(m)〉〈X(m)|e− i

~ (tm−tm−1)H|X(m−1)〉〈X(m−1)| . . . |X(2)〉〈X(2)|e− i
~ (t2−t1)H|X(1)〉〈X(1)|e− i

~ t1H|E0〉
where here |E0〉 is the ground state of H0. It is easy to check that each Ct1,...,tm(X(1), . . . X(m)) is normalized to
unity. Nevertheless, for m ≥ 2, they do not have the interpretation of a probability. Indeed they are not necessarily
real, since complex conjugation corresponds to time reversal C∗t1,...,tm(X(1), . . . , X(m)) = Ctm,...,t1(X(m), . . . , X(1)).

For m = 1 it is the equal time quantum joint probability Ct(X) = |Ψ(X, t)|2, with Ψ(X, t) = 〈X|e− i
~ tH|E0〉.

For non-interacting fermions, using the determinantal form of the real time many body propagator in terms of the
single particle one defined in (8) and the Slater determinant form of 〈X|E0〉

〈X|e− i
~ tH|Y 〉 =

1

N !
det

1≤j,k≤N
G(xj , yk; it) , 〈X|E0〉 =

1√
N !

det
1≤j,k≤N

φ0j (xk) (124)
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we can rewrite

Ct1,...,tm(X(1), . . . , X(m)) =

∫
dX(0)dX(m+1)Ct0,t1,...,tm,tm+1(X(0), X(1), . . . , X(m), X(m+1))|t0→0,tm+1→0 (125)

where we have inserted two complete sets of states |X(0)〉 and |X(m+1)〉 at (fictitious) times t0 and tm+1 (later set to
zero) so that (in simplified notation)

Ct0,t1,...,tm,tm+1(X(0), X(1), . . . , X(m), X(m+1)) =
1

N !m+2
detφ0j (x

0
k) detG(x0j , x

1
k; i(t1 − t0)) detG(x1j , x

2
k; i(t2 − t1))

× · · · × detG(xm−1j , xmk ; i(tm − tm−1)) detG(xmj , x
m+1
k ; i(tm+1 − tm)) detφ0j (x

m+1
k ) (126)

where the notation det stands for det1≤j,k≤N and where we have used that the eigenfunctions φ0j are real for a 1d
confining potential (which is not a restriction for the present considerations). Note that consequently G(x, x′, τ)
is symmetric w.r.t. x, x′. We have reversed the order of the terms for convenience. It is now exactly the form
required to apply the Eynard-Mehta theorem, see the formula (4.1) in Ref. [2] (see also Proposition 19 in Ref.
[35]). We can thus apply the Theorem (4.2) in [2]. The Gram matrix Gjk defined there becomes trivial in the
limit of interest here, t0, tm+1 → 0, i.e. Gjk = δjk. Indeed, using the convolution property of the propagator∫
dy G(x, y, τ)G(y, x′, τ ′) = G(x, x′, τ + τ ′), as well as G(x, x′, 0) = δ(x− x′), one has

Gjk =

∫ m+1∏

a=0

dxaφ0j (x
0)

m∏

a=0

G(xa, xa+1; i(ta+1 − ta))φ0k(xm+1)|t0→0,tm+1→0 =

∫
dx0φ0j (x

0)φ0k(x0) = δjk (127)

We thus obtain that Ct0,t1,..tm,tm+1
(X(0), X(1), . . . , X(m), X(m+1)) is a determinantal complex valued measure with

the kernel in Eq. (4.2) in [2], which becomes, using again the properties of the propagator, for 0 ≤ r ≤ m + 1,
0 ≤ s ≤ m+ 1 and setting t0 = tm+1 = 0

Kµ(x, tr; y, ts) = −G(x, y; i(ts − tr))θ0≤r<s≤m+1 +

N∑

j=1

∫
dz1dz2G(x, z1,−itr)φ0j (z1)φ0j (z2)G(z2, y; its) (128)

Upon integration over the extra coordinatesX0 andXm+1 (which is immediate, since using the determinantal property
it simply amounts to removing them and multiply by N !2), we finally obtain the following result. One defines (as in
[33]) general multi space-time correlation functions involving an arbitrary number `j of fermions in each time slice tj ,
with j = 1, . . . ,m, and t1 < t2 < · · · < tm as (see Fig. 3 of [33]) [34]

R`1,...,`m({x11, t1; . . . ;x1`1 , t1}, . . . , {xm1 , t1; . . . ;xm`m , tm}) =

q∏

j=1

N !

(N − `j)!

∫ q∏

j=1

N∏

i=`j+1

dx
(j)
i Ct1,...,tm(X(1), . . . , X(m))

(129)
The EM theorem states that any such correlation equals the determinant

R`1,...,`m({x11, t1; . . . ;x1`1 , t1}, . . . , {xm1 , t1; . . . ;xm`m , tm}) = det
1≤r,s≤m,1≤i≤`r,1≤j≤`s

Kµ(xri , tr;x
s
j , ts) (130)

with the following extended real time kernel, for 1 ≤ r, s ≤ m

Kµ(x, tr; y, ts) =

∫
dz1dz2G(x, z1,−itr)

(∑

k

(n0k − θ+(ts − tr)φ0k(z1)φ0k(z2)

)
G(z2, y; its) (131)

=
∑

k

(n0k − θ+(ts − tr))ψ∗k(x, tr)ψ(y, ts) (132)

where θ+(x) = 1 if x > 0 and θ+(x) = 0 if x ≤ 0. Here we have introduced the occupation numbers of the initial state.
It is clear that this derivation can be performed for any eigenstate of H0 with arbitrary set of occupation numbers
nk ∈ {0, 1}. Performing the GC average at the end, amounts to replacing the n0k by their GC averages n̄0k. It leads
to the corresponding determinantal property (130) in the GC ensemble at any temperature with the GC extended
kernel given in Eq. (36) in the text.

In the case H = H0, we have ψk(x, t) = e−iω(k+
1
2 )tφ0k(x) and Eq. (131) identifies with the formula (153) of Ref.

[33] (arXiv version) for the kernel at equilibrium.
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The simplest application of the above formula is to calculate the correlation functions of the density operator at
different times and T = 0. We define the density operator

〈X|ρ̂(z)|X ′〉 =
N∑

i=1

δ(xi − z)δ(X −X ′) , ρ̂(z, t) = e−
i
~Htρ̂(z)e

i
~Ht. (133)

Applying the formula (130) with one fermion per time slice (`1 = `m = 1) we obtain

〈Ψ0|ρ̂(x1, t1) . . . ρ̂(xm, tm)|Ψ0〉 = detKµ(xi, ti;xj , tj) (134)

with t1 < t2 < · · · < tm where |Ψ0〉 denotes the ground-state of H0.

B. Bulk and edge two time correlations and extended kernels

Consider the case where H(t) is the harmonic oscillator with time dependent frequency ω(t) and H0 is the harmonic
oscillator with fixed frequency ω0. Using the rescaling method, i.e. formula (15) in the text, and the representation
of the kernel, Eq (36) in the text, we can relate the nonequilibrium two time kernel to the equilibrium one

Kµ(x, t;x′t′) =
e
− i

~ (
L′(t)
2L(t)

x2− L
′(t′)

2L(t′)x
′2)

√
L(t)L(t′)

Keq
µ (

x

L(t)
, τ(t);

x′

L(t′)
, τ(t′)). (135)

where L(t) is the solution of the Ermakov equation (28) (setting ω1 = ω0) with L(0) = 1, L′(0) = 0 and τ ′(t) = 1/L(t)2.
Note that the right hand side only depends on τ(t)− τ(t′).

Let us now recall the results for the equilibrium two time kernel, Keq
µ̃ , for the ω0 harmonic oscillator obtained in

[33] in the large N limit.
Bulk regime. In the bulk it takes the scaling form

Keq
µ (x, t;x′, t′) = e

i
2ω0(t−t′) 1

ξx
Kbulk,r(

|x− x′|
ξx

, ~
t− t′
ξ2x

) (136)

where the scaling function has the simple form at T = 0

Kbulk,r(z, t) =
1

π

∫ 2

0

eiv
2t/2 cos(vz)dv , t ≥ 0 (137)

Kbulk,r(z, t) = − 1

π

∫ +∞

2

eiv
2t/2 cos(vz)dv , t < 0 (138)

where ξx = 2/(πNρN (x)) = 2~
ω0

√
x2
e−x2

where xe =
√

2µ/ω0 =
√

2N~/ω0. At finite T it can be read off from formula

(90-92) in [33].

We note that ξx ∼ 1/
√
N at large N , hence the equilibrium kernel decays very fast in t− t′. One can thus expand

for t − t′ small, t − t′ ∼ N−1, and x − x′ ∼ N−1/2. Inserting the scaling form (136) into Eq. (135) and using the
expansion

τ(t)− τ(t′) ' (t− t′)τ ′(t) =
t− t′
L(t)2

,
x

L(t)
− x′

L(t′)
' x− x′

L(t)
− x(t− t′)L

′(t)
L(t)2

(139)

we obtain the formula (38) of the text (where we have discarded the global phase factor) with

ξx,t = L(t)ξx/L(t) =
2~L(t)2

ω0

√
xe(t)2 − x2

(140)

where xe(t) is the time dependent edge, xe(t) = L(t)xe. One can thus define a velocity of propagation of correlations
vx,t = xL′(t)/L(t), at the edge x = xe(t) is equal to the velocity of the edge d

dtxe(t) = xeL
′(t) (since xe(t) = xe L(t)).

Note that this velocity is of order N1/2 hence the two terms in the argument of the scaling function in the Eq. (38)
of the text, i.e. x− x′ and vxt(t− t′), are of the same order, i.e. N−1/2.
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xe(t) xe(t
0)x x0

⇠ N�1/6

⇠ N1/6

⇠ N�1/6

FIG. 3. Illustration of the two different scales in the nonequilibrium dynamics at the edge [see Eq. (39) for the two time

correlation in the text]: the two regions (in red) x − xe(t) ∼ wN (t) ∼ N−1/6 and x′ − xe(t′) ∼ wN (t) ∼ N−1/6 (i.e. the scale
over which the density vanishes) are separated by a much larger length scale (in blue) which is due to the motion of the edge

xe(t′)− xe(t) ∼ N1/6.

Edge regime. We recall that near the edge, i.e. for x, x′ ≈ xe, the equilibrium kernel (at finite temperature) takes
the scaling form

Keq
µ̃ (x, t;x′, t′) =

1

wN
Kedge,r
b (

x− xe
wN

,
x′ − xe
wN

, (t− t′)ω0N
1/3) (141)

where wN =
√

~
2ω0

N−1/6 ∼ µ−1/6 and b = ~ω0

T N1/3. The scaling functions are [33]

Kedge,r
b (s, s′, u) =

∫ +∞

−∞
dv

e−ivu

e−bv + 1
Ai(s+ v)Ai(s′ + v) , u ≥ 0 (142)

Kedge,r
b (s, s′, u) = −

∫ +∞

−∞
dv

e−ivu

e−bv + 1
Ai(s+ v)Ai(s′ + v) , u < 0 (143)

We now insert the scaling form (141) into Eq. (135) and use the expansion, for small time differences t′− t ∼ N−1/3

(τ(t)− τ(t′))ω0N
1/3 ' t− t′

L(t)2
ω0N

1/3 (144)

x′/L(t′)− xe
wN

=
1

wNL(t)
(x′ − xe(t)− x′(t′ − t)

L′(t)
L(t)

) ' 1

wNL(t)
(x′ − xe(t)− xe(t)(t′ − t)

L′(t)
L(t)

). (145)

This leads to Eq. (39) in the text (up to a global phase factor which was discarded) where wN (t) = wNL(t) and
ve(t) = xeL

′(t) is the velocity of the edge. Note that this velocity is of order N1/2 hence now the term ve(t− t′) is of
order N1/6, while x−xe(t) ∼ N−1/6. Hence the two regions x−xe(t) ∼ N−1/6 and x′−xe(t′) ∼ N−1/6 are separated
in space by a much larger distance N1/6 (see Figure 4).

VII. LARGE TIME LIMIT

As discussed in the text, it was found in [20] that in the classical limit ~ = 1/N and large N , the Wigner function
converges at large time to a limit which was calculated. This was claimed to hold for “generic” potentials V (x),but
not for the harmonic oscillator.

In the text we have studied the quantum case, and obtained the formula for the diagonal approximation (DA)

Kdi
µ̃ (x, x′) =

∞∑

`=1

ν`φ
∗
` (x)φ`(x

′) (146)

where we recall that the φ`(x) are the eigenstates of H and

ν` =
∑

k

n̄0k |〈φ`|φ0k〉|2 = 〈φ`|
1

1 + eβ(H0−µ̃) |φ`〉 (147)
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using that n̄0k = (1 + eβ(µ̃−ε
0
k))−1, implying

∑
k n̄

0
k|φk0〉〈φ0k| = [1 + eβ(H0−µ̃)]−1. As discussed in the text, the DA

gives the exact time average of the kernel at large time, Kdi
µ̃ (x, x′) = limτ→+∞ 1

τ

∫ τ
0
dtKµ̃(x, x′, t). This is an exact

statement, a priori valid for any N and ~, since the eigenstates of H are non degenerate. If the large time limit of
the kernel exists, i.e. K∞µ̃ (x, x′) = limt→+∞Kµ̃(x, x′, t), then it is given by the DA, i.e. K∞µ̃ (x, x′) = Kdi

µ̃ . However,
showing that this limit exists, e.g. for large N and “generic” potentials, and quantify the decay towards it, is much
more delicate and a priori requires further knowledge of the spectrum of H. There are potentials, such as the harmonic
oscillator, and, as we have shown here, the harmonic oscillator plus a 1/x2 potential (which is a fully quantum case
which does not obey the Liouville equation), where for any N the system is time-periodic and the limit thus does
not exist. This program was achieved in the classical limit ~ = 1/N and large N in [20], where a power law decay of
the Wigner function to the limit was obtained. This implies the same for the kernel since they are related by simply
Fourier transforming. For the quantum case, to our knowledge, the question of large time convergence is open.

Here we derive Eq. (41) in the text for the Wigner function in the DA. Then we take the classical limit and verify
that it reproduces the result of [20]. As shown in the text, the DA is also equivalent to the result from the simplest
Generalized Gibbs Ensemble (GGE) prediction. This settles the question for correlation embodied in the kernel,
e.g. the one point density. Next we derive the formula (45) in the text for multipoint correlations in the DA, which
deviates from the predictions of the simplest GGE.

A. Derivation of Eq. (41) of the text

To calculate the Wigner function associated with the DA kernel (146) we define the kernel of the ground state of H

KH
µ (x, x′) =

∑

`

θ(µ− ε`)|φ`〉〈φ`|. (148)

Now, let us define a function νµ̃(ε) such that

νµ̃(ε`) = ν` (149)

This function will be evaluated only at these points hence its value elsewhere is unimportant. Using ∂µK
H
µ (x, x′) =∑

` δ(µ− ε`)|φ`〉〈φ`| we see that we can rewrite

Kdi
µ̃ (x, x′) =

∞∑

`=1

νµ̃(ε`)φ
∗
` (x)φ`(x

′) =

∫
dµ′νµ̃(µ′)KH

µ′ (x, x
′) (150)

If we define the Wigner function WH
µ (x, x′) associated to the ground state of H from KH

µ′ (x, x
′) using the Eq. (9) of

the text, by linearity of the Fourier transform we obtain Eq. (41) of the text.

B. Classical limit

To deal with the classical limit it is convenient to introduce the density of occupation numbers and the density of
states of H, together with their relation

ν̂µ̃(ε) =
∑

`

ν`δ(ε− ε`) , ρ(ε) =
∑

`

δ(ε− ε`) , ν̂µ̃(ε) = νµ̃(ε)ρ(ε) (151)

In the classical limit ~ ∼ 1/N , and large N , we can use the result that the Wigner function WH
µ (x, p) becomes

WH
µ (x, p) ' 1

2π~θ(µ−H(x, p)). Inserting this form in Eq. (41) of the text we obtain Eq. (43) of the text, i.e.

W di
µ̃ (x, p) ' 1

2π~
νµ̃(H(x, p)) , H(x, p) =

p2

2
+ V (x) (152)

We now restrict ourselves to the case T = 0, and consider the probability that a measure of the energy operator H
of one fermion in the initial state gives a value ε, P (ε). In the classical limit we know that this can be evaluated as
an average over the Wigner function of the initial state of H(x, p)

P sc(ε) =
1

N

∫
dx0dp0W (x0, p0, 0)δ(ε−H(x0, p0)) (153)
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which is normalized to unity. On the other hand the same observable in the quantum case can be calculated as follows

P (ε) =
1

N

∑

i

〈Ψ(t = 0)|δ(ε−Hi)|Ψ(t = 0)〉 , 〈x1, . . . , xn|Ψ(t = 0)〉 =
1√
N !

det
1≤i,k≤N

φ0k(xi) (154)

where Hi is the single particle Hamiltonian of the i-th particle, leading to

P (ε) =
1

N

N∑

k=1

〈φ0k|δ(ε−H)|φ0k〉 =
1

N

∑

k

θ(µ− ε0k)〈φ0k|δ(ε−H)|φ0k〉 (155)

as can be seen e.g. expanding the Slater determinants in sums over permutations and integrating over all coordinates
except one. One can check that it is also normalized to unity. This formula can be rewritten as

P (ε) =
1

N
Tr[θ(µ−H0)δ(ε−H)] =

1

N

∑

`

〈φ`|θ(µ− ε`)|φ`〉δ(ε− ε`) =
1

N
ν̂µ(ε) (156)

where in the second equality we expressed the trace in the eigenbasis of H and used that ν` = 〈φ`|θ(µ− ε`)|φ`〉.
It is thus clear that in the classical limit at T = 0 we have

P (ε) =
1

N
ν̂µ(ε)→ P sc(ε) =

1

2π~N

∫
dx0dp0 δ(ε−

p20
2
− V (x0))θ(µ− p20

2
− V0(x0)) (157)

We now use our result (152) for the Wigner function in the classical limit

W di
µ̃ (x, p) ' 1

2π~
νµ̃(H(x, p))→ 1

2π~
ν̂scµ (ε)

ρsc(ε)
|ε=H(x,p) =

N

2π~
P sc(ε)

ρsc(ε)
|ε=H(x,p) (158)

=
1

ρsc(H(x, p))

∫
dx0dp0

2π~
δ(H(x, p)−H(x0, p0))W (x0, p0, 0) (159)

where ρsc(ε) is the semi-classical density of states of H. This is our main result for the classical limit of the DA Wigner
function, which we recall is exact for the time averaged Wigner function in all cases (i.e. solution of the Liouville
solution) and equal to the large time limit when this limit exists. Although derived here from the quantum formula
at T = 0 it is actually easy to see that it extends to a finite temperature quench, and in fact to any initial condition
W (x0, p0, 0) (see below).

We can now obtain a more explicit form for the numerator and the denominator of the first line of (158), which
will allow us to compare with the result of [20], obtained by a completely different method. Let us consider, again,
only the case T = 0. If V (x) is a confining potential, there are only periodic classical trajectories. The semi-classical
density of states ρsc(ε) is related to the period T (ε) of the classical orbits at energy ε. Let us assume for simplicity
that there is only one periodic orbit at energy ε, with turning points x±(ε). In the limit of small ~, the semi-classical

quantization condition for level k at energy ε = εk reads 2
∫ x+(ε)

x−(ε)
dx
√

2(ε− V (x))|ε=εk = 2π~k. From this one obtains

ρsc(ε) ' dk

dεk
|εk=ε =

1

~π

∫ x+(ε)

x−(ε)

dx√
2(ε− V (x))

=
T (ε)

2π~
(160)

In case of multiple classical orbits at the same energy, with periods Ti(ε), as is the case e.g. for a double well potential,

a more general formula is ρsc(ε) ' 1
~π
∫ +∞
−∞

dx√
2(ε−V (x))+

=
∑
i Ti(ε)/(2π~) where 1√

(x)+
= 1√

x
θ(x).

Next one can integrate over p0 in (157) and obtain

P sc(ε) =
1

π~N

∫
dx0

1√
2(ε− V (x0))+

θ(µ− ε+ V (x0)− V0(x0)) (161)

Note that there are two roots for p0 leading to an overall factor of 2. Putting all together, we find our final formula
for the Wigner function in the DA and the classical limit, valid in all cases

W di
µ̃ (x, p) ' 1

2π~

∫ +∞
−∞ dx0

1√
2(ε−V (x0))+

θ(µ− ε+ V (x0)− V0(x0))

∫ +∞
−∞

dx0√
2(ε−V (x0))+

∣∣∣∣
ε=H(x,p)

(162)
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In Ref. [20] the simplest case was studied, i.e. when there are at most two roots to the equation

µ−H0(x0, p0) = ε−H(x0, p0) ⇔ µ− ε+ V (x0)− V0(x0) = 0 (163)

denoted there x±0 (ε), and a single periodic orbit per energy. In that case our formula (162) can be rewritten as

W di
µ̃ (x, p) ' 1

π~T (ε)

∫ x+
0 (ε)

x−0 (ε)

dx0
1√

2(ε− V (x0))
|ε=H(x,p) (164)

which can be compared with Eq. (56) in [20] for the different case of open trajectories in a spatially periodic system
which takes a similar form.

In general however there can be more than two roots to the equation (163). Indeed for a given ε this equation
describes the intersection of the contour line of H defined by the curve H(x0, p0) = ε, with the initial Fermi surf

H0(x, p) < µ, which may have an arbitrary even number of roots x±,j0 (ε). The difference between these situations is
illustrated in Figs. 4 and 5. In that case the formula (162) obtained here is likely to be more convenient.

x

pH0(x0, p0) = µ

x�
0 x+

0

H(x0, p0) = ✏

FIG. 4. Case where there are at most two roots to the equation (163). In yellow the initial Fermi surf H0(x, p) = µ in the (x, p)
phase space. The intersection with the surfaces of fixed energy H(x, p) = ε determine the two roots x±0 (ε). Note that there are
in fact 4 intersections of these two surfaces because of the symmetry p→ −p.

x�,1
0 x+,1

0 x+,2
0x�,2

0
x

p
H0(x0, p0) = µ

H(x0, p0) = ✏

FIG. 5. Same as Fig. 4 except now there can be more than two roots to (163), hence there can be more than 4 intersections
of the two surfaces.

Let us mention an alternative approach to the above derivation. One defines the Wigner function for a single
particle in the eigenstate φ` of H

W`(x, p) =
1

2π~

∫
dpeipy/~φ∗` (x+

y

2
)φ`(x−

y

2
) ,

∑

`

θ(µ− ε`)W`(x, p) = WH(x, x′) (165)
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One can then show that ν` = 2π~
∫
dydpW (y, p, 0)W`(y, p), which implies that

W di
µ̃ (x, p) =

∑

`

ν`W`(x, p) = 2π~
∑

`

[ ∫
dydp′W (y, p′, 0)W`(y, p

′)

]
W`(x, p) (166)

This shows that the N fermion Wigner function in the DA is a sum of single particle Wigner function, weighted by
the overlap with the initial Wigner function. This overlap is, heuristically, proportional to the volume of phase space
of each single particle state which lies inside the initial Fermi volume. In the semi-classical limit we thus have

W`(x, p) '
1

T (ε`)
δ(ε` −

p2

2
− V (x)) (167)

which is clearly normalized to unity
∫
dpdxW`(x, p) = 1. Inserting (167) into (166) we see that it exactly agrees with

the final formula in (158) using that

1

ρsc(ε)
= (2π~)2

∑

`

1

T (ε`)2
δ(ε` − ε) (168)

which is equivalent to (160).
Finally let us note that in the classical limit 2π~W (x, p, t) is either 0 or 1 pointwise, as discussed above. However

we note that the infinite time limit obtained here and in [20], 2π~W (x, p, t = ∞) is a smooth function with values
in [0, 1]. These two facts can be reconciled as follows. As can be seen, e.g. in the leftmost plot in Fig. 2 in [20], it
is expected that this limit is indeed distributional and not pointwise. This means that its value is proportional the
local density of points where 2π~W takes the value 1. It would be interesting to understand how this rather unusual
feature is modified in presence of the quantum effects, in the light of what we have shown here i.e. that at finite time
the quantum corrections (i.e. a finite ~) induce a quantum “width” to the Fermi surf.

C. Diagonal ensemble and m-point correlations

We now derive the equation (45) in the text. We consider the evolution from an eigenstate |n0〉 of H0 with a given
set of occupation numbers n0 = {n0k}k≥1 with n0k ∈ {0, 1}, with

∑∞
k=1 n

0
k = N . As discussed in Section I B the

correlations in this state are determinantal and given by

Rm,n0
(x1, . . . , xm, t) = det

1≤i,j≤m
K(xi, xj , t;n0) , K(x, x′, t;n0) =

+∞∑

k=1

n0kψ
∗
k(x, t)ψk(x′, t) = 〈x|K[n0, t]|x′〉 (169)

where we define the operator form of the kernel as

K[n0, t] =
∑

k

n0k|ψk(t)〉〈ψk(t)| , |ψk(t)〉 = e−iHt/~|φ0k〉 (170)

This can also be written as

Rm,n0(x1, . . . , xm, t) = 〈A : x1, . . . , xm|K[n0, t]⊗ · · · ⊗K[n0, t]|A : x1, . . . , xm〉 (171)

where ⊗ is the tensorial product and |A : x1, . . . , xm〉 = 1√
m!

∑
σ∈Sm(−1)σ|xσ(1), . . . , xσ(m)〉. The tensor product

evolves as

K[n0, t]⊗ · · · ⊗K[n0, t] = eiHmtK[n0, 0]⊗ · · · ⊗K[n0, 0]e−iHmt (172)

where Hm is the m fermion Hamiltonian, since we retain only antisymmetric states. We can parameterize its or-
thonormal eigenbasis by |n〉 where n` = 0, 1 are occupation numbers with

∑
` n` = m. These eigenstates are Slater

determinants 〈x1, . . . , xm|n〉 = 1√
m!

det1≤i,j≤m φ`i(xj) (such that n` =
∑m
j=1 δ`,`j ) and thus antisymmetric, hence

Rm,n0
(x1, . . . , xm, t) (173)

= m!
∑

n,n′,
∑
` n`=m,

∑
` n
′
`=m

〈x1, . . . , xm|n〉〈n′|x1, . . . , xm〉e−it
∑
` ε`(n

′
`−n`))〈n|K[n0, 0]⊗K[n0, 0]⊗ · · · ⊗K[n0, 0]|n′〉



27

The diagonal ensemble is defined such that we keep only the terms n = n′ hence

Rdi
m,n0

(x1, . . . , xm) = m!
∑

n,
∑
` n`=m

|〈x1, . . . , xm|n〉|2〈n|K[n0, 0]⊗ · · · ⊗K[n0, 0]|n〉 (174)

On the other hand it is easy to see that

〈n|K[n0, 0]⊗ · · · ⊗K[n0, 0]|n〉 = det
1≤i,j≤m

〈φ`i |K[n0, 0]|φ`j 〉. (175)

We can now perform the average over the occupation numbers n0 with the grand canonical weight and we obtain a
first expression for the m-point GC correlation in the DA

Rdi
m(x1, . . . , xm) = m!

∑

n,
∑
` n`=m

|〈x1, . . . , xp|n〉|2 det
1≤i,j≤m

〈φ`i |
1

1 + eβ(H0−µ) |φ`j 〉 (176)

Defining as in the text ν`,`′ = 〈φ`| 1
1+eβ(H0−µ) |φ`′〉 = 〈c†`c`′〉0 and using the Slater determinant form of the states |n〉

given above we obtain the formula (45) in the text. We give here several other equivalent forms

Rdi
m(x1, . . . , xm) =

∑

`1<···<`m
det

1≤i,j≤m
[
m∑

k=1

φ`k(xi)φ`k(xj)] det
1≤i,j≤m

ν`i,`j (177)

=
∑

n,
∑
` n`=m

det
1≤r,s≤m

[ m∑

i,j=1

φ`i(xr)〈φ`i |
1

1 + eβ(H0−µ) |φ`j 〉φ`j (xs)
]

=
∑

n,
∑
` n`=m

det
1≤i,j≤m

〈xi|Kn
1

1 + eβ(H0−µ)Kn|xj〉

This DA for the-m point correlation is the exact limit of the time averaged kernel if there are no degeneracies in
the m-fermion Hamiltonian Hm. Such degeneracies would happen if

∑
` ε`(n

′
` − n`)) = 0 for some pairs of distincts

n 6= n′.
As mentioned in the text the result for the DA is different from the prediction of the simplest GGE. This prediction

amounts making the replacement det1≤i,j≤m ν`i,`j → ν`1 . . . ν`m , leading to

Rdi
m(x1, . . . , xm)→ 1

m!

∑

`1,...,`m

det
1≤i,j≤m

[ν`iφ`i(xj)] detφ`i(xj) = det
1≤i,j≤m

[
∑

`

ν`φ`(xi)φ`(xj)] = RGGE
m (x1, . . . , xm)

(178)
where we have used the Cauchy-Binet identity. This shows that unless one can neglect the off-diagonal elements, the
time averaged correlation (i.e. as obtained from the DA) does not coincide with the GGE prediction for m ≥ 2.
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