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Abstract—In this paper we first present a simplified DNA
storage chain (partially inspired by the classical digital com-
munication principles) and review the last advances on error-
correcting codes for DNA storage. We then introduce a novel
DNA channel model for a new generation of nanopore sequencers.
For this, we analyze the reported experimental results to define
and characterize an original DNA sequencing channel model.
This contribution opens new directions in the design of efficient
error-correcting codes to improve the performance of DNA-based
data storage.

I. INTRODUCTION

We have entered an era where the explosion of data is a
reality –ranging from engineering and science to business and
biology. Ninety percent of the data in the world today has
been created in the last two years alone and our current output
of data is roughly 2.5 quintillion bytes a day [1]. Moreover,
with a world that becomes more connected through an ever-
increasing number of digital devices, this trend can only grow
over the coming years. Consequently, novel challenges in data
storage technologies continue to arise.

Data archives (or archival storage) serve as a way of
reducing primary storage consumption and related costs. This
kind of storage protects older information that is not needed for
everyday operations but may have to be accessed occasionally.
Devices for archival storage then require a large capacity and
excellent durability. These features are difficult to find in many
modern memories, leading to the study of alternative emerging
technologies based on molecular storage.

DNA storage is much more compact than any existing
storage device due to the data density of the DNA. Moreover,
the capability for longevity and resistance to obsolescence of
DNA is undeniable: DNA is a universal and fundamental data
storage mechanism in biology. As claimed by the authors in
[2]: with information retention times that range from thousands
to millions of years, volumetric density 103 times greater than
flash memory and energy of operation 108 times less, DNA
used as a memory-storage material in nucleic acid memory
products promises a viable and compelling alternative to
electronic memory. In other terms, the extremely high storage
capacity is such that a human cell, with a mass of roughly 3
picograms, hosts DNA encoding 6.4 GB of information.

Thanks to the lastest advances of biotechnological systems
for DNA synthesis (writing data as bases/nucleotides) and se-
quencing (reading or retrieving the data), DNA-based storage

is becoming feasible. Two different teams outlined practical
architectures for DNA data storage. The first approach [2]
achieved a density of 700 TB/gram, while the second archi-
tecture [3] increased the density to 2 PB/gram. This density
gain was achieved thanks in part to the introduction of coding
schemes at different levels of the architecture [3]: at the source
coding/compression step, at the mapping step (differential
encoding) and at an error control (channel coding) level. For
the first step, Huffman coding (i.e., fixed-to-variable length
entropy coding/compression method) was used. Differential
encoding was used to represent the information based on the
differences of consecutive symbols or the difference between
a sequence and a given template. Finally, a single parity-
check coding (i.e., a single symbol indicating the parity of
the string) was considered for error control. This kind of
channel coding was replaced by Reed-Solomon codes [4] in
a more recent work [5]. An outstanding advance in DNA
storage technologies was the rewritable storage architecture
with random access capabilities presented in [6]. Their new
scheme encompassed a number of coding features, including
constrained coding, prefix synchronized coding and Low-
Density Parity-Check (LDPC) coding for combating rewrite
errors in stored data.

The process of reading the stored data in these storage
systems is known as DNA sequencing and it raises multiple
challenges. As long strands of bases (i.e., nucleotides) cannot
be read in one step, sequencing devices must read short
fragments of contiguous bases and then combine the data
together to retrieve the original sequence. This process has
motivated recent research into reconstruction algorithms [7]
[8] [9].

From the channel coding perspective, DNA data stor-
age has relied so far on tools that correct dele-
tions/insertions/substitutions (a single one or a burst), asym-
metric coding techniques [9] [10], as well as codes in the
Damerau distance that correct single or block transposition
errors 1 combined with deletions [11]. All these kinds of
codes offer firm error correction capability and the associated
decoding algorithms use bounded-distance decoding, based on
taking a hard decision at the input of the decoder. In this work,
we specifically focus on DNA sequencing and the analysis of

1these errors relate to nucleotides changing their position in the DNA
sequence
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the output nanopore sequencers. This leads to a new DNA
sequencer channel model that opens new directions in coding
strategies for DNA data storage.

The contributions of this paper can be listed as: first, we
present the principles of DNA storage in a practical way in
order to lead to a simple model of the store-and-retrieve-data
chain. This model uses some of the typical blocks of the
classical digital communication chain. Secondly, we present
the sources of errors, their characteristics and a survey on
the different coding schemes that have been proposed so far
to overcome them. The third contribution is related to third-
generation sequencing technologies: we introduce an original
channel model based on recent work from the nanotechnology
domain. Based on this new channel model we propose to
consider graph- or trellis-based codes and their associated soft-
decoding algorithms to improve performance of nanopore se-
quencing. To the best of our knowledge, this kind of decoding
algorithms have never been proposed before in the context of
DNA sequencing.

The paper is organized as follows: Section II introduces
the definitions related to DNA storage and presents a simple
model for the DNA storage chain. Section III describes DNA
synthesis, its associated errors and state-of-the-art coding
methods to improve the reliability of this process. Section
IV deals with DNA sequencing focusing on recent advances
on solid-state nanopores. In Section V we introduce an orig-
inal communication and channel model that describes the
behaviour of modern nanopore sequencers. This model opens
new research directions in the domain of advanced coding
schemes for reliable DNA storing systems.

II. THE DNA-STORAGE CHAIN

A. Some definitions and context

Nucleotides (or bases 2) Adenine (A), Cytosine (C), Gua-
nine (G) and Thymine (T ) are the building units of DNA. For
storage purposes a long DNA molecule can be considered as
a string over a non-binary alphabet of size q = 4. All the
recently proposed systems are limited to a few hundred bases
due to cost constraints and hard technological challenges still
to be solved [12].

The writing process is known as DNA synthesis and relies
on biotechnologies that are able to create DNA fragments
from a pool of oligonucleotide building blocks. These methods
are based on chemical oligonucleotide synthesis and the most
promising one is known as the microarray-based synthesis
method [13] [14]. This method can synthesize sequences of
lengths up to 200 nucleotides, with a cost of roughly 0.001$
per nucleotide 3. However, its major drawback is its high error
rate. From a general point of view, we can state that current
methods either combine high-cost and high-accuracy or low-
cost and low-accuracy, and ongoing research tries to reduce
the gap between these two extremes. In our channel model,

2with a slight abuse of meaning, we use both terms.
3other synthesis methods report a cost of 0.15$ per nucleotide.

we consider the synthesis process as a source of substitution
errors and single-deletion/single-insertion errors.

Editing DNA data is possible with classical techniques that
allow deleting or inserting DNA substrings at specific con-
trolled locations. This process consists in deleting and inserting
DNA substrings at well-controlled locations or, also, editing
can be performed by adding very specific point mutations [15]
[16].

The reading process is known as DNA sequencing and its
goal is to determine the exact nucleotides and their order
in the DNA data sequence. There have been multiple gen-
erations of sequencing technologies. Sanger sequencing [17],
originally from the seventies, is known as first-generation.
Next-generation technologies ( [18] [19] among others) have
resulted in an impressive decrease of the sequencing costs over
the last decade. In this work we specifically focus on the third-
generation sequencers based on nanopores. This technology is
based on the detection of changes in an ion current when
a DNA sequence passes through a nanoscale hole. Each
nucleotide base causes a different amount of current drop,
this making the identification possible.

B. A simplified model for the DNA storage chain
Fig. 1 presents a simplified model for the DNA storage

chain. In this model we do not consider compression (or source
coding). The “binary to nucleotide mapping” block defines the
correspondence between binary subsequences of length two to
the DNA alphabet: {11→ A, 10→ T, 01→ C, 00→ G}.

The “Channel encoding” block includes error-correction
methods at two levels, as presented in Fig. 2. The first level
corrects deletions and insertions introduced by synthesis; the
second level deals with substitution errors and the errors
introduced by the sequencing techniques, which is the focus
of this paper. We introduce graph and trellis-based error-
correcting codes at this level in order to exploit the soft infor-
mation at the output of the sequencer system. The “Channel
decoding” block also performs at two levels: the first is to
decode deletion/insertion codes, and the second level is a soft-
decoder through a trellis or a bipartite graph. At the end of
the chain, the “Nucleotide to binary mapping” block performs
the inverse operation of the “binary to nucleotide mapping”
block, providing a binary information sequence.

More details on the DNA synthesis, the kind of error it
introduces in the chain and a brief state of the art of coding
techniques are presented in Section IV. DNA editing is con-
sidered to be error-free in this model. The original contribution
of this paper is at the “DNA sequencing” block. To be specific
we introduce a modulation scheme and a channel model
to characterize the output of nanopore sequencers, which
are new solid state third-generation sequencing systems. Our
contributions on DNA sequencers modelling are in Sections
IV and V.

III. ERROR IN DNA SYNTHESIS AND STATE-OF-THE-ART
CORRECTION TECHNIQUES

The dominant error events in the DNA synthesis are simple
substitutions [2] [3] [6] and error rates mainly depend on the



Fig. 1. DNA data storing and retrieving chain.

Fig. 2. Two-level channel encoding for the DNA storage chain.

cost of the technology [20] [21] [22]. Sequencing methods
4 using Polymerase Chain Reaction (PCR) amplify these
substitutions errors by creating many copies of the synthe-
sized sequence. Moreover, with high-throughput sequencing,
synthesis errors propagate through a number of reads produced
through sequencing. These issues have been addressed in [9]
[24] [25] with the introduction of DNA profile codes.

Single insertion/deletion errors can also be introduced dur-
ing synthesis. Tenengolts codes [26] are well adapted for this
kind of errors and can be directly encoded into the DNA
sequence. Also, the problem of reconstructing the DNA se-
quence from deletions/insertions followed by PCR techniques
has been considered in [27] and [28].

Because we specifically focus on nanopore sequencing
techniques, we assume that we are not concerned by sequence
reconstruction. Note, however, that sequence reconstruction
has motivated a large amount of recent research [28] [29] [30].

IV. ERRORS IN DNA SEQUENCING

Sequencing technologies typically trade off accuracy for
the length of the strands that can be read in a single shot.
For example, modern third-generation sequencers offer longer
reads, but also induce more errors compared to the first-
generation methods [17]. As described in Section I, in this
work we specifically focus on nanopore sequencers, which
are based on the readout of current signals when the DNA
sequence passes through a nanoscale hole in a membrane.
Only one nucleotide base is read at a time, and its identity
is determined by the current drop that it generates (i.e., each
base leads to a different drop value because of their different
atomic structures).

So far only two works have addressed the errors caused by
the technological constraints of nanopore sequencers. The first
[10] proposes a new family of codes, named Asymmetric Lee

4including the Illumina platform, one of the most frequently used [23].
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distance codes, to deal with substitution errors characterized
by the impulse response distributions of the sequencer output
signals. There errors are considered asymmetric because some
substitutions are much more likely than others (e.g., base A is
much more likely to be substituted by a T than by a G). The
second work [31] addresses the problem of fast translocation
speeds of DNA molecules across the nanopore in the ultrathin
membranes, which leads to burst deletions [32]. To correct this
kind of errors the authors created a non-binary burst-deletion
correcting code based on their work in [33].

In [34] the authors optimize the translocation speeds for
single nucleotides by exploiting the high viscosity of room-
temperature ionic liquids. This makes burst deletion errors
much less common. The authors then use this approach to
statistically detect the four kinds of nucleotides and provide
histograms for the current drops. The overlapping of the cur-
rent responses show that substitution errors become dominant
(see Fig. 3). In the next Section, we introduce a new model
that can be considered to characterize the sequencer output
as a well-known modulation and channel from the digital
communications domain.

V. MODULATION AND CHANNEL MODEL FOR NANOPORE
SEQUENCERS

We propose to model DNA nanopore sequencing approach
of [34] with the digital modulation scheme depicted in Fig. 4.
The “4-PAM modulation” block performs a memoryless Pulse-
Amplitude Modulation where the M = 4 signal waveforms
correspond to current drops in the nanopore sequencer. They
are expressed as: sm = Amc · g(t) where m = 1, . . . , 4, g(t)
is a pulse shape function and Amc is a coefficient in a set of
M = 4, each one corresponding to a nucleotide.

In the proposed model, after the modulation step, each sig-
nal goes through an Additive White Gausian Noise (AWGN)
channel, such that the output signal (i.e., signal provided by
the nanopore sequencer) is r = si + ni. Note that ni is a
random variable that follows a Gaussian distribution with zero
mean and a variance σ2

i , i = 1, . . . , 4, whose value depends
on the nucleotide causing the current drop [34]. To be specific,
the σ value is determined from the normalized histogram of
current drops for each DNA homopolymer. Table I presents



Fig. 4. 4-PAM modulation and AWGN channel to model the output of the
nanopore sequencer in [29].
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Fig. 5. Schematic waveform of sequencer output for nucleotide chain
{A, T,A,C,G}.

the 4-PAM Amc coefficients, as well as the current-drop and
σ values for each nucleotide. These values correspond to the
conditions reported in [34]. As an example, Fig. 5 shows
the schematized shape of the sequencer output for a chain
of nucleotides {A, T,A,C,G}.

TABLE I
PAM COEFFICIENTS, CURRENT-DROP AND σ VALUES FOR EACH

NUCLEOTIDE

Nucleotide A C T G

Amc 0.49 0.86 0.96 1.69
Current drop (nA) 1.25 0.64 0.71 0.36
σ value of ni 0.21 0.1 0.1 0.05

A. Advanced error-correcting codes for speed-controlled
nanopore sequencers

As an alternative to the models discussed in [10] and [31],
we thus propose a model that uses graph or trellis-based codes
over an alphabet of q = 4 elements. An example of such
graph-based codes are LDPC codes defined on a Galois field
of order q = 4 [35]. This kind of codes are defined by
sparse matrices whose elements belong to the Galois field.
Their representation with weighted-edge bipartite graphs allow
for the use of message-passing decoding algorithms, which
are considered as optimal in the digital communication/error-
correcting coding domain [35] [36] and have shown perfor-
mance very close to theoretical limits.

An example of a high-performance trellis-based code would
be a duo-binary turbo-code [37]. This coding scheme has been
massively studied and a number of decoding algorithms such
the Soft Output Viterbi Algorithm [38] [39] or the Maximum

A Posteriori algorithm [40] were proposed to obtain error-
correcting performance that approaches information theory
limits.

The channel model introduced in this Section opens new
directions in the use of these high-performance channel coding
schemes and their associated soft-decoding algorithms to the
emerging field of DNA storage. So far, only algebraic codes
and hard decoding approaches have been considered. However,
with the proposed model, the use of soft-decoding algorithms
has a potential to significantly reduce error rates in these
devices.

VI. CONCLUSION

In this paper we first reviewed the principles of DNA
data storage to introduce a simple model of its associated
chain. We then provided an state of the art on error-correcting
codes that help overcoming the technological constraints of
this recent technology at each of its steps. The paper then
focused on nanopore sequencers and proposed a modulation-
and-channel model for a speed-controlled version of these.
We finally proposed the usage of advanced error-correcting
codes to highly exploit the soft information they provide.
With this work, we open new paths in the area of channel
coding for DNA-based storage devices. Future work will
focus on the design of well-adapted coding schemes as well
as analyzing/simulating their performance with the proposed
model.
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