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Abstract—In this paper, we present PC-MSDM, an objective
metric for visual quality assessment of 3D point clouds. This
full-reference metric is based on local curvature statistics and
can be viewed as an extension for point clouds of the MSDM
metric suited for 3D meshes. We evaluate its performance on
an open subjective dataset of point clouds compressed by octree
pruning; results show that the proposed metric outperforms its
counterparts in terms of correlation with mean opinion scores.

Index Terms—Visual Quality Assessment, Point Cloud, Objec-
tive Metric.
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I. INTRODUCTION

With the increasing capability of 3D data acquisition de-
vices (RGBD cameras, 3D scanners), 3D graphical data are
now commonplace in many applications. A popular way to
represent this 3D content is the triangle mesh representation,
which is particularly compliant with modern graphical hard-
ware. However, many applications (e.g., telepresence systems)
directly consider the raw point cloud representation produced
by the acquisition devices, to avoid any complex and possibly
lossy reconstruction step. A disadvantage of the point cloud
representation is the size of the data which may be huge;
consequently a significant amount of work has been devoted
to the efficient compression of this representation [1]–[5].
This lossy compression introduces distortions that impact
the perceived quality of the data. Accurate objective quality
metrics are thus needed to evaluate this visual quality.

In this context, we propose a full-reference objective quality
metric for 3D point clouds (without color information). It is
built as an extension of the MSDM metric [6], [7] that has been
designed for 3D meshes. The proposed metric takes as inputs
two point clouds (the original one and the impaired one),
first establishes their correspondence, then computes Gaussian-
weighted curvature statistics on a set of local neighbourhoods
and finally produces a global score that predicts the level of
impairment.

II. RELATED WORK

Image metrics. In the field of 2D image processing, the
research on objective quality assessment metrics is highly
developed [8]. Bottom-up approaches aim at imitating the
low-level mechanisms of the human visual system (HVS),
such as the Visible Difference Predictor [9]. They have
been extended to cover more modern imaging format such
as HDR-VDP-2 [10] for High Dynamic Range content.
Top-down approaches do not rely upon the visual system

principles but instead propose some signal fidelity criteria
expected to correlate well with the perceptual quality such as
SSIM [11] and its derivatives. A large number of top-down
image quality metrics have been proposed; as for bottom-up
models, they have been recently extended to new imaging
format such as HDR-VQM [12].

3D mesh metrics. Inspired by image quality metrics, several
perceptually-motivated metrics have been designed for 3D
data represented by triangulated surfaces. They attempt
to predict the visual fidelity of a distorted 3D mesh with
respect to a reference one [6], [7], [13], [14]. They are
mostly top-down approaches that rely on different geometric
attributes (e.g., dihedral angles, curvatures). In particular, the
MSDM metric [6] and its multi-scale extension MSDM2 [7]
rely on curvature statistics.

3D point cloud metrics. The research on objective quality
assessment of point clouds is still in its early stage. Beyond
the classical point-to-point distance, several researchers have
recently proposed metrics based on the projected error along
the normal of the reference point [15] or the angle between
the tangent planes from the points [16].

III. THE PROPOSED METRIC

A. Overview

Our approach is inspired by the SSIM metric of Wang et al.
[11] suited for 2D images. This top-down approach considers
that the structural information of the image is a relevant feature
for quality assessment. As SSIM, our metric relies on differ-
ences of structure (captured via curvature statistics) computed
on local corresponding neighbourhoods between the reference
and distorted point clouds. Our approach is an adaptation for
point clouds, of the MSDM metric designed for 3D meshes
[6], [7]. For given distorted PCdist and reference PCref point
clouds, our approach is composed of the following steps:
• Curvature computation (see Sec. III-B).
• Correspondence computation between 3D points from
PCdist and PCref (see Sec. III-C).

• Computation of local and global distortion scores (see
Sec. III-D).

B. Curvature computation

To capture the local structural information of each 3D point
cloud, we locally approximate the surface subtended by the
point cloud and compute the surface curvature, more precisely



the mean curvature.
To estimate the mean curvature at a point p, we proceed
by local least squares fitting of a quadric surface. First
we estimate an approximate tangent plane using Principal
Component Analysis, which gives us an orthonormal frame
(ux, uy, uz) such that uz is aligned with an approximate
normal to the surface [17]. We take p as the origin of the
coordinate system. In this local frame, the neighbour pi of
p has coordinates (xi, yi, zi). We thus look for the quadric
surface Q(x, y) = ax2+ by2+ cxy+dx+ey+f minimizing:∑

i

‖zi −Q(xi, yi)‖2 (1)

The mean curvature can then be directly estimated from the
derivatives of Q that are expressed easily by its coefficients:

Curv(p) =
(1 + d2)a+ (1 + e2)b− 4abc

(1 + e2 + d2)
3
2

(2)

Note that the neighbourhood of p is computed using a k-
nearest neighbours algorithm, relying on a kd-tree [18].

C. Correspondence between point clouds

The objective is now to find, for each point p from PCdist,
its corresponding point p̂ on PCref . Note that just considering
the closest point to p from PCref would lead to an inaccurate
correspondence. Instead we search, for each p, the projection
p̂ on the 3D shape subtended by PCref . For doing so we
consider the same local quadric fitting as described above,
then p̂ is given as the projection of p on the fitted quadric
surface.

D. Distortion measure

As discussed above, our metric is mostly inspired by the
SSIM image metric from Wang et al. [11]. The SSIM index
computes luminance statistics on 11× 11 circular neighbour-
hoods around each pixel. In our case, we apply the same
strategy: we consider a spherical neighbourhood around each
point p of PCdist and we compute differences of curvature
statistics between the set of point from the neighbourhood of
p and their corresponding 3D points on PCref . For a given
scale h, we define the neighbourhood N(p, h) at each point p
as the set of points belonging to the sphere with center p and
radius h.
Functions L, C and S have already been adapted for 3D mesh
quality assessment in the MSDM and MSDM2 metrics [6],
[7]; for each point p of PCdist, we consider the following
functions, defined for a scale h:

L(p) =
‖µp − µp̂‖

max(µp, µp̂) +K
(3)

C(p) =
‖σp − σp̂‖

max(σp, σp̂) +K
(4)

S(p) =
‖σpσp̂ − σpp̂‖
σpσp̂ +K

(5)

where K is a constant to avoid instability when denominators
are close to zero. µp, µp̂ are respectively Gaussian-weighted

averages of curvature over the 3D points belonging to the
h-scale neighbourhood of p and over their projections onto
PCref . Similarly σp, σp̂ and σpp̂ are Gaussian-weighted
standard deviations and covariance of curvature. Our local
distortion measure is then defined, for each point p from
PCdist as follows:

LD(p) =
α L(p) + β C(p) + γ S(p)

α+ β + γ
(6)

α, β and γ were set respectively to 1, 1 and 0.5 as in [6], [7]

These local distortion scores can then be combined into a
single score that assesses the global visual distortion. In the
original 2D metric from Wang et al. [11], a simple sum over
the pixels is calculated. In our case, we compute a Minkowski
pooling defined as follows:

PC-MSDMPCdist→PCref = (
1

|PCdist|
∑

p∈PCdist

LD(p)n)
1
n

(7)
As n increases, more emphasis is given to the high distortion
regions; in our metric, we consider n = 2.
PC-MSDMPCdist→PCref evaluates the structural distortion of
the distorted model regarding the reference one. In order
to strengthen the robustness of our method and to obtain a
symmetric measure we also compute PC-MSDMPCref→PCdist
and we retain the average as our final distortion measure
PC-MSDM. This metric is within the range [0, 1], a value of
0 means that the two point clouds are identical while values
near 1 mean that they are visually very different.

IV. EXPERIMENTS

A. Parameters of the metric

The two main parameters of our metric are (1) the number k
of neighbours used to compute the quadric fitting for curvature
computation (see Sec. III-B) and correspondence (see Sec.
III-C), and (2) the scale h used to compute curvature statistics
(see Sec. III-D). Both parameters actually define the scale of
the distortion that we want to capture and are linked to the
point cloud resolutions. In our experiment we consider k = 5
and h = 0.02×BB with BB the bounding box length.

B. Performance evaluation

A quality assessment metric is typically evaluated by com-
puting its correlation with the human judgement, i.e. mean
opinion scores (MOS) from distorted stimuli obtained through
a subjective experiment. To the best of our knowledge, these
exist only one publicly-available subject-rated database of 3D
point clouds [19]1. This database was originally created at
the Multimedia Signal Processing Group from EPFL [19] and
further enriched [20]. It contains 30 point clouds between 9K
and 35K points generated from 6 references. The reference
models have been compressed by octree pruning using four
different levels so as to keep resp. 30%, 50%, 70% and 90%
of the points. This dataset has been and evaluated by five
different labs and thus is associated with five sets of mean
opinion scores. Note that the point clouds were visualized as



surfaces after a mesh reconstruction process.
To evaluate the performance of our metric PC-MSDM, we
compute the correlation between its computed values and the
mean opinion scores of the point clouds of the dataset; we con-
sider the Spearman rank order correlation and the Pearson lin-
ear correlation coefficients computed after performing a non-
linear regression on the metric values using a logistic function.
Figure 1 provide correlation results, averaged over the five
datasets (with the standard deviations). We also provide a
comparison with several existing point clouds metrics of which
results are provided in [20]. Note that, as in [20], we apply
our metric both after and before surface mesh reconstruction
(in the latter case we also provide results of MSDM2, which
applies only on surface meshes). Results show that our metric
significantly outperforms its counterparts. Moreover, even if
the surface information is lost, it attains the performance of
MSDM2 while having the benefit of being applicable directly
on point clouds, without mesh reconstruction process.

Fig. 1. Performance of point cloud metrics on the dataset from [20], consider-
ing point clouds before (top) and after (bottom) surface reconstruction. Bars
without border represent Pearson correlations and bars with black borders
represent Spearman correlations.

V. CONCLUSION

We have presented a full reference metric for the quality
assessment of 3D point clouds. The proposed local analysis
of curvature demonstrates a higher capability of quality pre-
diction than pure geometric distance. Note that the proposed
metric will be made publicly available online. Future work
includes a deeper study of the influence of scale as well as
the integration of colors.
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