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Abstract. Univariate time series (UTS) classification has been reported
in several papers, where various efficient models have been proposed.
Such models are often inadequate for multivariate time series (MTS) clas-
sification. MTS emerged with the multiplication of sensors that record
large amounts of high-dimensional data, characterized by several dimen-
sions, variable lengths, noise and correlations between dimensions. MTS
classification is a challenging task, and few works have been devoted to
complex data. In this paper, we propose a novel subspace model that
combines M-histograms and multi-view learning together with an en-
semble learning technique to handle MTS classification task. The M-
histograms is a statistical tool, efficient for data visualization, that can
reveal mutual information from different dimensions. Thus it can be suit-
able for MTS data encoding. Multi-view learning is known as data inte-
gration from multiple feature sets, as it is the case with MTS data, and
multiple views also provide complementary information. The new com-
bined model provides a MTS encoding that can outperform other time
series encoding such as Symbolic Aggregate approXimation (SAX) w.r.t.
to the experimental comparison that was conducted. We also benchmark
our method with some state-of-art methods devoted to MTS, and discuss
the results obtained and the main properties of our model.

Keywords: Multivariate time series · Classification · Mgram · ensemble
learning · multi-view learning.

1 Introduction

A time series is a set of values indexed versus time representing the measures
of a phenomenon. When only one sensor is used to record values, this gives rise
to univariate time series (UTS). When multiple sensors record values at each
time index, we obtain a multivariate time series (MTS). Different research areas
like medicine [1], smart homes [3], automotive industry [2] are interested by
MTS data. The main task is generally classification of MTS data where each
dimension is often related to one sensor. Unlike UTS, MTS are characterized
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by interactions between dimensions as by the interplay in time, such that UTS
classification models are not suitable for MTS data.

WEASEL MUSE [13] and SMTS [12] are among the recent and efficient
models dedicated to MTS classification. The first one is based on Fourier trans-
formation, symbolic representation and rolling windows. The second is a random
forest transforming an MTS into a string. Those methods may suffer from scal-
ability (time complexity) especially for long MTS, such that MTS classification
is still challenging.

In this paper, we propose a novel MTS classifier by combining multi-view
learning principle with a statistical model M-histograms. The M-histogram, also
called Mgram, is a statistical model that allows the visualization of the distri-
bution among data. It enables the projection of the MTS into an M-dimension
array of size chosen by the user. Here, we are using it to reduce the data and to
extract mutual information among the dimensions. Additionally, each dimension
in an MTS is a type of variable that corresponds to one view of the data, such
that MTS can be projected as a multi-view [23] of the time series data. This
idea, to our knowledge, has not yet been reported in the literature.

This combination gives rise to an ensemble learning classifier by exploring
different multiple views of the MTS. After the formalization of our MTS clas-
sifier model, we then experimentally demonstrate that this model is efficient
compared to several MTS classifier methods, and discuss his robustness. In ad-
dition, the Mgram provides a high level data adaptive representation of MTS [5]
that has shown to be competitive compared to the standard Symbolic Aggregate
approXimation (SAX).

We organized this paper such that Section 2 provides a brief background
on UTS and MTS. Section 3 summarizes related work. Section 4 describes the
approach. Section 5 presents the results of the Mgrams models and finally Section
6 is the conclusion.

2 Background

2.1 Multivariate time series

Time series is a set of values indexed versus time, which represents the evolution
of a phenomenon. The difference between a univariate time series (UTS) and a
multivariate time series (MTS) is the number of values available at each time
index, as shown in Fig.1a. Those multiple values at one timestamp increase the
complexity of the MTS analysis as there are interactions between them. So UTS
methods that are reported in the literature are not adequate for MTS without
any data transformation.

An MTS Xn has M attributes or variables or dimensions at each timestamp
t of the T observations, where T ∈ [1, τ ] and Xn is the n-th MTS, where
n = [1, .., N ], such that :

Xn
m = [xnm(1), ..., xnm(T )] (1)
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We can consider each of the dimensions as a univariate time series (UTS)
and so, an MTS as an ensemble of UTS, which have interactions between them.
Furthermore, when we work with MTS, we have to deal with their dimensions
but also with their lengths. There are three possible cases with MTS :

1. MTS with the same length for all of their dimensions and for all the MTS of
the dataset. This is the most common case in the literature.

2. MTS with same length for an UTS and variable lengths between different
dimensions. All the lengths are the same inside an UTS but are variable
from one dimension to another. This is the case with one sensor recording
different dimensions like an accelerometer.

3. UTS and MTS with variable lengths. This is the case with different sensors
recording data with a different time indexer and producing more or fewer
data per dimension.

Our method can handle the first and the second case. The third case is outside
of the scope of this work.

2.2 Mgrams
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(a) Example of a 2-dimension MTS
from the Libras dataset[12]
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(b) Transformation of the MTS a into
a bigram within 3 bins on each axis

Fig. 1: Example of transformation from a MTS to a bigram

An M-histogram, also called Mgram, is a visualization model of the density
function among data. It allows the projection of the MTS into an M-dimension
array. It usually takes as parameters to tune, the ranges [min,max] of the value
and the number of bins for each dimension.

In addition, as a global parameter, we also have the M of Mgrams. When
M = 1, we have a 1-gram, also known as a histogram. When M = 2, we called
it a bigram. As Mgrams is an hypercube that might be difficult to illustrate,
Fig.1b shows an example of a bigram.
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A bigram indicates the number of tuples [xn1 (i), xn2 (i)] that lie within ranges
of values, called bins b1, b2. The frequency of the tuples that falls in each bin,
allows the construction of an array with b1 × b2 cells. The higher the value in a
cell is, the greater the frequency of tuples in it.

So, the complexity of computation of the bigram is equal to the number of
tuples to process with the number of bins, such that O(T×(B1+B2)) , where B1

and B2 are the maximum values to test. For the histogram, we have a complexity
of O(TB), where B is the biggest value of the bin.

In our model, we use the bigram tool to reduce the data and extract mutual
information inside the MTS. The histogram reduces Xn to a vector of length
b, the number of bins, and the bigram reduces it to a matrix of shape b1 × b2.
Because the Mgram is a statistical model, giving a clue of the density function,
it needs a lot of points to do a good assessment of the data. As so, the more we
have point per bins, the more accurate it is. So Mgram model might be better
for long MTS.

To avoid the lost of order with this representation of time series data, we also
include the cumulative sum and the derivative, in addition to the initial data,
such that a Mgram is related to the frequencies for initial values, for derivative
values, and for the cumulative values.

3 Related work

It exists a plethora of methods about the classification of UTS, among which
DTW-1NN [4], [8], SAX [5] and COTE [6] have proven their efficiency.

The DTW-1NN is a distance-based classification method. Sakoe and Chiba
created the DTW distance to word recognition speeches in 1978. Keogh et al.
then adapted it to the UTS classification. It computes the distance between two
series taking into account time shift. Until today it’s one of the most known and
efficient techniques, but may also be time consuming.

SAX is among the transformation-based methods, the one that allows to
transform UTS into strings, allowing a reduction by keeping order information
and allowing distance measures to be defined on the symbolic approach with
lower bounding compared to the original time series distance.

COTE is an ensemble learning method [10] allowing basic and fast classifiers
to be combined. So COTE uses a voting scheme on various distance metrics as
DTW and UTS transformation as shapelets [18] where a shapelet is an extracted
part of a time series. As it is the combination of all the best aspect of UTS
classification, it comes out to be more efficient [7].

UTS approaches are not suitable for MTS and [9] reports that their the
generalization of UTS methodologies into MTS ones isn’t trivial. This is mainly
due to the difficulty to take into account the dependence between the MTS
dimensions. However, some adaptations exist. We have presented DTW-1NN
and SAX because they are part of those methods. For example, SMTS is based
on SAX [12]. SMTS is a random forest tree algorithm transforming an MTS
into a bag of words. WEASEL-MUSE algorithm [13] transforms an MTS into
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a histogram of frequency counting of Symbolic Fourier Approximation (SFA)
words using multiple sub-windowing series. Those two techniques gives good
results, however their complexity aren’t suitable to long time series. Indeed, we
know that random forests don’t scale well with big data as well as with windowing
extraction.

Other MTS approaches are part of manifold learning as PCA-Eros [11] or
MTSC [15]. They are based on principal component analysis (PCA) [14] which is
the most known manifold technique that allows the reduction of the dimensions
of an MTS. However one main limitation of manifold learning is its runtime.
Another direct method [16] based on a structure of time-based features as the
duration and so on. This structure, combined with a new distance, finds the
nearest neighbors.

The best methods, based on their accuracy results are WEASEL MUSE,
SMTS and different versions of DTW-1NN called DTW1NND and DTW1NNI
presented in [9]. That is why we will compare our results to those methods.

Concerning the Mgram model, it has been used to improve image con-
trast [19]. This paper describes variations of the used of histograms to deter-
mine threshold allowing image contrast enhancement. We also find reference to
Mgrams for text contrast in [20]. Finally, since 1998, Michelin used Mgrams to
analyze the tire usage [2]. But to our knowledge, this model has never been used
for multivariate time series classification. We choose to use the Mgrams model
in the context of Multi-view learning [23],[22] as it allows us to extract different
views of the data. Multi-view learning applies well to MTS as their dimensions
can be seen as different views of the same phenomenon.

4 Ensemble of Mgrams

The base for our work on MTS is the notion of Mgrams. As a simplification of
the implementation, explanation, and comprehension, we focus only on bigram
and histogram in the application of our model. Algorithm 1 describes it. So
the model is an ensemble of bigrams and histograms representing the multiple
views of the same data. We extract dimensions of the MTS, created a bigram or
histograms and finally we do a voting scheme to do a final prediction.

4.1 Construction of bigrams

As bigram can only deal with two dimensions and histogram with one, we have
to pick up dimensions among the MTS. As we cannot choose a priori, which are
the dimensions of the MTS containing most of the discriminating information,
we choose to do it randomly (Alg 1 row 3.a).

For the bigram construction, as shown in section 2, we have two parameters to
tune which are the bins b1 and b2 for each dimension. The training complexity
is defined by the number of combinations possible of (b1, b2) with repetitions
because bigram(b1 = i, b2 = j) 6= bigram(b1 = j, b2 = i). So the complexity of
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this training part is O(B1B2) where B1 and B2 are the maximum size of bins
and b1 ∈ B1, b2 ∈ B2.

This time of training can be reduced, even more, be taking b1 = b2, and so
the complexity is O(B1). In that case with have a square bigram. Concerning
the final data storage, the transformation allows to reduce the data to b1 × b2
for bigrams and b1 + b2 for histograms as we compute it also for two dimensions.
Those transformations are applied to train and test set and kept in two different
lists. Those two lists will be used for the voting scheme classifier, as shown in
Fig.2.

4.2 Complement of bigrams

The capacity of bigrams to reduce data, is a huge advantage, but also its main
weakness. When we compress data using bigrams, we lost a lot of information as
the lengths of events, tendencies, and the orders of events. To get back some of
this information, we add two components to our model: the derivative and the
cumulative sum of the MTS.

Derivation It‘s easy to find cases where two MTS give the same bigram. If we
change the order of the point of an MTS, we get a new MTS that has different
tendencies but gives the same bigram. If we consider that those two MTS belong
to two different classes, the bigram isn‘t a sufficient tool to classify our data.
Therefore, we add to the model the notion of derivative, such that:

X‘nm = [xnm(2)− xnm(1), ..., xnm(T )− xnm(T − 1)] (2)

When we apply the bigram transformation to the derivatives, we keep infor-
mation about the tendencies.

Cumulative sum The same reasoning holds for the notion of the order of
events by the generalization of blocks of rows. If we change the order of blocks
of points, in an MTS, we create a new one where we switch event. But this MTS
gives the same bigram. In that case, the derivative isn‘t sufficient. That‘s why
we had the cumulative sum to our ensemble, as it is link with integrals and so,
point positions. We define it such that:

χn
m = [xnm(1) + xnm(2), ...,

t=T∑
t=1

xnm(t)] (3)

When we apply the bigram transformation to the cumulative sums, we keep
information about the order of events. Even if, in our case we kept the entire
cumulative sum series, the user can only kept few points considering that the
information might be drowning in the sum length.
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4.3 Final construction

So we have the original MTS, their derivatives, and cumulative sums. As we said
earlier, because we implement the bigram version, we extract two dimensions
randomly. We re-iterate the process multiple time to get other dimensions (Alg
1 row 3), and we do a voting-scheme classification (Alg 1 row 4). We had the
step of correlation dropped to get rid of redundant information (Alg 1 row 2).
This allows us to do a fair weight model and faster computation.

Algorithm 1 Ensemble learning with Bigrams and Histograms

Require: : an MTS, bins min max, R number of runs

1. Normalize data (see section 2)
2. Drop correlated dimensions over some threshold
3. k from 1 to R maximum number of runs choose by the user

(a) Randomly choose 2 dimensions (not already seen) among the M attributes of
the MTS

(b) Randomly choose the transform into bigram or histogram
(c) Randomly choose to keep, derive, integrate
(d) Train, transform with the best bin cutting and keep the new data

4. Voting scheme on the set of bigrams and histograms found

The number of re-iteration k is a parameter of the model and defined by the
user where the maximum number of run is called R in the model scheme Fig.2.
This figure represented the construction of our final model with the concept of
multiple views. We see that the bigrams and histograms parameters found on
training are applied to the test data. Those bigrams and histograms are then
giving their own predictions using learners choose by the users. Finally, we do a
voting scheme to get the final prediction.

5 Evaluations

5.1 Experimental Setup

Data The UEA classification website provides 30 datasets about MTS classifi-
cation [17]. We use those datasets as it is the biggest archive available even if
the sizes of the MTS don‘t correspond well to Mgrams computation. As they
have also standardized the lengths, we add 20 datasets coming from the Bay-
dogan website [12]. Those datasets have already benchmarked algorithms like
WEASEL-MUSE and SMTS. Some datasets are common to the two archives.
To conclude, on all the datasets, only EigenWorms is in the scope of our work in
terms of long lengths. However, it‘s not a variable one. We describe each dataset
in a table available on the website extending our work [25].
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Fig. 2: Scheme of the bigram model

Learners In this publication, the goal isn‘t to show the ability of the best
classifiers but to show what we can accomplish with Mgrams. This is the reason
we use only 1-nearest-neighbor classifiers. We use them at each step where we
need classification techniques either to find the best bins or the best-weighted
voting scheme.

Tuning parameters The parameters to tune are the number of runs k, the
size of bins for bigrams b1, b2 and histograms b. k is, in our implementation, a
percentage of the combinations made by choosing two dimensions among M ,
transforming or not the MTS (Original, Derivative and cumulative sum), and
the tool used (bigram, histogram), giving equation (4).

k = percentage×
(

2

M

)
× 3× 2 (4)

We choose two dimensions among the M then we have the choice between
three transformations and finally two representations. We try four values for the
percentages : 25%, 50%, 75% and 95%

For the bins size of bigram, we have b1, b2 ∈ [2, 11] and [b ∈ [2, 50] for
histogram. The bounds chosen are based on the fact that allowing more bins,
only add zeros in the matrices of the bigrams and histograms compared to the
size of the MTS available.

Also, in our case, we get rid of the range parameters, presented in Section
2, using the min-max normalization. Doing so, we have the data in range [0, 1].
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Otherwise, the user can choose the normalization methods of its choice, but got
another parameter to tune.

5.2 Main properties

First, we will expose the main properties of the Mgrams tools, show the influence
of parameters on the models, as its robustness or its capacity to deal with variable
lengths of MTS. Also we will describe special applications of our model with its
square version and its complete Mgram one.

Robustness As we explain in section 5.1, we have a parameter k defined by a
percentage of combinations. We tried the percentage P ∈ [25%, 50%, 75%, 95%].
We show here, that even if we execute a small amount of the combination, i.e.
25%, we have robust results.
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Fig. 3: Box plot of standard deviation and mean of accuracies for 25% of the
combination

We see in Fig.3 that for only a few datasets, the standard deviation lift. Oth-
erwise, we have small variations. So we can conclude that most of the dimension
of a MTS contain enough information to classify. Our model with 25% of the
total combinations is robust enough for most of the datasets. The other dataset
are special cases where some dimensions didn‘t contain the useful classification
information. So when we extract their bigrams, they aren‘t sufficient to classify
the data.

We also show in Fig.4 that we didn‘t have compute all the bigrams, his-
tograms to perform well. The mean and the standard deviation of the box plot
are smaller for 25% than for 95%. We can conclude that adding too much infor-
mation is equal to adding noise into the process. So it‘s better, for computation
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Fig. 4: Box plot of standard deviation and mean of accuracies among all the
dataset for 25%, 50%, 75%, 95%

time consuming and accuracy, to take randomly a small part of dimensions in-
stead of all.

Dealing with length In Section 2, we explained that the performances of our
model are linked to the length of the time series. As bigram is a statistic tool,
the number of points available impacts its effectiveness.
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Fig. 5: Accuracies by size, with mean of accuracies by size-interval

We can see in Fig.5 that there is a correlation between the size of the time
series and the performances of our model, as the mean of the accuracies grows
with the size of the dataset.

Activities Also, we want to see if there might exist domains of activities where
our algorithm performs better than others. We regroup activities as in [13] cat-
egories: Handwriting, Motions, Sensors and Speech recognition.

We can‘t see any tendency in Fig. 6 to make a clear conclusion about activities
where our algorithm performs better. So, we have shown that the bigram can
be a useful tool to extract, reduce and classify data and that there is no impact
concerning the activities type of dataset.
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5.3 Mgrams

We present here one of the special application of our model. An M-gram means
we combine all the M dimensions of the MTS together. We create an M-array
compiling the frequency of appearance per interval of each tuple [xn1 (i), xnM (i)].
We are using them with the same model established for bigram. We replace
bigrams by M-grams in Algorithm 1. First, this model doesn‘t scale well to high-
dimensional data in terms of space needed and time of execution. Then, objects
with over three dimensions are hard to handle and even more to represent. We
only test datasets where M ≤ 8 which is already a large object. For example
if take bins of size 2, we have a array of 256 cells. The size of a M-grams is
define by

∏M
i=1 bi. Also the complexity is O(T (

∑M
i=1 bi)). The results presented

in Table 1 load to two conclusions. The first is that studying all the dimensions
of an MTS is unnecessary as the M-grams model performs less than a simpler
bigrams model as shown in Fig.7. And as it takes more time and space, it‘s not
a direction to study in our future work. The second is that some dimensions are
noisy as all combined dimension doesn‘t imply better results that combinations
of some. This result confirm the robustness of our model present before.

5.4 Square bigrams

During the choice of the bins combination, one way to reduce the number of
computations is to take only equal bins for the two dimensions. Meaning, we
have b1 = b2, so instead of trying B1 × B2 combinations, we try only B1. It
allows a huge reduction in the training times. This might be a compromise for
large datasets, even if we lost accuracy in prediction. We see Fig.7 that this
model is still preferable to the Mgrams model.

5.5 SAX and bigrams

It seems to be important to test if combining bigrams with other time series clas-
sification techniques may give interesting results. Therefore, we try this combina-
tion with the SAX method. We keep our model as in Fig.2 and replace histogram
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Fig. 7: The accuracy-projection of the bigrams models and the square one de-
pending of the Mgrams model. Points above the x = y line mean bigrams and
square bigrams models are better than the Mgrams one.

by SAX transformation. The goal here is to show that bigram is a way to apply
UTS methods to MTS datasets.

SAX The SAX algorithm was created in 2007 by Lin et al. [5]. During the
experimentations, we used to tune the number of segments and kept an alphabet
of 10 digits from 0 to 9. It allows us to replace easily histograms vectors by SAX
ones. Otherwise, the model scheme is the same as described in Section 4. We
didn‘t apply the distance presented in [5] to allow an easier integration to our
model. This application is possible because SAX is still in the euclidean space.

Combination As seen in the critical diagram Fig.8, the Bigram-SAX model
performs better than the SAX one and there is no critical difference between
our previous model and this new one.

We can conclude that the combination of SAX with Bigrams improves the
performs of the algorithm lonely. Therefore, Bigrams can be a complement of
UTS classification algorithms to an MTS application.

5.6 Accuracy on benchmark data

Finally, we do a global comparison of our methods with other MTS methods. We
applied our models, called B1gr1NN and BSAX1NN in table 1, and compared
it to SMTS [12], WEASEL MUSE [13], DTW1NNI , DTW1NND [17] as
described in Section 3. We also have ED1NN as a benchmark algorithm also
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Fig. 8: Critical difference diagram on average ranks for the bigrams models and
the bigrams-SAX one.

present in [17], which the simplest nearest neighbors algorithm based on the
Euclidean distance. For all the competing algorithms, we get their results from
their original publications, as we didn’t have the best tuning parameters for
each methods to compute them ourself. The results presented for our models are
the best of all tuning, get through multiple cross-validation on train data. The
models SAX1NN and BSAX1NN correspond to the application of SAX and
SAX with our model. The last models SquarB1gr1NN is the application of a
square bigram and M1gr1NN to the Mgrams one.

We can already see that our model can perfectly compete with DTW1NNI ,
DTW1NND in Fig.9a. We do two critical diagrams because we didn’t get the
accuracy results on the same datasets for all the models. However, in Fig.9b we
see the two benchmarks models perform better than us but their is no critical
difference. Indeed, excepted Japanese Vowels dataset, where we perform bad,
our other results are closed to SMTS and WEASEL MUSE ones. Also as
explained in Section 4., the complexity of our model is better than random
forest and windowing extraction techniques ones, making our model faster. For
the JapaneseVowels we perform bad because this is a short length dataset with
many dimensions. However as it’s supposed to, we perform better with long time
series. This is precisely why we use Mgram. The more it reduces the size of the
MTS, the more effective it is.

6 Conclusion

The fast exploitation of large MTS, as the compact representation of variable
long time series, are challenges we face here. The Mgrams model allows to re-
duce original data to a more compact representation of data. We show that its
bigrams version gives good results even if we are not exhaustive in terms of com-
binations of dimensions and transformations. It’s also a visual object allowing
a faster comprehension for humans. Finally, we demonstrate that our model is
better with long MTS and can handle time series with variable lengths between
dimensions. The bigram models can be combined with other UTS classification
methods.

Our approach is based on a random choice of bigrams for multi-view learning,
and this is a point of improvement of our method.
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(a) Critical difference diagram on MTS with fixed lengths to compare our
models with ED1NN, DTW1NND and DTW1NNI
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(b) Critical difference diagram on MTS with variable lengths to compare our
models with SMTS and WEASEL MUSE

Fig. 9: Critical difference diagram of our models compared to benchmarks.
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