
HAL Id: hal-02159216
https://hal.science/hal-02159216v1

Submitted on 3 Jun 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Bidimensional distribution entropy to analyze the
irregularity of small-sized textures

Hamed Azami, Javier Escudero, Anne Humeau-Heurtier

To cite this version:
Hamed Azami, Javier Escudero, Anne Humeau-Heurtier. Bidimensional distribution entropy to ana-
lyze the irregularity of small-sized textures. IEEE Signal Processing Letters, 2017, 24 (9), pp.1338 -
1342. �10.1109/LSP.2017.2723505�. �hal-02159216�

https://hal.science/hal-02159216v1
https://hal.archives-ouvertes.fr


 

 

 
 

 

Edinburgh Research Explorer 
 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Bidimensional Distribution Entropy to Analyze the Irregularity of
Small-sized Textures

Citation for published version:
Azami, H, Escudero, J & Humeau-Heurtier, A 2017, 'Bidimensional Distribution Entropy to Analyze the
Irregularity of Small-sized Textures', IEEE Signal Processing Letters, vol. 24, no. 9, pp. 1338-1342.
https://doi.org/10.1109/LSP.2017.2723505

Digital Object Identifier (DOI):
10.1109/LSP.2017.2723505

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Peer reviewed version

Published In:
IEEE Signal Processing Letters

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.

Download date: 03. Jun. 2024

https://doi.org/10.1109/LSP.2017.2723505
https://doi.org/10.1109/LSP.2017.2723505
https://www.research.ed.ac.uk/en/publications/1e53c875-47e2-440b-b7ca-80152017f941


1

Bidimensional Distribution Entropy to Analyze the
Irregularity of Small-sized Textures

Hamed Azami1,∗, Student Member, IEEE, Javier Escudero1, Member, IEEE, and Anne Humeau-Heurtier2

Abstract—Two-dimensional sample entropy (SampEn2D) has
been recently proposed to quantify the irregularity of textures.
However, when dealing with small-sized textures, SampEn2D
may lead to either undefined or unreliable values. Moreover,
SampEn2D is too slow for most real-time applications. To alle-
viate these deficiencies, we introduce bidimensional distribution
entropy (DistrEn2D). We evaluate DistrEn2D on both synthetic
and real texture datasets. The results indicate that DistrEn2D can
detect different amounts of white Gaussian and salt and pepper
noise, and discriminate periodic from synthesized textures. The
results also show that DistrEn2D distinguishes different kinds of
textured surfaces. In addition, DistrEn2D, unlike SampEn2D, does
not lead to undefined values. Moreover, DistrEn2D is noticeably
faster than SampEn2D. Overall, DistrEn2D - as an insensitive
feature extraction method to rotation - is expected to be very
useful for the analysis of real image textures.

Index Terms—Image processing, texture analysis, irregularity,
bidimensional dispersion entropy, two-dimensional sample en-
tropy.

I. INTRODUCTION

IN the field of signal processing, the interest brought to
algorithms aiming at exploring the irregularity of signals is

increasing. This can be observed by listing the new entropy-
based algorithms that have recently been proposed to improve
and extend one of the most well-known irregularity measures,
sample entropy (SampEn1D) [1]: see, e.g., [2]–[6]. This grow-
ing interest is probably due to the ability of the entropy-based
algorithms to analyze large sets of signals [3] and also to their
ability - when associated with a multiscale approach - to give
information on the system’s complexity [3], [7]. Among these
recent methods, distribution entropy (DistrEn1D) showed good
performances when applied to both synthetic and experimental
data [5]. Moreover, DistrEn1D, unlike SampEn1D, has low
sensitivity to the parameters. The DistrEn1D-based results also
showed the stability of profiles even for short signals, which
is not observed with SampEn1D [5].

However, in the field of image processing, to the best of
our knowledge, only two algorithms have been proposed to
analyze image irregularity [8], [9]. Nevertheless, the potential
applications for irregularity measures in image processing is
wide: image irregularity could be of great interest for texture
analysis [8]–[10].

Based on the advantages of DistrEn1D over SampEn1D for
short signals, we here introduce bidimensional distribution
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en Ingénierie des Systèmes, University of Angers, France.

entropy (DistrEn2D) to quantify the irregularity of texture
images. Then, we compare the performance of DistrEn2D with
the one given by the extension of SampEn1D to the 2D-case
(SampEn2D) [8]. For this purpose, the two algorithms are
applied to small-sized synthetic textures. In addition, we use
real textured surfaces to demonstrate the ability of DistrEn2D
to distinguish different kinds of textures.

II. BIDIMENSIONAL DISTRIBUTION ENTROPY

Assume an image of size h×w: U = {ui,j}j=1,2,... ,w
i=1,2,... ,h . We

define the algorithm of DistrEn2D as follows:
1) After normalizing U to the range of 0 to 1, all two-

dimensional matrices Xm
k,l, (k = 1, 2, ..., h − (mh − 1) and

l = 1, 2, ..., w−(mw−1)) with size mh×mw, named template
matrices, are created, as shown in Eq. (1) on the top of the next
page, where m = [mh,mw] denotes the embedding dimension
vector.

2) We calculate the distance matrix D =
{dk,l}l=1,... ,w−(mw−1)

k=1,... ,h−(mh−1) , as the greatest element of the
absolute difference of Xm

k,l and Xm
a,b, where a and b change

from 1 to h−(mh−1) and 1 to w−(mw−1), respectively. To
reduce bias, elements with (a, b) = (k, l) are not considered.

3) We employ the histogram approach with M bins to
estimate the empirical probability density function (ePDF)
of D. We use pt (t = 1, . . . ,M ) to denote the probability
(frequency) of each bin.

4) Finally, the DistrEn2D of image U based on the Shannon’s
definition of entropy [11] is calculated as follows:

DistrEn2D(U,m,M) = −
M∑
t=1

pt · log2(pt). (2)

As DistrEn2D value changes from 0 to log2(M), we use the
normalized DistrEn2D as 1

log2(M)DistrEn2D in this study. It
is worth noting that DistrEn2D is insensitive to rotation as
evidenced by the algorithm and also will be shown later.

There are two parameters for DistrEn2D, namely the em-
bedding dimension vector m and number of bins M in
the histogram. For simplicity, like the recommendations for
SampEn2D [8], we set mh = mw = m. The total number
of elements in matrix D except its main diagonal is TNE =
(h−m+1)(w−m+1)((h−m+1)(w−m+1)−1), and this
should then be the maximum value that M can be assigned.
When M > TNE, the information underlying D cannot be
appropriately quantified [5]. As dk,l = dl,k, D is symmetrical
and so, the upper or lower triangular matrix will actually be
enough for the estimation of the ePDF. Thus, we consider only
a triangular part. In this study, we used the base-2 logarithm
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Xm
k,l =


uk,l uk,l+1 . . . uk,l+(mw−1)

uk+1,l uk+1,l+1 . . . uk+1,l+(mw−1)

...
...

...
...

uk+(mh−1),l uk+(mh−1),l+1 . . . uk+(mh−1),l+(mw−1)

 (1)

Fig. 1: Example of a reference image [13], sized 128 × 128, added with
different levels of WGN2D and SPN.

in Eq. 2 to choose M as an integer of power 2. As we show
later, DistrEn2D is not very sensitive to its parameter values.
For SampEn2D, we set r as 0.25 of the SD of an image [8].

III. EVALUATION IMAGES

In this section, we briefly describe the synthetic and real
textures used in this study to assess the behaviour of DistrEn2D.

1) Two-dimensional MIX Process: To assess the ability of
DistrEn2D to detect different degrees of irregularity, we used
two-dimensional MIX (MIX2D) process [8] as follows:

MIX2D(p)i,j = (1− zi,j)xi,j + zi,jyi,j ,

i = 1, 2, . . . , h, j = 1, 2, . . . , w
(3)

where xi,j = sin( 2πi12 ) + sin( 2πj12 ), Y = {yi,j} is a uniform
two-dimensional matrix of white noise (WN2D) ranged from
−
√
3 to
√
3, and zi,j denotes a random variable which is equal

to 1 with probability p and equals to 0 with probability 1 −
p [8], [12]. Therefore, the larger the value of p, the more
irregular the images.

2) Texture Image with Additive Noise: To show the depen-
dency of DistrEn2D on white Gaussian noise (WGN2D) and
salt and pepper noise (SPN), we used a 128 × 128 texture,
depicted in Fig. 1, from the Brodatz database [13]. Then, after
normalizing the texture in the range 0 to 1, we added different
levels of uniform WGN2D with mean 0.01, 0.05, and 0.09, and
variance 0.01, 0.05, and 0.09, in that order. We also added SPN
with different noise density values of 0.01, 0.05, and 0.09 to
the reference normalized texture.

3) Artificial Periodic and Synthesized Textures: To show
how DistrEn2D changes when a periodic texture turns into
a synthesized texture, we employed four pairs of periodic
and their corresponding synthesized textures from [14]. The
original and their synthesized textures, sized 256 × 256, are
depicted in Fig. 2(a) to (d), and Fig. 2(e) to (h), in that order.

4) Vision Textures: To show how DistrEn2D changes with
increasing the degree of irregularity, we employed ten vision
textures from [15]. The textures, sized 512× 512, are shown
in Fig. 3(a) to (j), ordered from least irregular (a) to most
irregular (j) [16].

5) Composite Textures: We also employed four 256 × 256
composite texture images, used in [17]. Each image, shown in
Fig. 4, includes five textures from the Brodatz database [13].

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2: Texture synthesis examples: (a), (b), (c), and (d) periodic textures and
(e), (f), (g), and (h) their corresponding synthesized textures [14].

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 3: Vision textures ordered from least irregular (a) to most irregular (j)
[16].

6) Textured Surfaces: To evaluate the invariance properties
of DistrEn2D, we used a subset of a texture surface database
including 200 uncalibrated, unregistered images: 40 samples
each of 5 various textures, namely wood3, floor1, fur, brick1,
and bark3. One sample of each of them is depicted in Fig.
5. The database, publicly available at [18], includes surfaces
whose textures are due mainly to albedo variations (e.g.,
wood), 3D shape (e.g., fur), and a mixture of both (e.g.,
brick). Noticeable viewpoint changes and scale differences
are observed within each class and illumination conditions
are uncontrolled. During data acquisition, it has been paid
attention to exercise further sources of variability wherever
possible, including non-planarity of the textured surface (bark),
significant non-rigid deformations between different samples
of the same class (fur), and inhomogeneities of the texture
pattern (bark). For more information, please refer to [19].

(a) (b) (c) (d)

Fig. 4: Composite texture images used in our study [17].
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bark3 wood3 fur brick1 floor1

Fig. 5: One sample of each of five various textured surfaces [18].

TABLE I: DistrEn2D of (a), (b), (c), and (d) periodic textures and their (e),
(f), (g), and (h) synthesized corresponding textures; see Fig. 2.

Texture (a) Texture (b) Texture (c) Texture (d)
0.570 0.438 0.865 0.203

Texture (e) Texture (f) Texture (g) Texture (h)
0.604 0.553 0.872 0.220

IV. RESULTS AND DISCUSSION

1) Two-dimensional MIX Process: To understand the effect
of size of images, m, and M on DistrEn2D, we created 40 differ-
ent realizations of MIX2D(0.1), MIX2D(0.5), and MIX2D(0.9)
which their sizes changed from 20× 20 to 200× 200, and m
and M respectively change from 1 to 4 and 512 to 4096.

Fig. 6 shows the impact of different M and r values on
respectively DistrEn2D and SampEn2D. Here, we set m = 2
for both metrics. The mean and standard deviation (SD) values
of the results show that MIX2D(0.9) is more irregular than
MIX2D(0.5), which is also more irregular than MIX2D(0.1),
in agreement with [8]. However, as SampEn2D counts matrix
pairs in template matrices having d[Xm, d

k,l ,Xm,d
a,b ] ≤ r, when

the size of an image or threshold r is small, this number may
be 0, leading to undefined values. Accordingly, the SampEn2D
values, unlike the DistrEn2D ones, for various image sizes are
undefined in Fig. 6, occurring in the cases where there is no
output.

We also evaluate the effect of m on these approaches. The
results, depicted in Fig. 7, follow the concept of irregularity
for the MIX2D process as the larger the value of p, the more
irregular the image [8], [12]. However, a number of SampEn2D
values are undefined, especially for larger m or smaller image
sizes. Overall, the entropy values for DistrEn2D with different
m and M are always defined, evidencing an advantage of
DistrEn2D over SampEn2D.

2) Texture Image with Additive Noise: The results, depicted
in Fig. 8, show that the additive WGN2D of larger mean and
variance leads to a higher entropy value. Moreover, adding
SPN with larger noise density results in a higher entropy value.
Both evidence that DistrEn2D can detect different levels of
WGN2D and SPN. For simplicity, we set m = 2 and M = 512
for DistrEn2D in all simulations below, although the ranges
256 ≤M ≤ 4096 and 1 ≤ m ≤ 5 lead to similar results (data
not shown).

3) Artificial Periodic and Synthesized Textures: Table I
demonstrates that DistrEn2D of a periodic texture is lower
than that of its corresponding synthesized texture. This fact
shows that DistrEn2D may be of great interest to quantify the
periodicity of images.

4) Vision Textures: The results, depicted in Table II, suggest
that the more irregular the texture, the higher the DistrEn2D
value, showing that DistrEn2D may be of great interest to
quantify the degree of irregularity of textures.

TABLE II: DistrEn2D of vision textures, ordered from least irregular (a) to
most irregular (j); see Fig. 3.

Texture (a) Texture (b) Texture (c) Texture (d) Texture (e)
0.515 0.715 0.738 0.786 0.797

Texture (f) Texture (g) Texture (h) Texture (i) Texture (j)
0.810 0.818 0.822 0.829 0.858

TABLE III: DistrEn2D values of the composite texture images and their
components; see Fig. 4.

Texture Five components of a composite texture Composite texture
(a) 0.849, 0.856, 0.859, 0.854, 0.832 0.861
(b) 0.842, 0.853, 0.828, 0.783, 0.840 0.864
(c) 0.841, 0.847, 0.841, 0.851, 0.839 0.857
(d) 0.843, 0.853, 0.797, 0.791, 0.841 0.856

5) Composite Textures: The results for four 256 × 256
composite texture images, shown in Table III, demonstrate
that the DistrEn2D value of each of the composite textures
is higher than all the entropy values of its five components.
It is in agreement with the fact that, in general, composing
textures may derive more various patterns, leading to more
irregularity and subsequently a higher entropy value. This fact
also evidences that DistrEn2D may be considered as a measure
to quantify the irregularity of images.

6) Textured Surfaces: The DistrEn2D values of 200 images
of five different textures are shown in Table IV. The results
show that there are no overlaps between entropy values of
five different groups, evidencing that DistrEn2D may be an
appropriate feature extraction method to detect the dynamics
of images to distinguish different kinds of textures or images.

7) Sensitivity to Rotation of Images: We employed Lenna
as a standard widely-used image, sized 256 × 256, in the
field of image processing and rotated it by 90, 180, and 270
degrees in a counterclockwise direction around its center point
using bilinear interpolation. The DistrEn2D of the original
image (0.6615) is equal to that of each of the rotated images,
evidencing DistrEn2D is insensitive to the rotation of images,
as it is clear in the DistrEn2D algorithm.

V. COMPUTATION TIME

To evaluate the computation time of DistrEn2D, compared
with the one of SampEn2D, we created MIX2D(0.5) with differ-
ent sizes changing from 50×50 to 300×300. The computation
times are shown in Table IV. The simulations have been carried
out by the use of a PC with Intel (R) Xeon (R) CPU, E5420,
2.5 GHz and 8-GB RAM by MATLAB R2015a. Table V
shows that SampEn2D with m = 3 is relatively faster than
SampEn2D with m = 2, and the latter one is comparatively
faster than SampEn2D with m = 1. However, the computation
time for DistrEn2D is not very sensitive to m. DistrEn2D is
about 20 and 2 times faster than SampEn2D for the image
with size 50×50 and 200×200, respectively. It is one reason
that we stress the importance of DistrEn2D for especially
small-sized textures. Overall, DistrEn2D is noticeably quicker
than SampEn2D, suggesting the superiority of DistrEn2D over
SampEn2D especially for small-sized images.

VI. CONCLUSIONS

We introduced DistrEn2D to quantify the irregularity of
textures or images. The results showed the great ability of
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Fig. 6: Mean value and SD of results obtained by the DistrEn2D and SampEn2D computed from 40 different MIX2D(0.1), MIX2D(0.5), and MIX2D(0.9).
Results are shown for different M (DistrEn2D) and r (SampEn2D) values.

Fig. 7: Mean value and SD of results obtained by the DistrEn2D and SampEn2D computed from 40 different MIX2D(0.1), MIX2D(0.5), and MIX2D(0.9).
Results are shown for different m values.

TABLE IV: DistrEn2D of five different groups of textured surfaces shown as mean ± SD; see Fig. 5.

wood3 floor1 fur brick1 bark3
0.714± 0.012 0.738± 0.005 0.757± 0.012 0.779± 0.010 0.816± 0.021

(a)

E
n
tr

o
p
y
 M

e
a
s
u
re

0.92

0.93

0.94

0.95

0.96

0.97

Additive WGN with mean and variance 0.01

Additive WGN with mean and variance 0.05

Additive WGN with mean and variance 0.09

(b)

E
n
tr

o
p
y
 M

e
a
s
u
re

0.79

0.8

0.81

0.82

0.83

0.84

Additive SPN with noise density 0.01

Additive SPN with noise density 0.05

Additive SPN with noise density 0.09

Fig. 8: Mean value and SD of results obtained by the DistrEn2D computed
from the reference image added with 40 realizations of different levels of (a)
WGN2D and (b) SPN.

DistrEn2D to distinguish different amounts of WGN2D and
SPN, periodic from synthesized textures, and different types
of textured surfaces. DistrEn2D dealt with the problem of

TABLE V: Computational time of SampEn2D and DistrEn2D.

Image size → 50× 50 100× 100 200× 200 300× 300
SampEn2D (m=1) 2.829 s 48.134 s 798.116 s 4046.084 s
SampEn2D (m=2) 2.046 s 36.421 s 605.542 s 3080.300 s
SampEn2D (m=3) 1.872 s 34.117 s 566.594 s 2909.106 s
DistrEn2D (m=1) 0.118 s 1.556 s 24.615 s 1497.366 s
DistrEn2D (m=2) 0.109 s 1.580 s 25.610 s 1565.553 s
DistrEn2D (m=3) 0.111 s 1.687 s 27.619 s 1583.193 s

undefined SampEn2D values for small-sized textures. We also
demonstrated that DistrEn2D is considered as an insensitive
feature extraction method to image rotation. Additionally,
DistrEn2D is considerably faster than SampEn2D especially for
small-sized images. Accordingly, DistrEn2D has great potential
to analyze various textures. In future work, we will investigate
the suitability of DistrEn2D to characterize the variability of
other real textures and images, such as [20], [21].
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