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Large time behavior of the Navier–Stokes flow∗

Lorenzo Brandolese†‡ and Maria E. Schonbek§

August 23, 2016

Abstract

Different results related to the asymptotic behavior of incompressible fluid equa-
tions are analyzed as time tends to infinity. The main focus is on the solutions to the
Navier-Stokes equations, but in the final section a brief discussion is added on solu-
tions to Magneto-Hydrodynamics, Liquid crystals, Quasi-Geostrophic and Boussinesq
equations. Consideration is given to results on decay, asymptotic profiles, and stability
for finite and nonfinite energy solutions.

1 Introduction

This chapter focuses on the asymptotic behavior of solutions to dissipative incompressible
fluid equations. The diffusion for these systems is given by the presence of a Laplacian
or a fractional Laplacian. When a stationary solution exists, an important issue is to
establish if as time goes to infinity, the evolutionary solutions tend to the corresponding
stationary ones. The question at hand then, is to investigate the asymptotic stability of
the stationary solutions. If the original system has no external forcing terms, it is surmised
that the stationary solution is zero. The stability is analyzed in Lp(Rn), p ≥ 1, Sobolev,
Lorentz and Besov spaces. Emphasis is on solutions to the incompressible Navier-Stokes
equations. In the last section of the chapter, brief consideration is given to the decay
of solutions corresponding to the Quasi-Geostrophic equations, Magneto-Hydrodynamics,
Boussinesq, and to Liquid Crystal systems. This small sample of “Navier–Stokes like”
equations illustrates how the methods developed in the study of large time behavior of
basic fluid motions can be adapted to more complicated models.

Asymptotic behavior of Leray’s weak solutions to the Navier–Stokes equations in Rn

is the central theme of the first part of this chapter. Upper and lower bounds of rates
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of decay of the solutions are obtained, mostly when the corresponding system has zero
external forces. The aim is to obtain optimal rates of decay, i.e. rates that coincide
with the corresponding solutions of the underlying linear part: this is often achieved by
establishing that the difference between the solution and its linear counterpart decays
faster than the latter. Consideration is then given to several classes of strong solutions for
which more detailed information can be obtained: point-wise decay, asymptotic profiles,
etc.

Once finite energy solutions have been investigated, various scenarios involving non
finite L2-norms for the Navier–Stokes flows are discussed. Restricting attention to finite
energy solutions seems perfectly natural looking at the energy inequality, but there are
some drawbacks, it does not cover for instance: the dynamics of flows with vorticity ω in
L1(R2). This situation has recently attracted considerable interest. These are typically
infinite energy flows, as the L2 condition for the velocity field would otherwise force the
corresponding vorticity to have zero mean. The reader will find more on this topic in Th.
Gallay and Y. Maekawa’s contribution [84] of the present handbook.

A second drawback appears looking at the scale invariance of the Navier–Stokes equa-
tions: u 7→ uλ, where uλ(x, t) = λu(λx, λ2t). The function space associated with the
energy inequality is X = L2((0,∞), L2(Rn))∩L2((0,∞), Ḣ1(Rn)), but ‖uλ‖X is indepen-
dent of λ only in dimension 2. Starting with the classical contributions of H. Fujita and
T. Kato [75], [122] a large amount of research has been developed regarding the construc-
tions of solutions in function spaces respecting the scale invariance. These solutions in
general have infinite energy. As soon as u0 satisfies a suitable smallness condition, (that
can be dropped in the 2D case), the solutions are global-in-time. The construction of such
solutions often provides valuable information on their decay as t→∞. I. Gallagher’s [82]
contribution in this handbook presents a detailed account on well-posedness issues in scale
invariant spaces. Here the focus is only on a few aspects of the large time decay results
that follow from the so-called Kato’s method.

A closely related issue to the scaling invariance is self-similarity. That is, solutions of
the Navier–Stokes equations, like those constructed by Y. Giga and T. Miyakawa [96], or
by M. Cannone, Y. Meyer and F. Planchon [37]. Such solutions that are left-invariant
by the natural scaling, u = uλ, play a major role, e.g., in the description of the large
time behavior of flows that are asymptotically homogeneous, in the study of stability of
stationary flows, in the understanding of axisymmetric flows, etc. Results on self-similar
profiles are discussed on brief terms only as the reader will find a detailed account in
H. Jia, V. Šverák and T.-P. Tsai’s contribution [116] to this handbook.

In Section 3 attention is turned on large time decay results for Navier–Stokes flows in
domains other than the whole Rn. The presentation of this topic will be more succinct
than in the case of the whole space. In particular, the focus is on the classical cases of
bounded or exterior domains with smooth boundaries.

In Section 4 results are reviewed on the asymptotic stability of stationary solutions.
Recent developments on this topic are discussed: For certain solutions to the Navier–Stokes
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equations (possibly of infinite energy) results are presented that analyze the stability under
arbitrary large L2 perturbations. This is the case, for instance, of stationary solutions
associated with a time-independent external force, suitably small in some rough norm.
The classical one-parameter family of Landau solutions are asymptotically stable in this
sense, at least when the parameter belongs to an appropriate range. In particular, results
from [119] and its extensions in [111, 120], that deal with the asymptotics of such flows
are discussed.

The last section considers decay for other diffusive models. Among them, the Quasi-
Geostrophic equations which are an interesting example, of a simplified model arising in
geophysics, with a diffusive term given by a fractional power of the Laplacian. The other
models discussed (MHD, inhomogeneous NS, Boussinesq system, Nematic liquid crystals
equations) require a more involved analysis since for them the Navier–Stokes system is
strongly coupled with one or more additional equations.

2 Long-time behavior for the Navier-Stokes equations in the

whole space

2.1 The energy decay problem of weak solutions

The first part of this chapter is centered on solutions to the Cauchy problem for the
incompressible Navier-Stokes equations:

ut −∆u+ (u · ∇)u+∇p = f, (x, t) ∈ Rn × (0,∞), n ≥ 2,

div u = 0,

u(x, 0) = u0(x).

(NS)

As usual, u = u(x, t) represents the velocity of the fluid, p = p(x, t) is the pressure and,
f = f(x, t) is the external force. The classical theory of viscous, incompressible fluid flows
is governed by these equations. A large area of modern research is devoted to deducing the
qualitative behavior of their solutions. The results on existence and asymptotic behavior
depend on the initial conditions and, either boundary requirements or conditions when
|x| → ∞. Also adequate constraints need to be stipulated for the forcing term f . For
simplicity, the viscosity coefficient is set equal to one, as this can be always achieved by
an appropriate rescaling. All the results remain valid in the presence of a coefficient ν > 0
in the diffusive term. What will change is the dependence on ν for estimates. In the
sequel the Navier–Stokes equations are referred to by NS. The literature related to the NS
equations is too vast to attempt a complete list of references. The results in this chapter
are restricted to the analysis related to the asymptotic behavior.

The closing remark of the 1934 pioneering paper on the NS equations by J. Leray [145]
(reproduced in the figure above), where global solutions were constructed for the first
time, states:

“N.B. I do not know if W(t) goes necessarily to 0 when t grows indefinitely.”
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Here W (t) refers to the L2(Rn)-norm of the weak solution to NS that Leray constructed,
under the only assumption that u0 is in L2(Rn) and divergence-free. The question in the
N.B. was addressed in the particular case f ≡ 0 and for n = 3. Since then, this question
has been studied not only for the decay in L2(R3), but for many other spaces and, non
zero forcing terms.

2.2 Small data approach and T. Kato’s decay results

The first answer to Leray’s Nota Bene stated above, was given by T. Kato ([122, Theo-
rem 4′]), showing decay to zero of solutions with datum in L2(R3) and zero forcing term.
The results in [122] are very deep and helped to lay the groundwork for decay and existence
questions for the solutions to the Navier-Stokes equations.

Before stating the results from [122] the following notation is recalled: (note that the
notations used will not distinguish between function space of scalar and vector fields,)

1. L2
σ = L2

σ(Rn) = {v ∈ L2(Rn) : div v = 0}, where the divergence of the vector field v

is taken in the distributional sense.

2. P denotes the Leray projector, the orthogonal projector mapping L2 onto L2
σ. This

projector extends to more general spaces, including the Lp spaces, 1 < p <∞.

3. PLn = {v ∈ Ln(Rn; Rn),div v = 0}.

Once local existence of solutions with datum in PLn had been established in [122],
it is shown that they can be extended globally, provided the datum is small in Ln(Rn).
Next the decay in Lq(Rn) spaces is analyzed for the solution and the first derivatives. The
decay rates obtained coincide with the rates for solutions to the underlying Stokes flow.
The two main results in this paper state:

Theorem 2.1 ([122]). Let u0 ∈ PLn. Then there is T > 0 and a unique solution such
that

t
1
2
− n

2q u ∈ BC([0, T ); PLq), n ≤ q ≤ ∞,

t
1− n

2qDu ∈ BC([0, T ); PLq), n ≤ q <∞.

The notation BC refers to bounded continuous functions. The Lp-norms will be de-
noted simply by ‖ · ‖p.
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If ‖u0‖n < λ with λ sufficiently small, then the time T from the above theorem can be
taken to be infinity and the following rates of decay are valid:

‖u‖q ≤ Ct−
1
2

+ n
2q , n ≤ q ≤ ∞, ‖Du‖q ≤ Ct−(1− n

2q
)
, n ≤ q <∞. (1)

Furthermore, Kato also established the following variant for data with better integra-
bility properties:

Theorem 2.2 ([122]). Let the initial data u0 ∈ PLn ∩ Lp, 1 < p < n. There exists λ > 0
such that if ‖u0‖n ≤ λ, then the solution constructed in Theorem 2.1 is global. Moreover
for any finite q ≥ p

t
n
2

( 1
p
− 1
q

)
u ∈ BC([1,∞); PLq), t

n
2

( 1
p
− 1
q

)+1)
Du ∈ BC([1,∞); PLq),

provided the exponents of t are smaller then 1, otherwise they be should replaced by an
arbitrary number smaller then 1. Moreover, ‖u(t)‖p → 0 as t→∞.

The proof of these theorems is based on the construction of a sequence of approximating
solutions represented in the mild form. Recursive bounds combined with a passage to the
limit in this sequence yield the decay rates. For the argument to work, Kato needs at each
step a uniform bound which is only possible if either the data or the time of existence are
sufficiently small. The results in [122] can easily be extended to solution with non zero
forcing terms with appropriate decay conditions. A short sketch of Kato’s arguments are
presented here.

Sketch of Kato’s proof. Rewrite the NS solution as

ut +Au+ P∇ · (u⊗ u) = 0,

where Au = −P∆u. In the whole space, the projector P commutes with the Laplacian
and, A boils down to the operator −∆ when applied to divergence-free vector fields. The
solution in mild form can be represented by:

u = e−tAu0 +Gu, with Gu(t) = −
∫ t

0
e−(t−s)AP∇ · (u⊗ u)(s) ds. (2)

Let α, β, γ > 0 and γ ≤ α+ β < m, then

‖DµGu(t)‖n
γ
≤ C

∫ t

0
(t− s)−

1
2

(µ+α+β−γ)‖u‖n
γ
‖Du‖n

β
ds, µ = 0, 1.

Construct a sequence of the form

u0 = u(x, 0), um+1 = a0 +Gum.

This allows to obtain the inductive estimates, for any 0 < δ < 1,

t
1
2

(1−δ)um ∈ BC([0,∞]; PL
n
δ ), ‖um‖n

δ
≤ Km,
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t
1
2Dum ∈ BC([0,∞]; PL

n
δ ), ‖um‖n

δ
≤ K ′m.

Setting
K0 = K ′0 = C‖u0‖n,

it is possible to show that

Km+1 ≤ K0 + CKmK
′
m, K ′m+1 ≤ K ′0 + CKmK

′
m.

The last estimates for a small time interval or, for data with sufficiently small norm yield
K ′0 + CKmK

′
m ≤ K, with K a fixed constant. If n ≤ q ≤ ∞, γ = n

q , α = δ and β = 1 it
follows that

‖um+1‖q ≤ ‖e−tAu0‖q + CKmK
′
m

∫ t

0
(t− s)−

1
2

(1+δ−n
q

)
s−(1− δ

2
) ds ≤ Kt−

1
2

(1−n
q

)
.

Passing to the limit as m→∞ gives the conclusion of the theorem.

The last claim of the second Theorem, applied to n = 3 and p = 2, answers Leray’s
questions, at least for small solutions. Kato concludes his paper by showing how his
results, in fact, apply to Leray’s weak solutions, that eventually become small, at least in
dimension ≤ 4.

2.3 Masuda’s approach and nonuniform decay

The same year that Kato’s decay results were established, K. Masuda [156] proved the
non-uniform decay for weak solutions with large data in L2(Rn) and appropriate non zero
forcing terms. His method applies to more general domains. Before stating Masuda’s
main result, it is recalled tha, by definition, a weak solution to NS is a function u ∈
Cw([0,∞], L2(Rn)) ∩ L2(R+, Ḣ

1(Rn)), which satisfies

〈u(t), φ(t)〉+
∫ t

0

{〈
u(s),

∂φ

∂s

〉
+ 〈∇u(s),∇φ(s)〉+ 〈(u(s) · ∇)u(s), φ(s)〉

}
ds (3)

=
∫ t

0
〈f(s), φ(s)〉 ds+ 〈u0, φ(0)〉, t > 0,

for all φ ∈ C([0,∞), C∞σ (Rn)), where C∞σ (Rn) is the set for smooth and compactly sup-
ported functions with zero divergence. Here 〈·, ·〉 denotes the L2-inner product.

For u0 ∈ L2(Rn) and all f ∈ L1
loc(R+, L2(R2)) a weak solution can be constructed, in

an arbitrarily large time interval (0, T ), satisfying the energy inequality:

‖u(t)‖22 + 2
∫ t

0
‖∇u(r)‖22 dr ≤ ‖u0‖22 + 2

∫ t

0
〈f, u〉 dr, for all t ≥ 0. (4)

On the other hand, the so called “strong energy inequality” is the variant of (4) that reads

‖u(t)‖22 + 2
∫ t

s
‖∇u‖22 ≤ ‖u(s)‖22 + 2

∫ t

s
〈f, u〉, for s = 0, almost all s > 0 and all t ≥ s.

(5)
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Inequality (5) is only known to be true in dimensions n = 2, 3, 4 (or in any dimension,
but for bounded domains). When available, such inequality provides useful additional
information on the energy. Next, Masuda’s result is stated

Theorem 2.3 ([156]). Let u0 ∈ L2
σ(Rn), and the forcing term f with the projection

Pf ∈ L1(R+, L2(R2)). Let u be a weak solution to the Navier-Stokes equations in Rn such
that

∫∞
0 ‖∇u‖

2
2 <∞. Then∫ t+1

t
‖u(s)‖22 ds→ 0, as t→∞.

In particular, if ‖u(t)‖2 is monotonically decreasing for large enough t (when f = 0, this
is the case at least for the weak solutions constructed by Leray in the case n = 3, and those
obtained by Leray’s method for 2 ≤ n ≤ 4) then ‖u(t)‖2 → 0.

Ideas from Masuda’s proof. The first step consists in showing that limt→∞ ‖(I+A)−αu‖2 =
0. Here A = −P∆ and α = (n − 2)/4. The crucial estimate of Masuda’s proof follows
from an interpolation inequality and reads, with β = 1/(1 + 2α),∫ t+1

t
‖u(s)‖22 ≤

(∫ t+1

t
‖(I +A)−αu(s)‖22

)β (∫ t+1

t
‖(I +A)1−βu(s)‖22

)1−β

.

The second integral on the right turns out to be bounded. This is used to obtain that
limt→∞

∫ t+1
t ‖u(s)‖22 ds = 0. The decay is then immediate, since, when the L2-norm is

decreasing, it converges to a constant, and this constant must be zero by the above integral
limit.

Masuda’s result that ‖u(t)‖2 → 0 not only applies to Leray’s solutions, but also to
a class of weak solutions constructed by O. Ladyzhenskaya [141], whose energy decays
monotonically for large enough times.

For data exclusively in L2
σ, decay without a uniform rate is the best that can be

expected. Even at the level of the underlying linear part, solutions to the heat equations,
with data in L2 alone, cannot decay at a uniform algebraic rate. For such solutions, this
can be seen considering the rescaled data uα0 (x) = α

n
2 u0(αx). Such initial values have all

the same L2-norm, and it is easy to show that, for all T > 0,

lim
α→0

‖eT∆uα0 ‖2
‖uα0 ‖2

= 1.

Thus, no better decay rates can be expected for solutions to the Navier-Stokes equations.
Specifically for any β > 0, ε > 0 and T > 0 one can find (see [181]) u0 such that ‖u0‖2 = β

and
‖u(T )‖2
‖u0‖2

≥ 1− ε.

For exterior domains the lack of decay uniformity for L2
σ was established by Hishida in

[112].
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2.4 Fourier splitting method and decay rates of weak solutions

For weak solutions to the NS equations, M.E. Schonbek, [180], obtained algebraic decay
for the Cauchy problem with large datum in L1(Rn) ∩ L2(Rn), n ≥ 3 and f = 0. The
Fourier splitting method used in [180], was first introduced to obtain the algebraic rates of
decay to parabolic conservation laws [179]. Moreover this method serves for a wide class
of diffusive systems that satisfy an appropriate integral energy inequality. The method is
based on the fact that the low frequencies of the data plays a significant role in the decay.
This fact will be discussed in more detail in Section 2.12. In the sequel Fourier splitting
method will be referred by FS.

A brief formal description of the FS technique is given following the steps in [183].
For a rigorous proof, FS can be applied to a sequence of approximating solutions and the
decay follows by passing to the limit. Specifically FS is a technique used to determine the
decay rates of solutions to an integral differential energy inequality of the form

d
dt

∫
Rn
|u|2 dx ≤ −C0

∫
Rn
|Dmu|2 dx, x ∈ Rn, t > 0, (6)

where C0 > 0 and m > 0 are independent on u and on t. (Note that when m = 0,
exponential decay follows). In the sequel v̂(ξ) denotes the Fourier transform of v. For the
FS method the following set Sm = Sm(t) needs to be defined:

Sm =

{
ξ ∈ Rn : |ξ| ≤

(
n

C0(t+ 1)

) 1
2m

}
.

Theorem 2.4. Let u = u(x, t) satisfy the integral differential inequality (6), let u0 ∈
L2(Rn). If there exists r > 0 and A > 0 so that |û(ξ, t)| ≤ A for all |ξ| < r, then for some
constant K > 0 depending on r, A and the L2 data of the solution, it follows that

1. If 1 < 2m⇒ ‖u(t)‖22 ≤ K(t+ 1)−
n

2m .

2. If 1 = 2m⇒ ‖u(t)‖22 ≤ K(t+ 1)−n ln(t+ 1).

3. If 1 > 2m⇒ ‖u(t)‖22 ≤ K(t+ 1)−n.

Sketch of the formal proof. By Plancherel’s theorem inequality (6) can be rewritten as

d
dt

∫
Rn
|û|2 dξ ≤ −C0

∫
Rn
|ξ|2m|û|2 dξ,

Split the frequency space on the right hand side of the last inequality into integrals over
Sm and Scm, drop the term that comes from the low frequencies:

d
dt

∫
Rn
|û|2 dξ ≤ − n

t+ 1

∫
Scm
|û|2 dξ = − n

t+ 1

∫
Rn
|û|2 dξ +

n

t+ 1

∫
Sm
|û|2 dξ.

Note that t can be taken as large as necessary so that for all |ξ| ∈ Sm one has |ξ| < r.
Hence, by the pointwise bound assumption on û(·, t), it follows that

d
dt

[
(t+ 1)n

∫
Rn
|u|2 dx

]
≤ Cn(t+ 1)n−1− n

2m .
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Integrating in time the last inequality yields the conclusion of the theorem.

FS can also be applied for differential inequalities of the form

d

dt

∫
Rn
|u|2 dx ≤ −C

∫
Rn
|Dmu|2 dx+ g(t), t > 0, (7)

for appropriate functions g(t). The technique can be used for solutions to systems such
as Navier-Stokes, Magneto-Hydrodynamics, and several other diffusive equations. In the
particular case of the NS and MHD equations, inequality (7) if there is no external force,
will be satisfied with m = 1 and g(t) = 0. For estimates of higher-order derivatives and/or
solutions of systems with non-vanishing forcing terms, non zero functions g(t) will appear,
see [184, 190]. Other diffusive systems may involve different values of m and g(t). See
Section 5.4 for applications of FS to fractional diffusion operators.

Ideas for the formal decay proof of solutions (u, p) to NS. The above FS argument is
completed by suitable point-wise estimates on the Fourier Transform û. Namely, using

|û · ∇u|+ |∇̂p| ≤ C|ξ||ûu| ≤ C|ξ| ‖u(t)‖22

one gets

|û(ξ, t)| ≤ e−|ξ|2t|û0|+ c

∫ t

0
e−|ξ|

2(t−s)|ξ| ‖u(s)‖22 ds (8)

In [180] for integrable initial data, the point-wise bound for |û(ξ, t)| ≤ C|ξ|−1 was then
obtained, yielding the non-optimal decay rate ‖u(t)‖22 ≤ C(t+ 1)−

n−1
2 . After this prelim-

inary decay result, better rates (assuming u0 ∈ Lp ∩ L2(Rn), for some 1 ≤ p < 2) were
obtained by R. Kajikiya and T. Miyakawa [118] for dimensions n ≥ 2. The improvement in
[118] was based on using spectral theory for self adjoint operators. For dimensions n ≥ 3
optimal decay rates were also obtained by M.E. Schonbek [181], by combining the FS
method with improved frequency estimates. In two dimensions, the FS-method as used in
[180] only gave logarithmic decay. Its variant proposed by M. Wiegner [205], consisting in
applying the Fourier splitting argument to the integral equation, gave the optimal decay
for dimensions n ≥ 2. Furthemore, Wiegner’s result extends to give uniform decay rates
for solutions arising from initial data u0 that do not need to belong to any Lp-space, with
p 6= 2, but for which the decay of the heat equation is prescribed.

Notation and preliminaries, that will be needed, are recalled before giving the main
results in [205]. Wiegner assumed the initial data u0 and the external force f belong to
the following class of functions:

Dnα = {(u0, f) ∈ L : ‖u0(t)‖22 + (1 + t)2‖f(t)‖22 ≤ C(1 + t)−α, some C > 0, α > 0}, (9)

where L = L2(Rn)n × L1(R+, (Rn)n) and u0(t) is the solution to the heat equation with
data u0 and forcing term f . The main results of [205] are described in the following
Theorem
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Theorem 2.5 ([205]). Let n ≥ 2. Let u be a weak solution to the NS equations with data
and forcing terms (u0, f). Suppose the strong energy inequality (5) holds. Let (u0, f) ∈ Dnα.
Then
1. ‖u(t)‖22 ≤ C(1 + t)−ᾱ, with ᾱ = min{α, n2 + 1}
2. ‖u(t)− u0(t)‖22 ≤ hα(t)(1 + t)−d, where d = n

2 + 1− 2 max{1− α, 0}, and

hα(t) =


ε(t) for α = 0 with ε(t)↘ 0,

C ln2(1 + ε(t)) for α = 1,

C for α 6= 0, 1.

as t→ +∞.

As pointed out in [205], the assumption on the validity of the strong energy inequal-
ity (5) can be relaxed by requiring that weak solutions are suitably approximated by
sequences of solutions verifying such inequality. Since this is known to be true also when
n ≥ 5, Wiegner’s decay result applies in any dimension.

Remark 2.6. If u0 ∈ L1 ∩ L2
σ, then

∫
u0 = 0, see [160]. If one additionally assumes that∫

(1 + |x|)|u0(x)|dx < +∞, then the solution of the heat equation satisfies ‖u0(t)‖2 =
O(t−(n+2)/4) as t → +∞ (see [161]). By Wiegner’s theorem applied with f ≡ 0, one can
construct a weak solution arising from u0 such that ‖u(t)‖2 = O(t−(n+2)/4) as t → +∞.
As observed above, this is true in any space dimension n ≥ 2. As it will be seen in the
next section, this is the best decay rate that can be achieved for generic solutions of NS.

The FS method for the Navier-Stokes was later extended to get the decay of the
derivatives [184, 190]. For the extension of the FS-method the main tool was an energy
estimate of the form

d

dt

∫
Rn
|Dmu|2 dx ≤ −C

∫
Rn
|Dm+1u|2 +G(t) dx, x ∈ Rn, t > 0.

2.5 Lower bounds

Throughout this section assume that f ≡ 0. As the solutions decay for large time, the
influence of the linear terms supersedes the one of the nonlinear ones. To streamline the
understanding of the asymptotics, both upper bounds and lower bounds of decay need to
be studied. This gives better information on the closeness of the Navier-Stokes and their
underlying linear counterpart solutions.

The lower rates of decay were first considered by Schonbek in [182]. In this paper,
conditions where introduced to show when solutions to the heat and Navier-Stokes equa-
tions have similar lower and upper bounds of rates of decay. The following notation will
be used in the sequel, for all k, l = 1, . . . , n:

bk,l =
∫

Rn
ylu0,k(y) dy, ck,l(u) = ck,l =

∫ ∞
0

∫
Rn
uluk dy ds.

The above integrals are convergent provided, e.g., u0 ∈ L2
σ(Rn) and

∫
Rn(1+|y|)|u0(y)|dy <

∞, at least for weak solutions satisfying the energy inequality in its strong form (5).
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Indeed, these assumptions imply that
∫

Rn u0(x) dx = 0 and then a simple computation
(see [161]) shows that the solution u0(t) of the heat equation in Rn with data u0 and zero
forcing term satisfies ‖u0(t)‖2 ≤ C(1 + t)−(n+2)/4. Next one has just to apply the time
decay estimate on ‖u(t)‖2 provided by Theorem 2.5 to conclude.

In [187] lower and upper rates of decay are studied for solutions to the MHD system.
The results in [187] add a hypothesis on the solutions that was missed in [182] and corrects
a gap. The ideas and hypothesis from [182,187] give the basis for the more precise results
by Miyakawa-Schonbek in [164].

The main theorem in [164] applies to weak solutions in all space dimensions and states:

Theorem 2.7 ([164]). Let u0 ∈ L2
σ(Rn), such that

∫
Rn(1 + |y|)|u0(y)|dy < ∞. Let u be

a weak solution of NS arising from u0 such that ‖u(t)‖2 = O(t−(n+2)/4) as t → +∞ (see
Remark 2.6 for the existence of such a solution). The following dichotomy holds:

(i) If {bk,l} = 0 and if there exists c ∈ R such that {ck,l} = {cδk,l} (where δk,l = 1 or 0
is the Kronecker symbol) then

lim
t→∞

t
n+2

4 ‖u(t)‖2 = 0. (10)

(ii) Otherwise, (i.e., if {bk,l} 6= 0 or if {ck,l} is not a scalar multiple of the identity
matrix), then there exists c′ > 0 such that

‖u(t)‖2 ≥ c′t−
n+2

4 . (11)

In particular, if
∫
xku0,l(x) dx 6= 0 for some k, l ∈ {1, . . . , n}, then (11) follows.

Remark 2.8. In view of the fact that the uniqueness of the weak solutions is a major open
problem, a priori one cannot exclude the possible situation that for some initial data one
could have several weak solutions, possibly with different values of ck,l and with different
behavior for t→ +∞.

Ideas of the proof. Let u be a weak solution of NS starting from u0, written in its integral
form, as in (2). The integral formulation is indeed valid in the classical setting of weak
solution (as well as in more general settings) as thoroughly discussed in [61,143].

Writing this equation component-wise (j = 1, . . . , n) leads to:

uj(t) =
∫

Rn
Et(x− y)(u0)j(y) dy −

∫ t

0

∫
Rn
Fl,j,k(x− y, t− s)ul(y, s)uk(y, s) dy ds. (12)

Here
Et(x) = (4πt)−

n
2 e−|x|

2/4t

is the heat kernel, and F denotes the kernel of the operator et∆Pdiv. The components
of F are given by (see [161])

Fl,j,k(x, t) = ∂lEt(x)δjk +
∫ ∞
t

∂l∂j∂kEs(t) dy ds. (13)

11



Under the hypothesis of Theorem 2.7, in [73] Fujigaki and Miyakawa established that

lim
t→∞

t
n+2

4

∥∥∥uj(t)+∂lEt(·)
∫

Rn
yl u0,j(y) dy+Fl,j,k(x, t)

∫ t

0

∫
Rn

(uluk)(y, s) dy ds
∥∥∥

2
= 0 (14)

Let bl = (b1,l, · · · , bnl) and Fl,k = (Fl,1,k , . . . , Fl,n,k). The key observation in [164] is that
‖∂lEt(·)bl + Flk(·, t)ckl‖2 = c′t−(n+2)/4, for some c′ ≥ 0 depending on u, with c′ = 0 if and
only if ∫

Rn
xku0,l(x) dx = 0 ∀ k, l, and∫ ∞

0

∫
Rn

(ukul)(x, t) dx dt = c δk,l for some constant c ≥ 0 and ∀ k, l.
(C)

Applying the trangle inequality to

u(t) = −(∂lEtbl + Fl,kck,l) + (u(t) + ∂lEtbl + Fl,kck,l)

and the limit (14) yields:
‖u(t)‖2 = c′t

n+2
4 − o(t

n+2
4 ).

This achieves the proof.

In [164], the authors also considered the case of flows arising from data u0 ∈ L2
σ such

that ‖et∆u0‖2 ≤ C(1 + t)−
n
4 : this is typically the case when u0 ∈ L1 ∩ L2

σ, even though
the integrability is not always necessary. In this case they showed that

‖u(t)‖2 ≥ ct−
n
4 , if and only if ‖et∆a‖2 ≥ ct−

n
4 for t→∞.

The proof follows using triangle inequalities in one direction for ‖et∆a‖2 and for ‖u(t)‖2
in the other, combined with upper bounds of decay for the heat kernel and the estimate
(14).

2.6 Rapidly dissipative solutions and the role of symmetries

Let u(x, t) be the solution to NS with datum u0. By Theorem 2.5, ‖u(t)‖22 ≤ C(1 + t)−α

with 0 < α ≤ (n+ 2)/2), provided such decay holds for the solution et∆u0 of the heat
equation. As discussed in Section 2.5 the restriction on the exponent α is now known
to be generically optimal. See [182] and, more recently, in [86, 87, 164] with different
methods. Accordingly with Wiegner’s decay result, any solution of the free Navier–Stokes
equation (NS) in Rn will be called rapidly dissipative provided that

lim
t→+∞

t
n+2

2 ‖u(t)‖22 = 0. (15)

Even though Theorem 2.7 provides some sort of necessary and sufficient condition
for solutions to be rapidly dissipative, the existence of such solutions (different from the
identically zero one) is not an obvious consequence of this theorem. Indeed, the algebraic
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condition (C) on
∫∞

0

∫
(ujuk)(y, s) dy ds is difficult to check, as it involves the solution itself

and not just the initial datum.
However, exceptional flows which decay much faster do exist. For example, it has been

known for a long time that, in dimension n = 2, there exists such an explicit solution of
the Navier–Stokes equations with radial vorticity. This condition on the vorticity implies
that the velocity field is rotationally invariant and the nonlinearity has potential form (i.e.
∇ · (u⊗ u) = −∇p), so that u is also a solution to the homogeneous heat equation. It was
pointed out for the first time in [182] (see also [73,164]), that inside this class of flows one
can find nonzero solutions with exponential decay at infinity in the L2-norm. Specifically,
let ω0 = curl u0 be a radial function in R2. Let ω(t) = curl u(t) and assume that ∇u0

and ω0 satisfy ω0 ∈ L1, ∇u0 ∈ L1, ω̂(ξ) = 0 for |ξ| ≤ δ, some δ > 0. An easy computation
shows that u0 ∈ L1 ∩ L2, and that u satisfies:

u(x, t) =
1
r2

(
−x2

x1

)∫ r

0
sω(s, t)ds, (16)

The velocity remains rotationally invariant for all time and in particular it fulfills condi-
tion (C), ensuring that Part (i) of Theorem 2.7 holds. But for this flow, it is established
in [182] that

‖u(·, t)‖∞ ≤ C exp(−δ2t), and ‖u(·, t)‖1 ≤ ct.

The exponential decay of the L2-norm follows by interpolation.
Similar flows with exponential decay exist in higher even dimension and a general

method for their construction is described in [187]. All these solutions, sometimes called
generalized Beltrami flows, turn out to solve simultaneously (NS) and the heat equation.
As discussed in [187], it seems impossible to adapt these examples to the n = 3 case or
for any other odd dimensions. One difficulty is related to the fact that one is faced with a
topological obstruction in attempting to construct nontrivial divergence-free vector fields
invariant under rotations. Beside generalized Beltrami flows, a few other exact solutions
of the Navier–Stokes equations are known (see e.g. the review paper [202]). However, no
examples of rapidly dissipative solution in R3 has been known until Brandolese’s construc-
tion [18] in 2001 (see also [20]).

The basic idea of [18] is to consider solutions invariant under a suitable discrete sub-
group of rotations. For example, a weak solution arising from

u0(x1, x2, x3) =

 x1(x2
3 − x2

2)e−|x|
2

x2(x2
1 − x2

3)e−|x|
2

x3(x2
2 − x2

1)e−|x|
2

 . (17)

will inherit the symmetry property of the datum (the parity conditions and the discrete ro-
tational invariance) and the energy decays considerably faster than predicted by Wiegner’s
theorem (the decay will be O(t−9/2) as t → +∞ for the above example). This behavior
is due to the fact that such symmetries force both the velocity and vorticity to have a
few additional vanishing moments for all time. The persistence of higher-order vanishing
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moments of the vorticity is also closely related to the persistence during the evolution of
orthogonality-type relations, like

∀ t ≥ 0,
∫

(ujuk)(x, t) dx = c(t)δj,k (18)

which is even stronger than what is actually needed in condition (C). Such orthogonality
relations are essential to prevent the spatial spreading effects (the instantaneous loss of
localization) on the solution described by Brandolese in [25]. Such type of results can
be adapted in the case of flows in the half-space (see [74]) or some other domains with
symmetries, see [102].

A complete picture of rapidly dissipative solution with symmetries, in dimension two
and three, is presented in [19] by Brandolese, where the best decay rates, depending on
the symmetry group, are fully classified.

2.7 The vorticity approach and more on rapidly dissipative solutions

The analysis of Th. Gallay and C.E. Wayne [86], [87] (see also Section 2.10.2) provides
a deeper insight of rapidly dissipative solutions. Their starting observation is that the
decay property (10) is left invariant by time translations of the solution u, but the hy-
pothesis

∫
(1 + |x|)|u0(x)|dx < ∞ needed in Theorem 2.7 to achieve (10) is not. Thus,

this hypothesis cannot be optimal.
The work in [87] analyzes the 2-dimensional NS equations. The vorticity is studied

after being rescaled and the corresponding velocity is recuperated using the Bio–Savart
law. The scaling, already considered in [39], is given by

ξ =
x

t+ 1
, τ = log(1 + t),

yielding the new functions w(ξ, τ) and v(ξ, τ) defined by

ω(x, t) =
1

t+ 1
w
( x

t+ 1
, log(1 + t)

)
u(x, t) =

1
t+ 1

v
( x

t+ 1
, log(1 + t)

)
.

With this scaling the vorticity satisfies the equations in 2D

∂τw = Lw − (v · ∇ξ)w, (19)

where L is defined by

Lw = ∆ξw +
1
2

(ξ · ∇ξ)w + w (20)

The long time asymptotic is analyzed in this new setting. Linearizing equations (19)
around the origin gives a countable set of isolated real eigenvalues corresponding to the
time evolution generator: by working with vorticities in the weighted-L2 spaces

L2(m) =
{
f : ‖f‖2L2(m) ≡

∫
(1 + |ξ|2)

m
2 |f(ξ)| dξ <∞

}
,
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with sufficiently large m, the essential spectrum can be moved as far as needed to the left
half plane. One can then establish the existence of invariant manifolds of finite dimension
in the phase space of the vorticity equations. These manifolds are attractors for solutions
in neighborhoods of the origin. Ordinary differential equations are obtained by restricting
the vorticity partial differential equation to the invariant manifolds. The rate at which the
solutions converge to the attracting manifolds is determined by the asymptotics of these
ordinary differential equations.

The work in [86] studies the 3-dimensional NS equations in the spaces L2(m). The
solution considered have small initial vorticity which decays algebraically as |x| → ∞. The
same scaling of 2D is used. The vorticity equations in the new variables in 3D, with L
defined in (20), read as

∂τw = Lw − (v · ∇ξ)w + (w · ∇ξ)v,

The authors in [86] obtain an asymptotic development of the solution as t → +∞, in
negative powers of t. Explicit computations are given for all the first and second order
asymptotics. A strong stable manifold of the origin is constructed where the initial vor-
ticity is supposed to be. For solutions with such initial vorticity a new characterization
of rapidly dissipative solutions (in the sense of Section 2.6) is obtained. Unlike in Theo-
rem 2.7, no conditions on u0 are prescribed that are non-invariant under the flow. On the
other hand, a smallness assumption is required on the initial vorticity, but this condition
in the end is not really restrictive, as weak solutions constructed so far are eventually
small due to to the energy dissipation.

A byproduct of their construction is that there exist nontrivial solutions of the NS
equations with energy dissipating at an arbitrary fast algebraic decay rate. With appro-
priate changes, their method goes through in any space dimension.

2.8 Asymptotic behavior of global solutions in scale invariant spaces

Kato’s theory described in Section 2.2 provides global solutions u ∈ BC([0,∞), Ln(Rn)),
satisfying ‖u(t)‖n → 0, assuming that ‖u0‖n is small enough. In fact, in the decay esti-
mates (1) one could drop the smallness condition on ‖u0‖n, replacing it by the assumption
that ‖u(t)‖n does not blow up: in this case, however, the constants in those estimates
would depend on the solution itself. The solutions constructed by T. Kato are in fact the
only mild solutions in BC([0,∞), Ln(Rn)) with u(0) = u0, by G. Furioli, P.-G. Lemarié-
Rieusset and E. Terraneo uniqueness theorem, see [143]. On the other hand, in the three
dimensional case, there are a few known examples of solutions, with a special geometrical
structure, that are global-in-time, do belong to C([0,∞), L3(R3)) and, arise from “large
data” ( this means arbitrarily large in the L3(R3)-norm, or any other norm of possibly
rougher spaces with the same scaling), see the work of Chemin and Gallagher in [49] and
the references therein.

A priori, one might think that such solutions do not vanish as t → ∞. However,
I. Gallagher, D. iftimie and F. Planchon [81] proved that all these solutions must decay
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in the L3(R3) norm as t → ∞, no matter what the size of ‖u0‖3 is. Their proof uses
the structure of the equation and in particular energy estimates on the difference v =
u − w, where u is the a priori given solution, obtained through the decomposition of u0

as u0 = v0 + w0, where w0 belongs to L3(R3) with small norm (in such a way that one
can construct a global solution w from w0 via Kato’s method) and v0 ∈ L2(R3). This
idea is due to C. Calderón [31]. Moreover, such global solutions are stable, in the sense
that if ‖ũ0−u0‖3 is small enough, then the lifetime of the mild solution ũ ∈ C([0,∞), L3)
arising from ũ0 is infinite and, for all t ≥ 0, ‖ũ(t)−u(t)‖3 remains bounded by a constant
independent on t.

These kind of results in fact are not specific to the L3(R3) space, similar conclusions

hold true e.g. in homogeneous Besov spaces Ḃ
−1+ 3

p
,q

p (R3), that share with L3(R3) the same
scaling invariance, see [81]. Results in the same spirit, but with technically different proofs
are due to P. Auscher, S. Dubois and Ph. Tchamitchian, see [4]. These authors essentially
prove that an a priori global solution u belonging to the Koch-Tataru space [126] must
decay to zero in the Koch-Tataru norm as t→∞, and are stable in such a space with an
analytical dependence on the initial data. As the Koch-Tataru space is the largest scale
invariant space where the well-posedness has been established, the results of [4] encom-
pass earlier stability results and are seemingly optimal. The regularity of Koch-Tataru
solutions, with decay estimates for higher-order derivatives generalizing estimates (1) has
been obtained, e.g. by Germain, Pavlovic and Staffilani [91].

Similar ideas can be used to construct infinite energy global solutions of NS in two
dimensions, without putting any smallness assumptions. For example, if u0 belongs to the

Besov space Ḃ
−1+ 2

p
,q

p (R2), with p ≥ 2 and q > 2, then I. Gallagher and F. Planchon prove

that there is a unique solution in C([0,∞), Ḃ
−1+ 2

p
,q

p ). This solution decays to zero in the

Ḃ
−1+ 2

p
,q

p (R2)-norm (under additional restrictions on p, q), as shown by P. Germain [90].

2.9 Decay in weighted spaces and point-wise estimates

2.9.1 Early results

The analysis of the solutions in weighted spaces provides useful information on their spatial
behavior. In connection with the energy inequality, it is natural to ask whether weak
solutions satisfy the following estimate:∫

|x|2α|u(x, t)|2 dx+
∫ t

0

∫
|x|2α|∇u|2(x, s) dx ds ≤ c. (21)

In the case of the Cauchy problem in R3, this estimate was first established with
0 ≤ α ≤ 3/2 by M.E. Schonbek and T.P. Schonbek [186] for smooth solutions, and then
by C. He and Z. Xin [104] for weak solutions emanating from integrable data such that
(1+|x|)3/2u0 ∈ L2(R3). H.-O. Bae and B.J. Jin [7] improved this to α < 5

2 , using Calderón-
Zygmund type inequalities, under slightly more stringent conditions on the decay of the
datum. A similar conclusion, valid locally in time and with an additional weighted-L2
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estimate for ∆u was obtained in [21] by L.Brandolese. The bound α < 5
2 , as pointed out

by Brandolese in [25], is generically optimal, as any solutions satisfying estimate (21) with
α = 5

2 must satisfy orthogonality relations of the form (18).
In the setting of strong solutions, there are many results establishing upper bounds

for weighted-Lp norms of u or its derivatives. This issue is closely related to the problem
of establishing point-wise decay estimates. Indeed, from a point-wise decay estimate one
immediately obtains weighted estimates by a straightforward integration. Deducing a
point-wise estimate for large time from weighted estimates is less obvious, nevertheless,
this can be done as will discussed below.

Early results on space-time point-wise decay go back to G.H. Knightly [123], where he
addresses such type of decay for solutions to the 3D NS equations with zero forcing term.
The initial datum is assumed to be continuous, divergence free and to fulfill the condition

|u(x, 0)| ≤ Amin{1, |x|−r}, for some 1 ≤ r < 3. (22)

Provided A is sufficiently small the corresponding solutions are shown to satisfy

|u(x, t)| ≤ C min{1, |x|−r, t−
r
2 }, x ∈ R3, t > 0.

These results were extended by Knightly in [124, 125] to any spatial dimension, where in
addition he established that the solutions are space-time analytic. The case of nonzero
spatial asymptotic behavior was also considered: If u satisfies,

|u(x, t)− u∞| = o(1), |∇u(x, t)| = o(x), |p(x, t)| = o(x) as |x| → ∞,

where u∞ is a constant, then it is shown that

|∇ju(x, t)| ≤ C min{1, |x|−r, t−
r
2 } j = 0, 1, r ∈ [1, n),

|p(x, t)| ≤ Ct−
1
2 min{1, |x|−2r−1, t−r−

1
2 }, r ∈ [1,

n

2
).

Note that for the pressure decay the result is only obtained when n ≥ 3.

A different approach was used in S. Takahashi’s paper [199]. Using weighted-equation
techniques, Takahashi gets point-wise decay rates both in time and space, under the
assumptions that the external force has an algebraic space-time decay rate and the initial
datum is zero. The solutions are assumed to be bounded in some weighted Lq,s norms,
with n

q + 2
s = 1 and q, s ∈ [2,∞], (the limiting Serrin class), where Lq,s denotes the space

of all u : Rn × (0,∞)→ Rn such that(∫ ∞
0

(∫
Rn
|u(x, t)|q dx

) s
q dt
) 1
s
<∞.

In [199] almost optimal uniform space-time decay estimates are established, that is, the
estimates are close to the ones corresponding to solutions to the heat equations. For an
outline of previous work on space-time decay the reader is referred to [199]. The work of
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C. Amrouche et al. [3] complements and extends the results in [199]. It considers nonzero
initial data and zero forcing terms, the space time decay is obtained for the derivatives
of all orders in spaces of dimensions n ≤ 5. The proof combines the decay obtained for
moments of the solutions u of NS in L2 in [186], the decay of derivatives of the solution
[184,190] and a Gagliardo Nirenberg interpolation inequality that yields the decay in L∞

norm of v(x, t) = (1 + |x|2)
k
2Dαu, for k ≤ n

2 . I. Kukavica’s paper [136] improves the
decay rates computed in [3], obtaining rates similar to those that are available for the
heat equations up to the critical rates |x|−n and t−

n
2 . These critical rates were further

improved to their optimal values by T. Miyakawa [161], as will be seen in Section 2.9.2.

2.9.2 Miyakawa’s point-wise space-time decay result and its consequences

T. Miyakawa [161] not only found the optimal point-wise decay rates in space-time, but also
got the optimal range of validity for these space-time decay estimates to hold. The slightly
improved version below of his theorem (the improvement concerns only the smallness
assumption, that in [161] was not scale invariant) is taken from Brandolese [20].

Theorem 2.9 (Miyakawa). Let 1 ≤ γ ≤ n+ 1 and let u0 be a divergence-free vector field
such that

(1 + |x|)γu0(x) ∈ L∞(Rn). (23)

If γ = n, n+ 1 it is also assumed that

sup
x∈Rn,t≥0

(1 + |x|)γ |et∆u0(x)| <∞, (24)

and in the case γ = n, additionally it will be assumed that t
n
2 |et∆u0(x)| is uniformly

bounded in x and t.
If supx∈Rn |x| |u0(x)| < η, with η > 0 small enough, then there exist a constant C and

a solution u of (NS) such that u(0) = u0 (e.g. in the distributional sense) and

|u(x, t)| ≤ Cη(1 + |x|)−γ , |u(x, t)| ≤ Cη(1 + t)−
γ
2 . (25)

This theorem can also be seen as a persistence result of the point-wise decay condition
(1 + |x|)γu0 ∈ L∞(Rn). F. Vigneron addressed in [201] the related questions of the
persistency (for strong solutions) of a condition like (1 + |x|)γ u0 ∈ Lp(Rn). In this case,
the natural limitation on the exponenent of the weight is γ + n

p < n+ 1.
The proof relies in writing the Navier–Stokes equation in its integral form, as in (12):

u(t) = et∆u0 −
∫ ∞

0

∫
F (x− y, t− s)(u⊗ u)(y, s) dy ds, (26)

The kernel F is smooth outside the origin and satisfies the scaling invariance F (x, t) =
t−

1
2

(n+1)F ( x√
t
, 1) and the bound |F (x, 1)| ≤ C(1 + |x|)−n−1. Combining these two bounds

one sees that |F (x, t)| ∼ |x|−αt−
1
2

(n+1−α) for all 0 ≤ α ≤ n + 1. Using such information
one can perform the relevant estimates on the linear and bilinear terms that eventually
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lead to the desired result by a perturbation argument. Notice that the smallness condition
on u0 is invariant under the natural scaling of the equation.

The solution of Theorem 2.9 is unique e.g. in C([0,∞[, L∞γ (Rn)), where L∞γ (Rn) is
the space of all functions f such that (1 + |x|)γf(x) ∈ L∞(Rn) and the continuity in
t = 0 is defined in the distributional sense (as it is usually done in non-separable spaces).
The simplest way of ensuring the validity of (24) is to assume u0 ∈ L1(Rn) (if γ = n)
or (1 + |x|)u0 ∈ L1(Rn) (if γ = n + 1). However, these latter conditions instantaneously
break down (unless there are symmetries) whereas condition (24) remains true during the
evolution.

For simplicity, focus is now centered on the case of fast decaying initial data, i.e. such
that (1 + |x|)γu0 ∈ L∞ with γ ≥ n + 1. From the point-wise estimates (25) one readily
deduces decay estimates in weak-Lebesgue norm Lqw of u. Next interpolating the Lp norm
between two different weak norms, Lqw and Lq

′
w , q < p < q′, leads to (the p = 1 case would

require in fact the use of weak-Hardy spaces, see [160]):

‖u(·, t)(1 + |x|)α‖p = O(t−
1
2

(n+1−α−n
p

)), (27)

valid for all 1 ≤ p ≤ ∞ and α ≥ 0 such that α + n
p < n + 1, (or 0 ≤ α ≤ n + 1 if

p =∞). For more details on this argument, see the work by Bae and Brandolese [5]. For
the corresponding lower bounds of these weighted norms, see Section 2.10.1.

The arguments in [161] could be used to obtain estimates for the derivatives of any
order: in agreement with what happens for the heat equation, an estimate for a spatial
derivative of order b ∈ Nn improves the above decay rate of u of an exponent −|b|/2.

I. Kukavica ans J.J. Torres [137, 140] proposed a different approach to such kind of
estimates. Namely, using a parabolic interpolation inequality they proved that if u0 ∈
S(Rn) is an initial datum leading to a strong solution such that ‖u(t)‖2 = O(t−µ), for
some µ ≥ 0, then (provided 0 ≤ α < n+ 1− d/p),

‖Dbu(·, t)(1 + |x|)α‖p = O(t−
1
2

(n
2

+2µ+b−α−n
p

)). (28)

Notice that the assumption u0 ∈ S(Rn) is enough to guarantee that one can take µ ≥
(n+ 2)/4, by Wiegner’s theorem (Theorem 2.5). Hence for such data:

‖Dbu(·, t)(1 + |x|)α‖p = O(t−
1
2

(n+1+|b|−α−n
p

)),

for all 0 ≤ α < n+ 1− n
p , b ∈ Nn, and 1 ≤ p ≤ ∞.

When there is no weight (α = 0), a different approach leading to bounds of the form
of (28) consists in deriving Gevrey-type estimates for the solutions, as done by M. Oliver
and E.S. Titi, [172]. The key point is to derive a differential inequality for the norms
Gr = ‖Areτ(t)A‖22, where A =

√
−∆ and appropriate choices of τ = τ(t) that can be

used to obtain explicit bounds on the radius of analyticity of the solution in time. An
interesting feature of this approach is that it provides also some lower bounds for the
L2-large time behavior of the solutions and their derivatives.
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2.10 Asymptotic profiles

2.10.1 Asymptotic profiles: the case of well localized velocities

A. Carpio [41] proved that strong solutions to NS admit an asymptotic expansion in terms
of space-time derivatives of the heat kernel. Her results were improved by Y. Fujigaki and
T. Miyakawa [72]. To present their asymptotic profile, some notation is needed: recall that
F denotes the kernel of the operator et∆Pdiv appearing in the integral formulation (IE) of
the Navier–Stokes equation. More explicitly, F (x, t) = (Fl,j,k(x, t)), and the components
of F are given by expression (13).

Denote, as before, the heat kernel by E(x, t) and

Eh,k(t) =
∫

Rd
(uhuk)(y, t) dy (29)

the so-called energy matrix of the flow. Notice that
∫∞

0 El,k(s) ds = cl,k according to the
notations introduced just before Theorem 2.7.

Theorem 2.10 ([72]). Let u0 be a divergence-free vector field such that (1 + |x|)u0 ∈
L1(Rn) and u0 ∈ L∞(Rn), giving rise to a unique global strong solution u (this is always
the case if n = 2, or, e.g., n ≥ 3 and ‖u0‖n is small enough). Then, for any q ∈ [1,∞]
and j = 1, . . . , n, one has

lim
t→∞

t
1
2

+n
2

(1− 1
q

)

∥∥∥∥uj(t) + ∂kE(t, ·)
∫
yku0,j(y) dy + Fl,j,k(t, ·)

∫ ∞
0
El,k(s) ds

∥∥∥∥
q

= 0, (30)

where the summation symbols over repeated subscripts has been omitted.

The above limit does indeed describe the large time behavior of u, since by scaling
reasons each one of the terms ∂kE(·, t) and Fl,j,k(x, ·) decay exactly as t

1
2

+n
2

(1− 1
q

). The
expansion (30) corresponds to a first-order asymptotic profile. Putting more stringent
assumptions on the localization of u0 (namely under the assumptions of Theorem 2.9
with γ = n + 1) then one can write a higher order asymptotics for u, up to the order n
that read as follows:

uj(·, t) =
∑

1|≤|α|≤m

(−1)|α|

α!
(∂αxE(x, ·)

∫
yαu0,j dy

+
∑

|β|+2p≤m−1

(−1)|β|+p

p!β!
(∂pt ∂

β
x )Fl,j,k

∫ ∞
0

spyβ(uluk)(y, s) dy ds+ l.o.t. ,

where the neglected terms are of lower-order in the Lq-norm (1 ≤ q ≤ ∞), as t→∞.
Theorem 2.10 has several variants. One of these applies to weak solutions (in this case

one only assumes u ∈ L2
σ(Rn) and (1 + |x|)u0 ∈ L2(Rn) where expansion (30) holds for

1 ≤ q ≤ 2. The special case q = 2 found an important application in Theorem 2.7 as
already discussed. H.Y. Choe and B.J. Jin [51] extended (30) by allowing weight terms in
the expansion.
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One drawback of the asymptotic expansions like the above or that in Eq. (30) is that
any point-wise information on the velocity field is lost when computing the Lq-norm.
However, L. Brandolese and F. Vigneron [27] noticed that for mild decaying solutions
(namely, the solutions obtained in Theorem 2.9 with γ > (n+ 1)/2), the following point-
wise asymptotic profile holds as t→∞:

u(x, t) = et∆u0(x) +∇h(x) + r(x, t) (31)

Here ∇h(x) is a time-independent homogeneous gradient field of degree −(n+ 1), smooth
for x 6= 0. The remainder term r(x, t) is a lower-order term as x goes to infinity: actually
it satisfies

lim
t,
|x|√
t
→∞
|x|n+1r(x, t) = 0.

In fact, the second term in the right-hand side of (31) is almost explicit (it depends,
however, on the solution), as

h(x) = cn
∑
h,k

(
δh,k
n |x|n

− xhxk
|x|n+2

)
·
∫ ∞

0
Eh,k(s) ds.

The homogeneous function h(x) is closely related to the kernel K of et∆P. Indeed,
K(x, t) = h(x) + |x|−dΨ(x/

√
t), where Ψ is a Gaussian-like decaying function. Profile (31)

follows taking both t→∞ and |x|/
√
t→∞ in a more general formula in Brandolese and

Vigneron [27, Theorem 1.7], that will not be reproduced here.
Expansion (31) and its variants have several consequences. As noticed in [27], it can be

used to derive the corresponding lower bounds for the weighted estimates (27), generalizing
those of Section 2.5. Indeed, integrating (31) in portions of the conic region |x| ≥ A

√
t,

with A >> 1 one easily deduces

‖(1 + |x|)αu(t)‖p ≥ κ t−
1
2

(n+1−α−n
p

)
, (32)

for all 1 ≤ p < ∞ and α ≥ 0 such that α + n
p < d + 1 (or α ≤ n + 1 when p = ∞).

Inequality (32) extends earlier lower bounds established in particular cases (namely, for
p = 2 and 0 ≤ α ≤ 2, see [7,86,182], or 1 ≤ p ≤ ∞ and α = 0, see [73]). The above constant
κ ≥ 0 is strictly positive as soon as ∇h(x) 6≡ 0, and this is what happens generically. In
fact, accordingly with [182] and [164] (see also Theorem 2.7), ∇h(x) ≡ 0 if and only if the
matrix (cl,k) = (

∫∞
0 El,k(s) ds) is a scalar multiple of the identity. Of course, for symmetric

solutions ∇h(x) can be identically zero.
An expansion similar to (31) is also meaningful for fixed t and |x| → ∞. In this case

the result of [27] asserts that, for mild decaying solutions (possibly defined only locally in
time)

u(x, t) = et∆u0(x) +H(x) : K(t) + ot(|x|−n−1), as |x| → +∞, (33)

where H(x) = cn∇
(
δh,k
n |x|n −

xhxk
|x|n+2

)
, is homogeneous of degree −(d + 1), cn is an ab-

solute constant, K(t) =
∫ t

0 Eh,k(s) ds, the symbol “:” stands for a double summation
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on h, k = 1, . . . , n and the ot(|x|−n−1) notation denotes a function R(x, t) such that
limx→∞ |x|n+1R(x, t) = 0 for all fixed t. Thus, if u0 is well localized (say u0 ∈ S(Rn)),
then

u(x, t) ∼ H(x) : K(t), as x→∞

for all fixed t such that the strong solution is defined. This expansion can be used to
establish point-wise lower bounds as |x| → ∞. I. Kukavica and E. Reis [138] proposed a
variant to (31), involving a higher-order expansion.

2.10.2 Asymptotic profiles: the case of poorly localized velocities

M. Cannone, C. He and G. Karch [34] established an analogue of the expansion (30) for
strong solutions with slower decay, arising from inital data small in Ln(Rn) and belonging
to the weak Lebesgue space L

n
α
w (Rn), for some α ∈ [1, n). Let us recall for 1 < p <∞ the

space Lpw = Lp,∞ is normed by

‖v‖p,∞ = sup
r>0

r|{x ∈ Rn : |v(x)| > r}|
1
p .

The results in [34] yield the second terms of the asymptotic expansions of the solutions
to NS in Rn. Their result applies to the class of global solutions satisfying the following
estimates, for 1 < α < n:

sup
t>0
‖u(t)‖n/α,∞ <∞, ‖u(t)‖p < C(1 + t)−

n
2

(α
n
− 1
p

)
, ‖∇u(t)‖p ≤ Ct−

1
2 (1 + t)−

n
2

(α
n
− 1
p

)
.

(34)
One of the main results in [34] is

Theorem 2.11 ([34]). Let u be a solution of NS satisfying (34). If 1 < α < 1 + n
2 , then

for any p ∈ [1,∞] satisfying p > n/(2α)

lim
t→∞

t
n
2

(α
n
− 1
p

)+n−1
2

∥∥∥u(t)− et∆u0 +
∫ t

0

∫
Rn
e(t−τ)∆P∇ · (ũ⊗ ũ)(y, τ)dydτ

∥∥∥
p

= 0

for all t > 0, where ũ = eτ∆u0 = E(·, τ) ∗ u0.

Remark 2.12. Estimates (34) hold for the unique mild solution u0 arising e.g. from small
data in u0 ∈ Ln/α,∞ ∩ L∞(Rn).

The authors of [34] complete their theorem studying the case α > 1 + n
2 : in this case

they obtain essentially the same profile as in Theorem 2.10. The proof follows by writing
the solution in the appropriate integral form and using an adaptation of the method in [73]
by Fujigaki and Miyakawa.

22



2.10.3 Asymptotic profiles: the self-similar case

The two dimensional case is considered first. When the initial vorticity ω0 = ∇ × u0 is
in L1(R2), by the classical results of M. Ben Artzi and T. Kato (see e.g. [9]), there is a
unique global solution ω ∈ C([0,∞), L1(R2))∩C((0,∞), L∞(R2)) of the vorticity equation

∂tω + (u · ∇)ω = ∆ω, x ∈ R2, t > 0 (35)

arising from ω0. Such solution is also known to decay as ‖ω(t)‖p = O(t1−
1
p ) as t→∞, for

1 ≤ p ≤ ∞.
The simplest explicit self-similar solutions of the Navier–Stokes equation, in 2D, are

the Oseen vortices,

ωOseen(x, t) =
α

4πt
e−
|x|2
4t , uOseen(x, t) =

α

2π
x⊥

|x|2
(1−e−

|x|2
4t ), x ∈ R2, t > 0. (36)

The constant parameter α ∈ R is the total circulation of the vortex, α =
∫
ω(x, t) dx.

Such solutions play a key role in the description of the large time behavior of solutions
to the vorticity equation with infinite energy, as illustrated by Theorem 2.13 below. This
theorem was first established, by Y. Giga and Kambe [94], under the additional assumption
that ‖ω0‖1 is small . Such smallness assumption was subsequently relaxed by A. Carpio
in [40] and finally completely removed by Th. Gallay and C.E. Wayne in [88]. See also
[93, Chapter 2].

Theorem 2.13 ([88]). Let ω ∈ L1(R2). Then the solution ω to (35) behaves as t → ∞
like the Oseen vortex with circulation α =

∫
ω0:

lim
t→∞

t
1− 1

p ‖ω(·, t)− ωOseen(·, t)‖p = 0 (1 ≤ p ≤ ∞),

and
lim
t→∞

t
1
2
− 1
q ‖u(·, t)− uOseen(·, t)‖q = 0 (2 < q ≤ ∞).

See also [87] for higher order asymptotics. The main idea in [88] is the discovery of
a new Lyapunov function: the relative entropy of the distribution of the vorticity with
respect to the Gaussian distribution of the Oseen kernel. When p = 1, the above result
provides no convergence rate to the Oseen vortex. However, at least when ω0 is very well
localized (e.g. when it belongs to a L1(R2) space with a Gaussian weight), Th. Gallay and
L.M. Rodrigues did establish that such convergence holds at a logaritmic rate. See [85].

A consequence of Theorem 2.13 is that the Oseen vortices are the only self-similar and
integrable solutions of the vorticity equation in 2D. However, plenty of self-similar solutions
exist such that ω(·, t) 6∈ L1(Rn). As a matter of fact, Y. Giga and T. Miyakawa [96]
proposed a general method, based on the analysis of the vorticity equation in Morrey
spaces, for constructing non-stationary self-similar solutions to NS in R3, and for two
dimensions in [96] it is stated that:
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When the space dimension is two and the total variation of the initial measure is
small, there is only one forward self-similar solution for a given total circulation [97];
moreover according to [94] the forward self-similar solutions describe large time behavior
of the vorticity. Existence of many self-similar solutions therefore suggests that the large
time behavior of the vorticity is much more complicated in the three-dimensional case
compared with the two-dimensional case.

More direct constructions have been proposed by Cannone, Meyer, Planchon [37, 38],
see also [143, Chapt. 23]. Their constructions go through in any spatial dimension n ≥ 2:
basically, one only has to choose a vector field u0(x) in Rn, homogeneous of degree −1,
satisfying some mild smallness and regularity assumption on the sphere Sn−1 to guarantee
the existence and uniqueness of a self-similar solution emanating from u0.

In [176], F. Planchon provided a condition implying that a solution u(x, t) of the
Navier–Stokes equations in Rn has a self-similar behavior for large time. Roughly, his

results asserts that if u0 is small enough in the Besov spaces Ḃ
−1+n

p
,∞

p (Rn) (for some
p > n), and is such that

√
tet∆u0(

√
t ·) → v in Lp(Rn) as t → ∞, then the weak limit

v0(x) = limλ→∞ λu0(λx) does exist, next v = e∆v0, and u(·, t) ' 1√
t
V ( ·√

t
) as t → ∞,

where 1√
t
V ( x√

t
) is the self-similar solution of (NS) arising from v0. As observed in [176], it

would not be enough to assume that the rescaled data λu0(λx) converge to get the same
conclusion.

A byproduct of Planchon’s results is that if u0(x) ∼ |x|−1ζ(x/|x|) as x→∞, where ζ
is in L∞ on the unit sphere with small enough L∞-norm, then the corresponding solution
is asymptotically self-similar. If it is only known that |u0(x)| ≤ ε|x|−1 (with ε > 0 small
enough) a quite different situation occurs. In this case, it is still possible to construct a
unique global solution u(x, t) such that |u(x, t)| ≤ Cε(|x|+

√
t)−1. However, Th. Cazenave,

F. Dickstein and F. Weissler, in [45], showed that the large time behavior for such solution
can be chaotic: They proved that if a sequence of dilates λnu0(λn·) converges weakly to
a solenoidal vector field z(·), when λn → ∞, then, for tn = λ2

n, the discretely rescaled
solution

√
tnu(·

√
tn, tn) will converge as n → ∞ toward a limit depending on z (namely,

S(1)z, where S(t) is the Navier–Stokes flow). Now, if t′n = (λ′n)2 → ∞ is another time
sequence, it can happen that λ′nu0(λ′n·) converges to a vector field z′(·) different from z(·).
In this case, the solution u has at least two different asymptotic behaviors along different
sequences. In [45], the authors succeeded in constructing initial data u0 leading to solutions
of the Navier–Stokes equation with infinitely many different asymptotic behaviors, along
different time sequences.

2.11 Decay in Besov spaces and frequency concentration effects

2.11.1 Miyakawa’s Xq spaces

The asymptotic profile in Theorem 2.10 describes the long time behavior of u in the
Lq-norm, 1 ≤ q ≤ ∞, In [163], T. Miyakawa addressed the problem of establishing the
analogue result for q < 1. As the Lq spaces are no longer suitable for this purpose, he
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introduced the spaces Xq:

Xq =


Lq, 1 ≤ q ≤ ∞,

Ḃ
n(1− 1

q
)

1,1 , 0 < q < 1, q 6= n
n+m , m ∈ N

Ḃ−m1,∞, q = n
n+m , m ∈ N

The main result in [163] reads as follow

Theorem 2.14 ([163]). Let u0 ∈ Lnσ(Rn),
∫

Rn(1 + |y|)|u0(y)|dy < ∞ and suppose ‖u0‖n
small if n ≥ 3. Then the strong solution with datum u0 satisfies (30), with the norm ‖·‖Xq

replacing the Lq norm, for all n
n+1 ≤ q ≤ ∞.

If instead u0 ∈ L2
σ(Rn), and

∫
Rn(1 + |y|)|u0(y)|dy < ∞, then there is a weak solution

satisfying the same profile in the Xq norm for n
n+1 ≤ q ≤ 2. In particular, the two-sided

bound holds for large t,
0 < c′q ≤ t

n
2

(1+ 1
n
− 1
q

)‖u(t)‖Xq ≤ cq

for appropriate constants c′q, cq if and only if u0 and u do not satisfy condition (C) of
Section 2.6 (i.e., if and only if the moments

∫
xku0(x) dx are not all zero, or the matrix∫∞

0

∫
(ukul) is not a sclar multiple of the identity matrix). As before, the conditions on q

are n
n+1 ≤ q ≤ ∞ if u is a strong solution, and n

n+1 ≤ q ≤ 2 if u is a weak solution.

To establish the above theorem, the solutions are expressed in integral form. Estimates
similar to (14 ) and from Theorem 2.7 are obtained, however the analysis in Besov spaces
is more involved and technical.

2.11.2 Further applications of Besov spaces and Z. Skalák analysis on fre-
quency concentration

Other decay results in Besov’s spaces can be found in Z. Skalák’s paper [195]. Skalák
considered data u0 ∈ L2

σ ∩ Ḃ
−2γ,∞
2 (R3), γ ∈ [0, 5

4 ], or equivalently, data u0 such that
‖et∆u0‖2 ≤ C(1 + t)−γ , by the well known characterization of negative Besov spaces in
terms of heat kernel decay (see [143]). Combining the results in [195] the main result can
be given as

Theorem 2.15 ([195]). Let u0 ∈ L2
σ ∩ Ḃ

−2γ,∞
2 (R3), γ ∈ [0, 5

4 ]. Let u be a weak solution to
NS, with data u0. Let κ ∈ (0, 1). Then there exists β, β̃ > 0, such that

lim inf
t→∞

‖(Eµ(t) − Eµ̃(t))u(t)‖2
‖u(t)‖2

≥ κ, where µ(t) = βt−1, and µ̃(t) = β̃t−1. (37)

Further if α ≥ 0, then
lim inf
t→∞

t
α
2 ‖u(t)‖

Ḃ−2γ+α,∞
2

> 0.

Here {Eλ : λ ≥ 0} denotes the resolution of the identity of the Stokes operator. The
proof of Theorem 2.15 is done in several short lemmas and propositions that use properties
of Besov spaces and the spectral family Eµ(t).
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The decay result of Thorem 2.15 is first shown for weak solutions that satisfy :

0 < lim inf
t→∞

tγ‖u(t)‖2 ≤ lim sup
t→∞

tγ‖u(t)‖2 <∞. (38)

The second theorem of [195] shows that condition (38) is equivalent with u0 ∈ Ḃ−2γ
2,∞ . For

solutions with datum as in Theorem above or satisfying (38), the work in [195] improves
the results in [163] and of [164] as follows:
1. A lower bound of decay is obtained for any γ ∈ (0, 5

4 ].
2. If γ = 5/4 the condition from [164]:

∫
(1 + |x|)|u0(x)|dx <∞ is no longer required.

3. By the continuos imbedding Ḃ−1
1,∞ ↪→ Ḃ

− 5
2

2,∞ the lower bound obtained in Theorem 2.15

0 < lim inf
t→∞
‖u(t)‖

Ḃ
− 5

2
2,∞

,

improves the lower bound in [163] given by 0 < lim inft→∞ ‖u(t)‖Ḃ−1
1,∞

.

Notice that (37) provides information on the long time behavior of frequencies. In a
series of papers (see [194] and the references therein) Z. Skalák gave new insight on the
large time behavior of the solutions. He showed that a certain frequency concentration
effect occurs for weak solutions with zero external forces, satisfying the strong energy
inequality (5). We first recall the notation given in [195], let a = limt→+∞

‖A1/2u‖2
‖u‖2 , and

define

Ka,ε =


B√a+ε \B√a−ε if a > ε > 0,

B√a+ε(0) if ε ≥ a > 0,

B√ε(0) if a = 0

where Br(0) denotes a ball centered at the origin with radius r.
In [194] it is shown that frequencies tend to concentrate on an arbitrary small annulus
(a > 0) or ball (a = 0) as t → ∞. In particular it is established that for such weak
solutions, which are non zero for times lager than some T ≥ 0

lim
t→+∞

∫
R3\Ka,ε |ξ|

4α|û(ξ, t)|2 dξ∫
Ka,ε
|ξ|4α|û(ξ, t)|2 dξ

= 0. (39)

2.12 Decay characterization to dissipative equations

It has been frequently remarked that the long time behavior in L2 of solutions and deriva-
tives to diffusive systems, is influenced by the low frequencies of the initial data. This
suggested the idea of finding the order of Λ̂su0(ξ) at the origin, by comparing it to the
powers f(ξ) = |ξ|r, [13], where as usual, Λ = (−∆)

1
2 . For this comparison the notions

of decay character and decay indicator were introduced by Bjorland and Schonbek in [13]
and its use and applications extended by Niche and Schonbek in [169], [170]. The decay
character and the Fourier Splitting method yielded upper and lower bounds for decay of
solutions and derivatives to appropriate dissipative nonlinear equations, incompressible
and compressible. We recall the definitions of decay indicator and decay character . For
details see [13] and [169]
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Definition 2.16. ([13, 169]) Let u0 ∈ L2(Rn), B(ρ) = {ξ : |ξ| ≤ ρ}, s ≥ 0. The decay
indicator P sr (u0), r ∈

(
−n

2 + s,∞
)

corresponding to Λsu0 is defined by

P sr (u0) = lim
ρ→0

ρ−2r−n
∫
B(ρ)
|ξ|2s|û0(ξ)|2 dξ

provided the limit exists.

Definition 2.17. ([169]) For u0 ∈ L2(Rn), the decay character of Λsu0, is defined by

r∗s = r∗s(u0) =


the unique r ∈

(
−n

2 + s,∞
)
, if 0 < P sr (u0) <∞,

−n
2 + s, if P sr (u0) =∞, ∀r ∈

(
−n

2 + s,∞
)
,

∞, if P sr (u0) = 0, ∀r ∈
(
−n

2 + s,∞
)
.

The decay character could not exist, for example when û0(ξ) is wildly oscillating near
ξ = 0, or when û0(ξ) has a logarithmic behavior as ξ → 0. For this reason, improved defi-
nitions of the notions of decay indicator and decay character have been recently proposed
by L. Brandolese [24]. The class of initial data admitting a decay character in the sense
of [24] is larger, making the theory more widely applicable. The modified definitions are
not reproduced here. The two next subsections provide a few interesting applications of
these notions.

2.12.1 Characterization of decay in L2 and in Ḣs of solutions to linear dissi-
pative equations

Let L : Xn →
(
L2(Rn)

)n, be a a pseudo-differential operator on an n-dimensional Hilbert
space Xn, with symbol M(ξ) = P−1(ξ)D(ξ)P (ξ), ξ a.e., where D(ξ) = −ci|ξ|2αδij , for
ci > c > 0 and 0 < α ≤ 1 and P (ξ) ∈ O(n). Let v be a solution to

vt = Lv, v(x, 0) = v0. (40)

With the notion of decay character in hand, the following result can be obtained :

Theorem 2.18 ([13,169]). Let v0 ∈ Hs(Rn), s ≥ 0, have decay character r∗s(v0) = r∗s . Let
v(t) be a solution to (40) with data v0. Then there exist constants C1, C2, Cε, Cm > 0, so
that

1. If r∗s ∈ (−n
2 + s,∞)⇒ C1(1 + t)−

1
α(n2 +r∗s+s) ≤ ‖v(t)‖2

Ḣs ≤ C2(1 + t)−
1
α(n2 +r∗+s),

2. If r∗s =∞⇒ ‖v(t)‖2
Ḣs ≤ Cm(1 + t)−m, ∀m > 0,

3. If r∗0 = −n
2 ⇒ ‖v(t)‖22 ≥ Cε(1 + t)−ε, ∀ε > 0,

The above theorem follows combining energy inequalities with estimates resulting from
the decay and an appropriate Fourier Splitting. For details when s = 0 see [13], when
s > 0 see [169].
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Remark 2.19. For s > 0, to determine the decay in Ḣs of solutions to (40), it is necessary
first to establish how the decay character of Λsu0 and that of u0 are related. Specifically if
u0 ∈ Hs(Rn), s > 0, it can be shown that r∗s(u0) = s+r∗(u0), provided −n

2 ≤ r
∗(u0) ≤ ∞.

For a proof the reader is referred to [169].

The recent paper [24] explores further the relation between the behavior of v̂0 near ξ = 0
and the decay estimates from above and below. For example, under the same assumptions
as before on L, with the additional condition that the symbol M(ξ) is homogeneous of
degree 2α, it is proved therein that

lim inf
ρ→0+

ρ−2σ

∫
|ξ|≤ρ

|v̂0(ξ)|2 dξ > 0

lim sup
ρ→0+

ρ−2σ

∫
|ξ|≤ρ

|v̂0(ξ)|2 dξ <∞
⇐⇒ v0 ∈ Ȧ−2σ

2,∞ , ⇐⇒ (1+t)−
σ
α . ‖v(t)‖2 . (1+t)−

σ
α .

(41)
Here Ȧ−2σ

2,∞ is a specific subset of the Besov space Ḃ−2σ
2,∞ (Rn) that can be defined through

suitable size estimates on the dyadic blocks of frequency decompositions (see [24] for more
details). The notation . means that the inequality holds up to a multiplicative constant
independent on t.

When an L2 function satisfy any of the above equivalent conditions (41), the expo-
nent σ ∈ (0,∞) is uniquely determined. This exponent σ = σ(v0) was coined the Besov
character of v0. It is related to (the improvement made in [24] of) Bjorland–Schonbek’s
notion of “decay character”, by the relation σ(v0) = r∗(v0) + n

2 .

2.12.2 Application to the decay for Navier–Stokes

The decay estimates for the linear system are used to obtain the decay rates for appropriate
non linear diffusive systems. In [13] it was used for solutions to the NS equations with
zero force. This allows, in particular, to restate the decay results Wiegner’s Theorem 2.5
in the following form:

Theorem 2.20 (See [13]). Let u be as in Theorem 2.5 (with forcing term f ≡ 0). Assume
that u0 ∈ L2(Rn) has a decay character r∗ = r∗(u0). Then,

1. If −n
2 < r∗ < 1− n

2 then there are constants C1, C2, C3 > 0 so that

C1(1 + t)−r
∗−n

2 ≤ ‖u(t)‖22 ≤ C2(C3 + t)−r
∗−n

2

2. If r∗ ≥ 1− n
2 then ‖u(t)‖22 ≤ C(1 + t)−

n
2
−β where β = min(r∗, 1).

3. If r∗ = −n
2 and n = 3, 4 then ‖u(t)‖22 decays slower than any algebraic decay rate

for large time.

The first conclusion of the above theorem can be made more precise. In fact, necessary
and sufficient conditions for the validity of upper-lower decay estimates can be prescribed.
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Theorem 2.21 (See [24]). Let u0 and u as in Theorem 2.5 (with forcing term f ≡ 0).
Let 0 < σ < 5/4. The three following properties are equivalent:

(i) lim inf
ρ→0

ρ−2σ

∫
|ξ|≤ρ

|û0(ξ)|2 dξ > 0 and lim sup
ρ→0

ρ−2σ

∫
|ξ|≤ρ

|û0(ξ)|2 dξ <∞,

(ii) u0 ∈ Ȧ−2σ
2,∞ ,

(iii) (1 + t)−σ . ‖u(t)‖2 . (1 + t)−σ.

The proof relies on the analysis of the linear system described in the previous subsection
and on Z. Skalák’s version of the “Inverse Wiegner’s theorem”, [196].

Applications of the decay character for other diffusive equations will be revisited in
Section 5.4.

2.13 Non-decaying velocities

When the energy inequality∫ t

0
‖u(t)‖22 + 2

∫ t

0
‖∇u‖22 ds ≤ ‖u0‖22 (42)

is not available, the tools described in Section 2.4 are no longer effective. The case of
solutions with non-decaying velocities attracted considerable attention. For example, if one
drops the L2-condition on the initial datum (that implies some sort of decay at infinity),
replacing it with the more general condition u0 ∈ L2

uloc(R3) (the space of uniformly locally-
L2 vector fields), then it is still possible to construct weak solutions satisfying a local energy
inequality, defined at least on some finite time interval: under mild additional condition
such solutions can be extended to global weak solutions (see P. G. Lemarié-Rieusset’s
book [143] for a detailed account) but nothing is known on their large time behavior.

Some results on the large time behavior of solution arising from L∞(R2) initial data
are briefly described here. In any space dimension n ≥ 2, if u0 ∈ L∞(Rn), then it is
possible to construct a unique local in time mild solution belonging to the space BUC of
bounded and uniformly continuous functions, with the corresponding pressure satisfying
the natural condition

p = (−∆)−1(∇ · (u⊗ u)). (43)

In the two-dimensional case, such solution is in fact global in time. In this case, the main
issue is to establish some a priori bound on the growth of the velocity for large times.
The problem of its behavior at infinity was first addressed by Y. Giga, S. Matsui, Y.
Sawada [95], who established a double exponential bound for the growth of ‖u(t)‖∞ and
Y. Sawada and Y. Taniuchi who improved this bound to a simple exponential-in-time
growth, see [178]. Their proof relies on the maximum principle for the vorticity equation
and splitting the frequencies into low and higher parts. More recently, using in a deeper
way the structure of the Navier–Stokes equations, and the local energy inequality, S. Zelik
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(see [208], or Th. Gallay’s review [83]) proved that the L∞(R2)-norm of u grows at most
linearly in time:

‖u(t)‖∞ ≤ C‖u0‖∞(1 + Ct‖u0‖2∞).

In this bound, the constant explicitly depend on the viscosity coefficient (is set = 1
throughout for simplicity) and breaks down in the limit as ν → 0. However, when one also
assumes that the initial vorticity is in L∞, then these bounds turn out to be independent
on the viscosity coefficient.

2.14 The role of external forces

The results described in Sections 2.2, 2.3, 2.4 are valid with non zero external forces
provided they decay sufficiently fast in L2. In [180], it is shown that if

‖f(t)‖2 ≤ C(1 + t)−
n
2
−1 and f ∈ L∞((0,∞),W−1,1(Rn))

then the energy decays at the same rate as for f = 0. In this case, the FS method includes
an extra term that decays much faster and hence is negligent. A natural question is what
happens in the case that the external forces are slowly decaying. The surmise is that the
forcing terms will steer the decay to a slower rate.

In [171], T. Ogawa, S.V Rajopadhye, M.E. Schonbek, studied the uniform and non-
uniform decay for fluids with slowly decaying forcing terms. They looked for the weakest
possible assumptions on f so that a weak solution u, constructed by the techniques in
[29, 145], that complies with the strong energy inequality (5), and satisfies ‖u(t)‖2 → 0
as t → ∞, with or without rate. Technical assumptions on the force are needed, which
include the assurance that f is in the dual of the space of the weak solution. The main
assumption (A1) is quite technical. Instead of giving the exact terms of (A1), only some
typical forces included under assumption are depicted here :

1. f ∈ L1((0,∞), L2) and f ∈ L2((0,∞), L
2n
n+2 ) (n ≥ 3).

2. If f belongs to appropriate weighted space, then a weaker condition such as |x|f ∈
L2((0,∞), L2), will suffice. For details see [171].

For uniform and non uniform decay a generalization of the strong energy inequality (5) is
needed:

Proposition 2.22 (Existence and generalized energy inequality [171]). Let u0 ∈ L2 and
f satisfy assumption (A1). There exists u ∈ L∞((0, T ), L2

σ)∩L2((0, T ), Ḣ1
σ) for all T > 0,

a weak solution of NS with datum u0, satisfying (5). For any E(t) ∈ C1(R; R+) with
E(t) ≥ 0 and ψ ∈ C1(R;C1 ∩ L2), u satisfies the generalized energy inequality (GE)

E(t)‖ψ(t) ∗ u(t)‖22 ≤ E(s)‖ψ(s) ∗ u(s)‖22 +
∫ t

s
E′(τ)‖ψ(τ) ∗ u(τ)‖22dτ (44)

+2
∫ t

s
E(τ)

∣∣〈ψ′(τ) ∗ u(τ), ψ(τ) ∗ u(τ)〉 − ‖∇ψ(τ) ∗ u(τ)‖22
∣∣dτ

+2
∫ t

s
E(τ) (|〈u · ∇u(τ), ψ(τ) ∗ ψ(τ) ∗ u(τ)〉|+ |〈f(τ), ψ(τ) ∗ ψ(τ) ∗ u(τ)〉|) dτ
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where 0 ≤ s < t <∞, for almost all s and, all t .

Non-uniform decay. The Fourier splitting method, combined with inequality (44) yields
the desired decay. As in [156], for the non-uniform decay, one decomposes the solution into
low and high frequency modes and considers them separately. Choose φ = φ(ξ) = e−|ξ|

2
:

‖u(t)‖22 = ‖φu(t)‖22 + ‖(1− φ)u(t)‖22 = L(t) +H(t)

The decay of L(t) follows by technical Sobolev inequalities. For the decay of H(t) a
modified FS technique is used. Choose ψ(t) = 1− φ. Split the frequency space into

Rn = S(t) ∪ S(t)c, with S(t) = {ξ : |ξ| < G(t)}.

Choose E(t) = (t+1)α, G2(t) = α
2(t+1) . Then (E(t),G) satisfy E′(t)−2G2(t)E(t) = 0. Here

α depends only on the dimension. Note that the third term on the right hand side of (44)
vanishes since ψ′ = 0. Combining the second term with the diffuse fourth, yields that it is
only necessary to estimate the solution on a small ball of shrinking radius G(t) = α√

2(t+1)
.

Assumption A1 allows the term involving the force to be estimated by a Hardy inequality.

Uniform decay. For the uniform decay more assumptions on the force are needed. Here
one uses directly a FS-technique combined with the generalized inequality (44). For details
see [171].

For the influence of external forces on the point-wise decay, the reader may consult
the results by Bae and Brandolese in [5].

3 Decay results in more general domains

The literature of this subject is huge, the presentation in this chapter will be restricted to a
few of the many relevant results. H. Sohr’s book [197] is a classical reference for this topic.
The reader is also referred to the work by R. Farwig, H. Kozono and J. Sohr [66] for more
recent developments about domains with non-compact boundaries. The contributions in
this handbook by M. Geißert, M. Hieber, J. Saal [111] and S. Monniaux, Z Shen [166] give
also up-to-date results.

3.1 Decay in bounded domains

For bounded domains existence and stability has been understood at several levels. One
advantage over unbounded domains is the validity of the Poincaré inequality. In two and
three dimensions, it is known since Leray and Hopf’s work [144,145] that the L2 norm of
the solution and its corresponding enstrophy decays at least exponentially as time tends
to infinity. In [71] Foias and Saut show that the decay is exactly exponential, in the sense
that the limit of the ratio of the enstrophy over the energy tends to an eigenvalue of the
Stokes operator. This result serves as basis to obtain asymptotic expansion of the solution
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to NS as t → ∞. More information on the asymptotic behavior of solutions in bounded
domains can be found in [60,197].

An original approach is that of [167], where S. Nečasová and P. Rabier make a careful
analysis of the relationship between the time decay of solutions of the Navier-Stokes system
in a bounded domain and the time decay of the external force f . They show that the decay
properties of the solution depend upon the type and amount of decay of f and upon the
function spaces to which the data belong, but not on f or of the initial data themselves.
The “type” (exponential, power-like, etc.) and the “amount” of the decay of f are defined
in a rigorous way by considering the class of functions ρ = ρ(t) such that, for some s > 0,
esρf belongs to an Lp(R+, Lq(Ω)) space. In the same way, the decay of the solution is
measured by the validity of conditions of the form esρu ∈ Lp(R+, Lq(Ω)). A consequence
of the main result of [167], is that the solution will always inherit power-like decays of the
external forces, but only part of their exponential decays, in a sense made precise in [167].

3.2 Decay in exterior domains

Exterior domain problems are used to investigate the behavior of fluids around an obstacle.
One natural question to ask is what is the influence of the obstacle in the decay rates. Focus
here is centered on the fundamental work of Borchers and Miyakawa [14–17]. Historically
the analysis begins with the results by Heywood in [106, 107], where the question was
to compare the behavior of the stationary and the non-stationary solutions to the NS
equations. In [141] Ladyzhenkaya states that “it seems impossible to prove the a priori
estimates required to investigate for all t > 0 a non-stationary flow past an object which
begins at t=0 as a perturbation of one of these stationary solutions”. An important element
that allowed to overcome the obstacles specified in [141] is the work by Finn [68–70] on
stationary flows, in exterior domains. Briefly, in [107] the following stability result was
established:
Let u = u(x, t) be the solution to NS in an exterior domain Ω ⊂ R3 outside of a bounded
domain with smooth boundary Σ. Suppose the forcing term is only x-dependent and
small. Let w = w(x) be the solution to the corresponding stationary problem. Suppose
that u = w on ∂Ω, t ≥ 0. In addition there are some appropriate somewhat involved
conditions on u0 = u(x, 0) and w, for details see [107]. If A is any bounded subset of Ω,
then

lim
t→∞
‖∇v(t)−∇w‖L2(Ω) = 0, lim

t→∞
‖v(t)− w(x)‖L2(A) = 0.

This result was extended by Masuda [155] giving the first L2- rate of decay result for non
stationary solutions to NS in an exterior domain Ω. The domain Ω is as in Heywood’s
papers [106, 107], and v, w satisfy the conditions (1) and (2) above. Then in [155] it is
shown that

sup
x∈Ω
|v(x, t)− w(x)| ≤Mt−

1
8 , for t ≥ T0 > 0, and some constant M.

As Heywood points out in [105] “It was recognized by Masuda that this order of decay
might be improved through the use of sharper estimates for solutions of the Stokes problem.”
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The decay results in [155] were ameliorated in [105]. The optimal rates with less conditions
on the exterior region were finally obtained in a series of papers by W. Borchers and
T. Miyakawa [14–16]. These results involve a deep analysis of properties of Ar, (the Stokes
operator in Lr) with fractional powers. In particular a fundamental Sobolev embedding
theorem for fractional powers of the Stokes operators in exterior domains is obtained. The
notation used is as follows:

Au = Aru = −Pr∆u, u ∈ D(Ar) = Lrσ(Ω)r ∩H1,r
0 (Ω) ∩H2,r(Ω).

Here Ω is a domain in Rn, Lrσ(Ω) are solenoidal vector functions in Lr and, Pr is the
bounded projection from Lr(Ω) into Lrσ(Ω)r. The exterior domain Ω under consideration,
is the complement of a finite number of bounded domains with C∞ boundaries. The
forcing term is zero. The main theorems for solutions v(x, t), x ∈ Ω, t > 0 obtained in [14]
are as follows:

Theorem 3.1 ([14]). Let n ≥ 3. Let the initial data u0 ∈ L2
σ(Ω), let v0(t) be the solution

to the Stokes problem with data u0 and v0(t)|∂Ω = 0, v0 → 0 as |x| → ∞. Then

(i) There is a weak solution v of NS which satisfies ‖v(t)‖2 → 0 as t→∞.

(ii) If in addition ‖v0(t)‖2 = O(t−α) as t→∞, for some α > 0, then ‖v(t)‖2 = O(t−β)
as t→∞ with β = min{a, n4 − ε}, for some ε ∈ (0, 1

4).

(iii) ‖v(t)− v0(t)‖2 = o(t−
n
4

+ 1
2

)) as t→∞.

(iv) If in addition ‖v0(t)‖2 = O(t−α) as t→∞, for some α > 0, then ‖v(t)− v0(t)‖2 =
O(t−γ) ast→∞, γ = n

4 −
1
2 + α, if α < 1

2 and 0 < γ < n
4 if α ≥ 1

2 .

If a weak solution satisfies the energy inequality (5) with f = 0, then v has all the previous
properties.

Main ideas for the proof: The spectral decomposition of the self-adjoint operator A2 given
by

A2 =
∫ ∞

0
λdEλ

is used to obtain a lower bound for the L2 norm of the gradient of the solution to NS.

‖∇v‖22 = ‖A
1
2
2 v‖

2
2 =

∫ ∞
0
‖Ezv‖22 dz ≥

∫ ∞
λ
‖Ezv‖22 dz ≥ λ(‖v‖22 − ‖Eλv‖22) (45)

This approach depicts Fourier splitting using spectral theory. The idea was already used
in [118]. Estimate (45) combined with the energy inequality (5) yields

‖v(t)‖22 +
∫ t

s
λ(τ)‖v(τ)‖22 dτ ≤ ‖v(s)‖22 +

∫ t

s
λ(τ)‖Eλv(τ)‖22 dτ. (46)

Bounds for the Stokes operator with fractional powers combined with (46) yields an
inequality for ‖Eλv(t)‖2 where a Gronwall estimate can be applied. This provides the
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decay expected for hypothesis (i) and (ii). Cases (iii) and (iv) are more involved: in
particular it is necessary to analyze w = v(t) − v0(t). As stated in [14], if u0 ∈ Lr ∩ L2

σ

one can take α = (nq −
n
2 )/2 and thus α = β. The final theorem in [14] gives decay in Lq,

q < 2 for solutions with data in u0 ∈ Lr ∩ L2
σ, r ∈ (1, n/n − 1] and r < 2n

n+2 . The decay
obtained is ‖v(t)‖q = o(tη), as t→∞, with η = (nq −

n
q )/2.

Papers [15, 16] improve the results in [14]. The main difference in [15] is that less
conditions are required on the data to get the decay. In [15] the comparison is with the
solutions of the underlying heat equation. One of the main Theorems in [15] states

Theorem 3.2 ([15]). Let the initial data u0 ∈ Lr(Ω) ∩ L2
σ(Ω) for some 1 < r < 2,

then there is a weak solution v of NS such that ‖v(t)‖2 = O(t−γ), as t → ∞, where
γ = 1

2(nq −
n
2 ). The same holds for solutions which satisfy the energy inequality (5) (here

f = 0).

The results in [16] involve arbitrary unbounded domains in dimensions n = 2, 3, 4
where the Poincaré inequality might not hold. The methods used are based on the ones
in the former two papers.

Remark 3.3. The last Theorem in [14] includes the main result of Maremonti [153]. More-
over this theorem also ameliorates the work of Galdi and Maremonti [79] and Maremonti
[154].

The work of Borchers-Miyakawa, [14–16] dealt with solutions to NS for dimensions
n ≥ 3. The work of Kozono and Ogawa [130, 131] investigates questions related to decay
in two dimensions. Specifically in [131] solutions to NS are studied for initial data in L2

σ(Ω).
Uniqueness and existence of a global strong solution u = u(x, t) are first established. Decay
rates obtained for u and du

dt ∈ L
p, 2 ≤ p <∞ are optimal in the sense that they coincide

with the rates of the solutions to the underlying linear equations. The L∞ rates for u

and du
dt differ from the optimal one by a logarithmic multiple. Rates of decay for the L2

norms of Aαu, 0 < α ≤ 1 and of Aα(dudt ), 0 < α < 1 are also obtained.
The results on decay in [131] follow by an analysis of the operator (A2 +λ)−α, 0 < α ≤

1
2 . The main difficulty, that the authors have to handle, is that A2 in unbounded domains
in R2 is not boundedly invertible. The work in [131] extends the one in [130]. In [131] for
data with additional conditions, new rates are obtained for u, dudt , in Lp, 2 ≤ p ≤ ∞ and in
L2 for Aαu,Aα(dudt ) . Furthermore decay rates in Lp, 1 < p < 2, are derived for solutions
with data in Lp ∩ L2, 1 < p < 2.

In [132] Kozono and Ogawa analyze in exterior domains in Rn, n ≥ 3, the stability of
the stationary solutions and first derivatives in Lp(Ω), with appropriate p depending on
conditions on the data and on the stationary solutions.

The decay in weighted spaces also attracted a considerable attention. For a nice review
of recents results the the reader is referred to the introduction of the paper [103]. In this
paper, C. He and T. Miyakawa address the problem of the time decay of weighted norms
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of weak and strong solutions to the NS equations in a 3D exterior domain. They prove
that weak solutions satisfy, for all t ≥ 0:

‖ |x|αu(t)‖22 +
∫ t

0
‖ |x|α∇u(τ)‖22 dτ ≤ c (1 < α <

n

2
)

and
‖ |x|βu(t)‖2 ≤ c(1 + t)−

n(α−β)
4α (0 ≤ β ≤ α < n

2
).

In addition, the authors find the optimal decay rates in space-time of strong solutions. The
balance between these two kinds of decays turns out to be similar to that of solutions of
the Cauchy problem. One important issue is to know if the above range on the parameters
α and β is the best possible. In this regard, necessary and sufficient conditions for the
improvement of such a range are discussed. These conditions involve the vanishing of the
total net force exerted by the fluid and are related to H. Kozono L1-summability problem
of the velocity field. It is difficult to check if the solutions satisfy such conditions or not.
However, the authors prove that it is indeed the case for flows with special symmetries.

Up-to-date information on the asymptotic behavior in exterior domains, with focus on
weighted-spaces, higher-order norms, can be found in P. Han’s recent paper [100]. Han’s
arguments are effective to obtain also subtle L1-estimates, provided the initial data are
taken in appropriate subspaces of L1

σ(Ω).

4 Convergence and stability results for stationary solutions

The decay results described in Sections 2.2-2.4, can be viewed as asymptotic stability
results of the identically zero solutions. In the presence of an appropriate time-independent
external force f , it is possible to construct a unique nonzero stationary solution w. Then
the study of the large time decay of a perturbed problem provides information on the
asymptotic stability of such solutions. In this section a few of the many important results
on the convergence to stationary solutions are recalled, referring to G. Galdi [76], T.
Hishida [113], and K. Pileckas [152] contributions to this handbook for a more complete
presentation.

4.1 Some results on the asymptotic stability of stationary solutions of

the Navier–Stokes equations

4.1.1 Stability of stationary flows in Lp(Rn), p ≥ n, and in exterior domains

When f is an appropriate forcing term of the form f(x) = ∇ · F (x), it is possible to
construct a unique nonzero stationary solution w, i.e. a solution of the system

−∆w + w · ∇w +∇p = f, ∇ · w = 0, in Ω

w = 0, on ∂Ω

w(x)→ 0, as |x| → ∞

(47)
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where Ω is an exterior domain of Rn, n ≥ 3. The underlying linear system is the Stokes
system. An alternative realistic boundary condition at infinity is lim|x|→∞w(x) = w∞ ∈
Rn, where w∞ is a constant vector field. If w∞ 6= 0 then the underlying linear system is no
longer given by the Stokes system, but by the Oseen system. For the Oseen case, stability
results can be found in Maremonti’s work in [153]. The stability results in [153] work
for small perturbations of solutions to the stationary solutions w in the whole space and
exterior domains. For more details on stability in the Oseen case the reader is referred
to [77]. General information on properties of the Stokes operator can be found in the
contribution to this Handbook by M. Hieber and J. Saal [111]. In the remaining part of
this section the case w∞ = 0 is discussed.

For the system (47), W.Borchers and T. Miyakawa [17] under a smallness assumption
of the form

sup
x∈Ω
|x|2|F (x)|+ sup |x|3|∇F (x)| < ε (48)

constructed such a solution w, satisfying

sup
x∈Ω
|x||w(x)|+ sup |x|2|∇w(x)| <∞, (49)

the uniqueness being guaranteed if the left-hand side of the above inequality is small.
The result of [17] also asserts that if such solution w is perturbed by a disturbance “a”
(assumed to be small in the Ln,∞(Ω) norm), then the solution u of the Navier–Stokes
equations on Ω with homogeneous boundary conditions and external force ∇ · F , arising
from u0 = w + a, satisfies

‖u(t)− w‖Lp(Ω) = O(t−
n
2

( 1
n
− 1
p

)), ‖∇u(t)−∇w‖Ln(Ω) = O(t−
1
2 )

as t→∞, for all n ≤ p <∞.
It is possible to considerably relax the condition on the initial force in order to get

the existence and uniqueness of a solution w of (47) in a suitable class as well as the con-
vergence toward the stationary solution. For example, H. Kozono and M. Yamazaki [135]
achieved this by simply assuming that F is small in the Lorentz space L

n
2
,∞(Ω), with no

needed condition on its gradient (in this case w belongs to Ln,∞(Ω)).

4.1.2 Stability of stationary flows in R3 in Lp, p < 3

A different approach, for the stability problem in the whole R3 has been obtained by
C. Bjorland and M.E. Schonbek [12], with the motivation of getting stability results in
the L2-norm. For stationary solutions w of (47) with appropriate forcing terms it is easy
to see that ‖∇w‖2 < ∞. It is more difficult to show that the L2-norm of the solutions is
finite: this usually requires some smallness assumption. To insure such an L2 bound, in
[12], it was assumed that the forcing terms have vanishing frequencies in a neighborhood
of the origin and that the product ‖f‖2 ‖f‖H̊−1

σ
is small. This allowed to establish the

existence of a unique stationary solution that is asymptotically stable in L2 under small
initial perturbations. The proof involves a modified FS technique applied to the solution
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of the equations for z = u−w, where u is the solution to NS and, w is the solution to the
stationary NS.

Wider stability results were obtained in [10] by C. Bjorland, L. Brandolese, D. Iftimie
and M.E. Schonbek, where the stability for Lp spaces, 3/2 < p ≤ ∞ were considered.
These results improved the work in [12] in the case p = 2, by relaxing the assumptions
on f . Specifically, the stability of the stationary solution w was investigated in the Lp

and the Lorentz Lp,∞-norms. Stationary solutions w ∈ L3,∞ ∩ Lp or w ∈ L3,∞ ∩ Lp,∞,
small in L3,∞ are investigated. These authors show that possibly initially large L3,∞

non-stationary solutions eventually become small in L3,∞ (i.e. they eventually become
of a size comparable to that of w). Decay estimates for the difference u(t) − w are then
established and a necessary and sufficient conditions are given to have the convergence
result u(t)→ w.

Results in the same spirit as in [10], but under even less restrictive assumptions on f

were found by T.V. Phang and N.C. Phuc [174]. Let us describe in more details the
stability result of [174] that seems to be optimal, in the sense that it requires the weakest
conditions on the external force f known so far. As pointed out in [10], in order to construct
w ∈ L2

loc (this is needed e.g. to give a meaning to∇·(w⊗w) as a distribution) it is tempting
to construct w in the largest space that is both translation and scale invariant, embedded in
L2
loc. Such space is known to be the Morrey–Campanato spaceM2,2: the weakest possible

smallness assumption under which one could hope to construct such solution w ∈ M2,2

would then be of the form ‖(−∆)−1f‖M2,2 < ε. But, in fact, such a construction is still
an open problem. A good substitute for the space M2,2 is the space

V1,2 = {w ∈ L2
loc : ‖f‖V1,2 ≡ sup

K⊂⊂Rn
(
∫
K |f |

2)/cap1,2(K)},

where cap(K)1,2 is the capacity of the compact K (see [174]). As a matter of fact, V1,2 is
only slightly smaller than M2,2:

Ln,∞(Rn) ⊂M2+ε,2+ε ⊂ V1,2 ⊂M2,2,

where the norms of all the spaces in the above chain of inclusions share the scaling property
‖w‖ = ‖λw(λ·)‖. The results of [174] can be summarized as follows: there exist an absolute
constant δ > 0 such that:

- if ‖∆−1f‖V1,2 < δ, then there is one unique solution to (47) such that ‖w‖V1,2 '
‖∆−1f‖V1,2 .

- If u0 is a divergence-free vector field such that ‖u0 − w‖V1,2 ≤ δ, then there is
a unique solution u of the non-stationary Navier–Stokes equation (47) such that
‖(−∆)s/2u(t) − w‖V1,2 ' t−s/2‖u0 − w‖V1,2 , for all −1 ≤ s < 1. (The case s = 0
provides the Lyapunov stability of w).
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4.2 L2-perturbations of infinite energy flows

4.2.1 Perturbation of Landau and of more general solutions

The work in [111, 119, 120]. analyzes the asymptotic behavior of infinite energy solutions
to NS, under L2(R3) perturbations. The results in [119] by G. Karch and D. Pilarczyk
address the global asymptotic stability of the family of axisymmetric stationary solutions
introduced by Landau in [142]:

v1
c (x) = 2

c|x|2 − 2x1|x|+ cx2
1

|x|(c|x| − x1)2
, v2

c (x) = 2
x2(cx1 − |x|)
|x|(c|x| − x1)2

,

v3
c (x) = 2

x3(cx1 − |x|)
|x|(c|x| − x1)2

, pc(x) = 4
cx1 − |x|

|x|(c|x| − x1)2
.

Here |x| =
√
x2

1 + x2
2 + x2

3 and c is an arbitrary constant such that |c| > 1. It is well
known that in the whole R3, vc = (v1

c , v
2
c , v

3
c ), is a distributional stationary solution to NS

with a forcing term f = (b(c)δ0, 0, 0). The parameter b 6= 0 depends on c and, δ0 is the
Dirac measure. To study the stability it is necessary to analyze the perturbed problem

wt −∆w + (w · ∇)w + (w · ∇)vc + (vc · ∇)w +∇π = 0, (50)

div w = 0,

w(x, 0) = w0(x).

where w(x, t) = u(x, t) − vc(x) and u = u(x, t) is a solution of the NS system with the
external force f = (b(c)δ0, 0, 0) and, initial datum u0 = vc + w0. Here π is the difference
of the pressures. The first step is to obtain an energy inequality:

Theorem 4.1 ([119]). For every c ∈ R such that |c| ≥ c0 > 1, every w0 ∈ L2
σ(R3), and

for every T > 0 the perturbed problem has a weak solution in the usual energy space which
satisfies the strong energy inequality

‖w(t)‖22 + 2(1−K(c))
∫ t

s
‖∇ ⊗ w(τ)‖22dτ 6 ‖w(s)‖22

for almost all s > 0 including s = 0 and all t > s. Moreover,

lim
t→∞
‖w(t)‖2 = 0.

Ideas of the proof. The energy inequality follows after multiplying the equation by w and
integrating. Note that the convective term can be estimated by a Hardy type inequality
of the form:∣∣∣∣∫

R3

(w · ∇)vc · wdx
∣∣∣∣ =

∣∣∣∣∫
R3

w · (w · ∇)vcdx
∣∣∣∣ 6 K(c)‖∇ ⊗ w‖22, ∀ w ∈ Ḣ1(R3)3,

where K = K(c) > 0, lim|c|→1K(c) = +∞ and lim|c|→+∞K(c) = 0. Hence, there exists
c0 > 1 such that K(c) < 1 for all c satisfying |c| > c0 > 1.
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The next step for the stability is the study of the linearized equation. For this consid-
eration is given to the linearized operator L which satisfies

zt + Lz = zt −∆z + P
(

(z · ∇)vc
)

+ P
(

(vc · ∇)z
)

= 0.

It is shown that both operators −L and −L∗ are infinitesimal generators of strongly
continuous semigroups of linear operators on L2

σ(R3) which are holomorphic in a sector
{s ∈ C : |Arg s| < ε} for a certain ε = ε(c) > 0, provided |c| is sufficiently large.
The estimates on L allow to get the decay of ‖e−Ltz0‖2, for z0 ∈ L2

σ(R3). With this
information in hand, the decay of ‖w(t)‖2 follows now from an analysis that involves the
integral form of the solution.

The stability, under L2-perturbations, of infinite energy solutions V (x, t) other than
the Landau ones, is investigated in [120] by G. Karch, D. Pilarczyk and M. Schonbek.
One main assumption for the solutions V = V (x, t) under consideration in [120], is that
the corresponding convective term satisfies a Hardy type inequality. More precisely it is
required that

- V = V (x, t) is a global-in-time solution to NS with an external force f = f(x, t) and
an initial datum V (x, 0) = V0(x).

- there exists a Banach space (X , ‖ · ‖X ) such that this solution satisfies

– V ∈ Cw([0,∞],X ),

–
∣∣ ∫

R3(g · ∇)h · V (t)dx
∣∣ 6 K supt>0 ‖V (t)‖X ‖∇ ⊗ g‖2‖∇ ⊗ h‖2, some K > 0,

– ∀ g, h ∈ Ḣ1
σ(R3), K supt>0 ‖V (t)‖X < 1.

Remark 4.2. Spaces (X that satisfy the Hardy type inequalities as depicted above, include
the Lebesgue and weak-Lebesgue spaces L3

σ(R3) and L3,∞(R3). Other possible choices are
X = {f ∈ L1

loc(R3) : ‖f‖ = supx∈X |x||f(x)| < ∞}, or X = PM2(R3) = {v ∈ S ′(R3) :
ess supξ∈R3 |ξ|2|v̂(ξ)| <∞}.

Let XT = Cw
(
[0, T ], L2

σ(R3)
)
∩ L2

(
[0, T ], Ḣ1

σ(R3)
)
. The following stability result is

established in [120].

Theorem 4.3 ([120]). Let V = V (x, t) be a solution to NS satisfying the conditions listed
above, with data V0 ∈ X . Then

- ∀ w0 ∈ L2
σ(R3), there exists a global-in-time distributional u = u(x, y) solution to

NS system with data u0 = V0 + w0 and force f(x, t).

- The difference w = u(x, t)− V (x, t) ∈ XT , ∀ T > 0, and w satisfies

‖w(t)‖22 + 2
(
1−K sup

t>0
‖V (t)‖X

) ∫ t

s
‖∇ ⊗ w(τ)‖22dτ 6 ‖w(s)‖22,

for almost all s > 0, including s = 0 and all t > s
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- ‖u(t)− V (t)‖2 → 0 as t→∞.

Comments regarding the proof. For the algebraic decay the high and low frequencies of the
L2 of norm of w are analyzed separately. For the high frequencies the decay is obtained
establishing a generalized energy inequality (similar to the one from Proposition 2.22)
combined with a modified Fourier splitting. The low frequencies decay follows by technical
energy estimates.

The stable solutions V in [120] include the Landau solutions [119]. Other examples
of asymptotically stable solutions V , under arbitrary large L2-perturbations, are suitable
stationary Navier-Stokes equations and Leray-type self-similar solutions. The results in
[120] give only non-uniform stability in L2. For algebraic rates of decay additional con-
ditions had to be added on the solutions V . This is the task done in [111] by T. Hishida
and M. Schonbek. To describe the results of [111], we first define the the following space
and energy inequality:

V = V ∈ L∞(R+;Ln,∞(Rn)) ∩ Cw([0,∞) : Ln,∞(Rn), div V = 0,

where Cw([0,∞);Ln,∞(Rn)) consists of all weak*-continuous functions with values in
Ln,∞(Rn). Let w be the weak solutions of

wt −∆w + (w · ∇)w + (w · ∇)V + (V · ∇)w +∇π = 0, (51)

div w = 0,

w(x, 0) = w0(x), .

which satisfies the energy inequality given by

‖w(t)‖22 + 2
∫ t

s
‖∇w‖22dτ ≤ ‖w(s)‖22 + 2

∫ t

s
|〈V ⊗ w,∇w〉|dτ

for a.e. s ≥ 0, including s = 0, and all t ≥ s.
(52)

With these definitions in hand the following result of [111] is recalled:

Theorem 4.4 ([111]). Let n=3,4. Let w0 ∈ L2
σ(Rn∩Lq(Rn), q ∈ [1, 2), suppose V (x, t) ∈ V

satisfies ‖V ‖ = supt ‖V (t)‖3,∞ ≤ δ with δ small enough. Let u be the solution to NS with
data w0+V , w = u−V be a weak solution to the perturbed problem given by (51) satisfying
(52). Then

1. Let 1 ≤ q < 2 and w0 ∈ Lq ∩ L2
σ., then every weak solution w(t) with (52) satisfies

‖w(t)‖2 ≤ C(1 + t)−
n
2

( 1
q
− 1

2
) as t→∞

2. Let w0 ∈ L1 ∩ L2
σ and

∫
|y||u0(y)|dy < ∞. Given ε > 0 arbitrarily small, there is

a constant δ1 = δ1(ε) ∈ (0, δ] such that if ‖V ‖ ≤ δ1, then every weak solution w(t)
with (52) satisfies

‖w(t)‖2 ≤ C(1 + t)−
n
4
− 1

2
+ε as t→∞
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The proof of the theorem combines the Fourier splitting method, with an analysis of
large time behavior of solutions to the initial value problem for the linearized equations:

∂tu−∆u+ V · ∇u+ u · ∇V +∇p = 0,

div u = 0,

u(·, s) = f.

(53)

This system is studied in Rn × (s,∞), where s ≥ 0 is the given initial time, recall
that V is time-dependent and the system is non-autonomous. The energy ‖u(t)‖22 is split
into time-dependent low and high frequency regions in the Fourier side. The decay rate
is determined from the low frequency part and the argument is based on analyzing the
integral equation in terms of the evolution operator T (t, s) in L2

σ for all t ≥ s ≥ 0. That
is the equation given by

u(t) = T (t, s)u(s)−
∫ t

s
T (t, τ)P (u · ∇u)(τ) dτ (54)

which provides a unique solution to (53). Technical difficulties prevent the use of standard
techniques, but Yamazaki’s idea of using real interpolation [207] is very useful in the study
the operator T (t, s).

4.2.2 Two dimensional case. On flows with radial energy decomposition.

The work by C. Bjorland and C. Niche [11] analyzes the behavior of infinite energy solu-
tions u satisfying

ut + u · ∇u+∇p−∆u = −u · ∇v − v · ∇u, (55)

∇ · u = 0, u(0) = u0 ∈ L2(R2)

where v is an a priori given vector field which satisfies

‖∇αv‖Lη(R2) ≤ Ct
− 1

2
−α

2
+ 1
η , where

{
α = 0, if 2 < η <∞
α = 0 or α = 1 if η =∞.

(56)

System (55) can be obtained for example as the difference of two solutions to the Navier-
Stokes equations: u = w − v. In [11] the the corresponding data for w is decomposed as
w0 = u0 + v0, where u0 ∈ L2(R2) has finite energy while v0 = v(·, 0), with v an a priori
given solution of NS (possibly of infinite energy), that satisfies (56).

If et∆u0 decays in the L2-norm at an algebraic rate, then it is claimed in [11] that the
solution u = w−v of (55) remains in L2 and decays at the same algebraic rate (if this rate
is not too large). This process would allow to obtain the asymptotic behavior of solutions
with infinite energy. However, the proof main result of that paper seems to be built upon
an incorrect Gronwall inequality [11, p.674]. This erratum was pointed to the authors of
the present review paper by an anonymous referee. As a result, the main theorem of [11]
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does not seem to be proved successfully any longer. We therefore reformulate it as an
interesting open problem:

Let u be a global solution to (55), v satisfy (56), and assume:
(i) ∀ t0 > 0, ∃ Ct0 > 0, such that ∀ T > t0 supt0≤t≤T ‖u(t)‖2 ≤ Cto(1 + T )

1
2 .

(ii) For some γ ∈ [0, 1], ‖e∆tu0‖22 ≤ C(1 + t)−γ .
Can one deduce from the above that ∀ t ≥ t0, ‖u(t)‖2 ≤ C̃to(1 + t)−γ ?

Assumption (i) is satisfied in many natural situations. If positively answered, the
above question would have several consequences, including an improved decay for solutions

arising from data in w0 = v0 + u0 ∈ Ḃ
2
r
−1,q

r (R2), or arising from data with radial energy
decomposition. See [11] for more a detailed discussion.

Remark 4.5. An anonymous referee pointed out to us, that a partial solution of the open
problem can be found in the paper by Y. Maekawa [151]. In [151] the vector field v(t)
is assumed to be a Kozono-Yamazaki solution of the Navier-Stokes equations with data
v0 ∈ L2,∞(Ω) and ‖v0‖L2,∞(Ω) � 1, where Ω = R2 or is an exterior domain. Such solutions
satisfy

sup
t>0
‖v(t)‖L2,∞(Ω) + sup

t>0
t

1
4 ‖v(t)‖L4(Ω) � 1

The results obtained in [151] analyze the stability of the solutions. The main result
obtained is the following:

Theorem 4.6. There exists a constant δ > 0 such that for any u0 ∈ L2,∞
σ (Ω)+L2(Ω)

‖·‖L2,∞
σ

of the form
u0 = v0 + w0, ‖v0‖L2,∞(Ω) ≤ δ, w0 ∈ L2(Ω)

‖·‖L2,∞
σ ,

if u(t) is the solution to the NS equations with data u0, then the perturbation w(t) =
u(t)− v(t) satisfies

lim
t→∞
‖w(t)‖L2,∞(Ω) = 0,

and moreover
lim
t→∞
‖w(t)‖L2(Ω) = 0.

5 Other models

5.1 The MHD equations

In plasma physics, the magnetohydrodynamics (MHD) equations describe the interactions
between a magnetic field and a fluid made of moving electrically charged particles. In non-
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dimensional form, these equations can be written in the following way:

∂u

∂t
+ (u · ∇)u− S(B · ∇)B +∇

(
p+

S

2
|B|2

)
=

1
Re

∆u

∂B

∂t
+ (u · ∇)B − (B · ∇)u =

1
Rm

∆B

div u = div B = 0

u(0) = u0 and B(0) = B0.

(MHD)

Here the unknowns are the velocity field u of the fluid, the pressure p and the magnetic
field B, all defined in Rd (d ≥ 2). The constants Re > 0 and Rm > 0 are respectively the
Reynolds number and the magnetic Reynolds number; moreover S = M2/(ReRm), where
M is the Hartman number. From now on, unless otherwise stated, all these constants are
assumed equal to 1. After rescaling u and B, it can be surmised that S = Re = 1.

Many of the results established for the Navier–Stokes equations have their analogue
counterpart for the MHD equations. For example, M.E. Schonbek, T. Schonbek and E. Suli
[187] established that, if u0 and B0 are in L2(R3) and satisfy suitable moment conditions,
then weak solutions (at least those satisfying a strong energy inequality) satisfy

c(1 + t)−
n+2

4 ≤ ‖u(t)‖2 + ‖B(t)‖2 ≤ C(1 + t)−
n+2

4 ,

where c ≥ 0, but c is generically strictly positive. In fact, c = 0 if and only if the
matrices

∫∞
0

∫
(u⊗u−B×B) and

∫∞
0

∫
(u⊗B−B⊗u) are multiple of the identity matrix.

Nontrivial solutions inside this class with faster dissipation rates can been constructed in
even dimension by adapting the classical construction of Beltrami flows (see [187]) and in
any dimension putting symmetry conditions, similar to those as mentioned in section 2.6.

R. Agapito and M.E. Schonbek [2] addressed the limit case of infinite magnetic Reynolds
number, in which case there is no diffusion in the second equation in (MHD). Under the
conditional assumption that there exists a global strong solution (u,B), with magnetic
field B ∈ L∞(R3 × R+), then, as time t goes to infinity, ‖u(t)‖2 → 0 and ‖B(t)‖2 con-
verges to a non-negative constant. This result shows that the diffusion in the velocity is
sufficient to prevent compensatory oscillations between the two energies of the velocity
and the magnetic field. Moreover, in the presence of both fluid and magnetic diffusion
the energies of the velocity and the magnetic field decay to zero, but if the data are only
assumed to be in L2, there cannot be a uniform rate for the energy of the solutions.

S. Weng [204] derived sharp bounds for moments and higher-order derivatives similar
to (28) (both for u and B) using the approach of Kukavica and Torres, as mentioned
in Section 2.9.2. His results holds true also for the Hall-MHD equation, extending earlier
studies by D.Chae and M.E. Schonbek [48]. The Hall-MHD equations are obtained putting
an additional ∇× ((∇×B)×B) term in the second equation in (MHD): this is the Hall
term that takes into account the magnetic reconnection effects, and is important when the
magnetic shear is large.
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5.2 The Boussinesq system

The Boussinesq system is a well established model for studying the heat transfer in in-
compressible viscous flows. The Boussinesq approximation consists in neglecting density
variations in the continuity equation and the heating process of viscous dissipation: the
temperature variations are taken into consideration through an additional buoyancy forc-
ing term acting on the fluid, leading to the following Cauchy problem

∂tθ + u · ∇θ = κ∆θ

∂tu+ u · ∇u+∇p = ν∆u+ βθe3

∇ · u = 0

u|t=0 = u0, θ|t=0 = θ0.

x ∈ R3, t ∈ R+ (57)

Here u : R3×R+ → R3 is the velocity field. The scalar fields p : R3×R+ → R and θ : R3×
R+ → R denote respectively the pressure and the temperature of the fluid. Moreover,
e3 = (0, 0, 1), and β ∈ R is a physical constant related to the gravity. In what follows for
simplicity it is assumed that all these constants are equal to 1.

To construct a global weak solution, it is only necessary to assume that u0 ∈ L2
σ(R3)

and, e.g., that θ0 ∈ L2(R3). See, e.g., R. Danchin and M. Paicu’s paper [59], where such
construction is performed in the more general setting κ ≥ 0. Such solutions then satisfy
the energy inequality

‖u(t)‖22 + 2
∫ t

0
‖∇u(s)‖2 ds ≤ C

(
‖u0‖+ t2‖θ0‖2

)
(58)

for all t ≥ 0, and some absolute constant C > 0. The above upper bound can be improved
under the slightly more stringent but natural condition θ0 ∈ L1 ∩ L2(R3). In this case
one easily gets the bound ‖u(t)‖22 = O(

√
t) as t→∞, and ‖θ(t)‖22 = O(t−3/2). The latter

bound looks optimal, as it agrees with that of the solution to linear heat equation et∆θ0,
but the bound of the velocity is physically strange, as one would not a priori expect that
the energy can grow arbitrarily large. However, L. Brandolese and M.E. Schonbek [26]
proved that, for strong solutions arising from small and well localized data, as the matter
of fact ‖u(t)‖22 ∼

√
t as t→∞, provided that the mean

∫
θ0 of the initial temperature is

nonzero. When
∫
θ0 = 0 the energy goes to zero, in the large time, accordingly to what

happens in the Navier–Stokes case θ ≡ 0.
The method of [26] consists in obtaining point-wise asymptotic profiles for the velocity

in the parabolic region |x| >>
√
t. Namely, if

‖θ0‖1 < ε, ess sup
x∈R3

|x|3|θ0(x)| < ε, ess sup
x∈R3

|x| |u0(x)| < ε (59)

and ε > 0 is small enough, then one can construct a unique global solution to (57) satisfying
suitable point-wise estimate. If in addition |u0(x)| ≤ C(1+|x|)−a and |θ0(x)| ≤ C(1+|x|)−b

for some a > 3/2 and b > 3, then

u(x, t) = et∆u0(x) +
(∫

θ0

)
t
(
∇Ex3

)
(x) + R(x, t) (60)
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where R(x, t) is a lower order term with respect to t∇Ex3(x) for |x| >>
√
t, namely,

lim |x|√
t
→∞

R(x,t)
t|x|3 = 0. Such point-wise asymptotic profiles can be used to deduce upper and

lower bound estimates for weighted Lp-norms:

c(1 + t)
1
2

(r+ 3
p
−1) ≤ ‖(1 + |x|)ru(t)‖p ≤ C(1 + t)

1
2

(r+ 3
p
−1)

, (61)

for all r ≥ 0, 1 < p < ∞ and r + 3
p < 3. The constant c in the above lower bound is

strictly positive if and only if the mean of
∫
θ0 6= 0. The case r = 0 and p = 0 agrees with

the energy growth phenomenon ‖u(t)‖22 ∼
√
t mentioned before.

It is interesting to observe that this result is specific to the whole space. Indeed,
when studying the system (57) in the half space R3

+ (complementing it with the boundary
conditions u = θ = 0 on ∂R3

+ × (0,∞), then the energy growth estimate (61) is no longer
true. In fact, P. Han and M.E. Schonbek [99] showed that ‖u(t)‖L2(R3

+) → 0 even if no
cancellation of the temperature holds. The only conditions to achieve this decay to zero
of the energy of a weak solution are suitable size and decay conditions of the initial data,
namely u0 ∈ L2

σ(R3
+), θ0 ∈ L1 ∩ L2(R3

+),
∫

R3
+
x3|θ0| < ∞ and ‖θ0‖1 small enough. In

the exterior domain, to prevent energy growth, P. Han [98] put the decay assumption
‖et∆θ0‖1 ≤ C(1 + t)−

1
2 , that however is not generic and requires cancellations. Under

additional assumptions, decay of higher order derivative can be obtained: see [99], [203].
One can view the energy growth result included estimates (61) as a physical limitation

of the model (57) when studying heat transfers in unbounded domains for long time
intervals. The correction proposed in [67] consists in replacing the constant vector βe3

with a term ∇G(x) where G is a harmonic function behaving like 1/|x| as |x| → ∞,
accordingly to Newton’s gravitational law. More precisely in the model used in [67] the
self-gravitation of the fluid is neglected, hence the origin of the gravitational force must
be an object placed outside the fluid domain Ω and hence

G(x) =
∫

R3

1
|x− y|

m(y) dy, with m ≥ 0, supp[m] ⊂ R3 \ Ω,

where m denotes the mass density of the object acting on the fluid by means of gravitation.
It follows that the forcing term G is a harmonic function in Ω, and as stated above G(x) ≈
1/|x| as |x| → ∞. Motivated by the previous observations, this Boussinesq system (usually
referred to as the Oberbeck-Boussinesq system ) is considered in a domain Ω = R3 \ K,
exterior to a compact set K. The correction introduced by the forcing term G prevents
the energy to become arbitrarily large. Furthermore when the solution is considered with
zero boundary condition on ∂K and initial conditions u0 ∈ L2

σ, θ ∈ L1 ∩ L∞. Then
u(t)→ 0 ∈ L2 and θ → 0 ∈ Lp, 1 < p ≤ ∞.

5.3 Nematic liquid crystals

The flow of nematic liquid crystals can be treated as slow moving particles where the
fluid velocity and the alignment of the particles influence each other. The hydrodynamic
theory of liquid crystals was established by Ericksen [62, 63] and Leslie [146, 147] in the

45



1960’s. As F.M. Leslie points out in his 1968 paper: “liquid crystals are states of matter
which are capable of flow, and in which the molecular arrangements give rise to a preferred
direction”. The discussion is first centered on the asymptotics of two simplified models
defined in Ω× (0, T ) , where Ω is either a bounded domain of Rn or Ω = Rn, with n = 2
or n = 3. The models are given by

ut + u · ∇u+∇π = ν4u−∇ · (∇d⊗∇d),

dt + u · ∇d = 4d−Hi(d),

∇ · u = 0.

(62)

Here, π = π(x, t) and u = u(x, t) are the fluid pressure and velocity, and d = d(x, t) is the
director field representing the alignment of the molecules. The constant ν > 0 is viscosity
coefficient. The terms Hi, i = 1, 2 will determine which system is used. They are chosen
to be

H1 = f(d) = ∇F (d) =
1
η2

(|d|2 − 1)d, or H2 = ∇d|∇d|2

Depending on the choice of Hi, i = 1, 2 the systems will be referred as (62) by LCD1 or
LCD2 respectively. For LCD1 the forcing term ∇d⊗∇d is the stress tensor of the energy
about the director field d, with energy of the form:

1
2

∫
R3

|∇d|2dx+
∫

R3

F (d)dx, where F (d) =
1

4η2
(|d|2 − 1)2,

and η a constant.

Remark 5.1. The F (d) is the penalty term of the Ginzburg-Landau approximation of the
original free energy for the director field with unit length. When η → 0, i.e the penalty
term disappears and, the term ∇d|∇d|2 should be recovered

There is a vast literature on the general behavior of liquid crystal systems. For back-
ground the reader is referred to [56, 108] and the references within. The asymptotic be-
havior of regular solutions to the flow of nematic liquid crystals was studied for bounded
domains in [148, 206]. In [206] Hao Wu shows that, with suitable initial conditions, the
velocity converges to zero and the direction field converges to the steady solution of{

−∆d∞ + f(d∞) = 0, x ∈ Ω

d∞(x) = d0(x), x ∈ ∂Ω.
(63)

In [206] a  Lojasiewicz-Simon [193] type inequality is used to derive the convergence when
Ω is a bounded domain, with data satisfying u0 ∈ H1

0 (Ω), ∇ · u0 = 0, d0 ∈ H2(Ω). The
following additional conditions are stipulated

- If Ω ⊂ R2 suppose limt→∞(‖u(t)‖H1 + ‖d(t)− d∞‖H2) = 0.

- If Ω ⊂ R3 suppose the viscosity constant is sufficiently large.
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Then the unique global solution satisfies

‖u(t)‖H1 + ‖d(t)− d∞‖H2 ≤ (1 + t)−
θ

1−2θ , ∀ t ≥ 0.

Here θ ∈ (0, 1
2) is the constant from the Lojasiewicz-Simon type inequality.

Lack of compactness considerations do not allow to use similar arguments in the whole
space R3 and, other methods need to be used. In [56] Dai, Qing and M. Schonbek establish
a non-optimal decay rate for regular solutions in R3 to LCD1, with small initial data.
Moreover the initial director field is required to tend to a constant unit vector w0, as the
space variable tends to infinity:

lim
|x|→∞

d0(x) = w0. (64)

This behavior at infinity of the initial director field allows to obtain the stability without
needing the Liapunov reduction and  Lojasiewicz-Simon inequality. Note that w0 is the
simplest case of a steady solution to (63).

The decay estimates in [56] were improved in [58] by Dai and M. Schonbek, were
optimal rates in Hm were obtained in the sense that they coincide with the rates of the
underlying linear equations. The following initial conditions were supposed

u(x, 0) = u0(x), ∇ · u0 = 0, d(x, 0) = d0(x), |d0(x)| = 1,

u0 ∈ Hm(R3) ∩ L1(R3), d0 − w0 ∈ Hm+1(R3) ∩ L1(R3)

for any integer m ≥ 1 with a fixed vector w0 ∈ S2, that is, |w0| = 1.

Theorem 5.2. [58] Assume the initial data (u0, d0) satisfies the conditions above, Let
(u, π, d) be the regular solution . There exists a small number ε0 > 0 such that if ‖u0‖2H1(R3)+
‖d0 − w0‖2H2(R3) ≤ ε0, then, for all m ≥ 0 and 2 ≤ p ≤ ∞

‖Dm(d(·, t)− w0)‖p + ‖Dmu(·, t)‖p ≤ Cm(1 + t)−( 3
2

(1− 1
p

)+m
2

)
, (65)

The constant Cm depends on initial data, ν, η and m.

The proof of Theorem 5.2 first established decay for the director vector and then uses
this decay to show that the forcing term “∇ · (∇d ⊗ ∇d)” decays sufficiently fast to be
able to implement a modified Fourier splitting argument.

The decay for solutions to the system LCD2, the system without the Ginzburg-Landau
penalty term, was obtained by Shengquan Liu and Xinying Xu in [150]. Specifically the
results in [150] deal with the decay of smooth solutions with data u0 satisfying

u0 ∈ Hm, d0 ∈ Hm+1, m ≥ 3, and ‖u0‖2 + ‖∇d‖2 ≤ ε, div u0 = 0.

If m ≥ 3, solutions with data satisfying the last conditions are shown to decay at the rate:

‖∇lu‖22 + ‖∇l∇d‖22 ≤ C(t+ 1)−
3+2l

2 , l = 1, 2
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These rates are optimal for the velocity, but not for the director vector. The work in
[150] was improved by Gao et al. [89], where for m ≥ 1 and, under slightly stronger
hypothesis, optimal decay rates where obtained for both the velocity and the director
vector. Specifically in [89] the data is supposed to satisfy (u0, d0−w0) ∈ Hm×Hm+1,m ≥
1, div u0 = 0 and ‖u0‖H1 + ‖∇(d − w0)‖H2 ≤ ε, where w0 is a fixed constant unit
vector. The methods used in both papers are similar, both used Fourier splitting and
involved energy estimates. In particular clever energy estimates are introduced to handle
the nonlinear term |∇d|2∇d.

For general information on the system LCD2 for bounded domains the reader is referred
to M. Hieber et al. [108]. As stated by the authors [108]: by means of the associated energy
functional, [they] prove convergence of a solution to an equilibrium, whenever the solution
is eventually bounded in the natural state space.

Q-tensor model
A frequently used hydrodynamic model of nematic liquid crystals has the local configura-
tion of the crystals represented by a Q-tensor = Q(t, x) ∈ R3×3

sym,0, a symmetric traceless
matrix, and the motion described through an Eulerian velocity field u = u(t, x). Here
(t, x) ∈ R+ × R3 and, the system has the form

∂tQ + div (Qu)− S(∇u,Q) = ∆Q− L[∂F (Q)], (66)

∂tu+ div (u⊗ u) +∇p = ∆u+ div Σ(Q)

div u = 0.

The operator L denotes the projection onto the space of traceless matrices, and F is a
special potential function. The tensors S and Σ both depend nonlinearly on the tensor Q.
In [55], Dai, Feireisl, Rocca, Schimperna and M. Schonbek investigate the existence and
decay of solutions to (66) for data satisfying

u0 ∈ L1∩L2(R3; R3), div u0 = 0, Q0 ∈ L1∩W 1,2(R3; R3×3
sym,0), |Q0(x)| ≤ r2 for a.e. x ∈ R3,

For such solutions, it is shown, under appropriate conditions on the potential function F

that
‖u(t, ·)‖L2(R3;R3) + ‖Q(t, ·)‖W 1,2(R3;R3×3) ≤ c(1 + t)−α

Where α = 15
28 . This decay rate can be improved to 3

4 under the additional condition

F (Q) ≥ λ|Q|2 in Br1 , some λ > 0, and Br1 = a ball of radius r1 > 0.

The decay rates in [55] are obtained by some quite technical modifications of the Fourier
splitting technique.

For more information on related issues of nematic liquid crystals the reader is referred
to [109], an dthe contributions in this handbook by M. Hieber and J. Saal [110].
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5.4 Quasi-Geostrophic sytem

Decay in the whole plane case

Besides its intrinsic mathematical interest, the dissipative 2D Quasi-Geostrophic equation
describes phenomena arising in meteorology and oceanography. The model can be derived
from the General Quasi Geostrophic equations by assuming constant potential vorticity
and constant buoyancy frequency. See Constantin et al. [52] and Pedlosky [175]. The
equations are given by

θt + (u · ∇)θ + (−∆)αθ = 0

θ(x, 0) = θ0(x) (67)

here α ∈ (0, 1], t > 0 and, x ∈ Ω, with Ω = R2 or Ω is an exterior domain of the form
Ω = R2 \ Ō, with O an open connected bounded set in R2. The variable θ = θ(x, t) is
a real scalar function, standing for the temperature of the fluid, u is the velocity field,
determined by the scalar function ψ (the stream function) through

u = (u1, u2) = (− ∂ψ
∂x2

,
∂ψ

∂x1
), Λψ = −θ, where Λ = (−∆)

1
2

Decay in the whole space R2. Constantin and Wu [53] showed that, for datum θ0 in L2∩L1,
the corresponding solution solution of (67) satisfies

‖θ(t)‖2 ≤ C(1 + t)−
1
2α , t ≥ 0, (68)

where C depends only on the L2 and L1 the data.
Their proof relies on a modified version of the Fourier splitting method developed in

[188, 189], The second main tool used was the retarded mollifiers method of Caffarelli,
Kohn and Nirenberg [29]. The authors of [53] proved that for generic initial data, the
decay rate (68) is optimal.

Remark 5.3. The results in [53] also work with Ω = T2 a two dimensional torus.

Remark 5.4. The kind of modified FS used in [53], was also employed by Linghai Zhang
in [209] to get optimal decay in 2 dimensions for solutions to the Navier-Stokes.

The results in [53] were extended by M. Schonbek and T. Schonbek in [189] to obtain
the decay of the derivatives: supposing that θ0 ∈ L1(R2) ∩Hm(R2), then

‖Λβθ(t)‖2 ≤ C(t+ 1)−
β+1
2α ,

where the constant depends on ly on the L1 and Hm norms of the data.
Furthermore if the Riesz potential of the data Iβθ0 =

bθ0(ξ)
|ξ|β ∈ L

1(R2), it is shown in
[189], that the Lp(R2) of the solutions decay at a rate that depends on the order of the
derivatives , α and β. Moreover for data with Riesz potentials in L1(R2) it was shown that
there is a slightly better L2 decay rate towards A∂γΛβGα(t), where A =

∫
R2(Iβθ0)(x) dx

and Gα(t)θ0 = e−tΛ
2α
θ0.
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Using rather general point-wise estimates for the fractional derivative Λαθ and a pos-
itivity lemma, Córdoba and Córdoba [54] gave a proof of a maximum-principle and used
it to establish decay of solutions when θ0 is in L1 ∩Lp, 1 < p <∞. More specifically, they
showed that

‖θ(t)‖p ≤ C1 (1 + C2t)
− p−1

αp , t ≥ 0, (69)

where C1 and C2 are explicit constants. Working along the same lines, Ju [117] obtained
an improved maximum principle, for θ0 in L2 ∩ Lp, with p ≥ 2 and a constant C 6= 1, of
the form

‖θ(t)‖p ≤ ‖θ0‖p

(
1 +

C
1
p−2

p− 2
t

) 2−p
2pα

.

When p > 2, this last inequality also gives decay. Note that for p = 2, i.e. θ0 in L2, this
expression reduces to ‖θ(t)‖2 ≤ ‖θ0‖2.

In [188], M. Schonbek and T. Schonbek established rates of decay are for moments of
the solutions to the QG equations, and also obtain lower bounds on decay rates of the
solutions. For data in Lp ∩ L2, p ∈ [1, 2) algebraic decay can be found in [168] by Niche
and Schonbek . Using ideas from Kato algebraic decay for large in Lq norms with large q
are obtained in [168]. That is provided θ0 ∈ L

2
2α−1 then the solutions and first derivatives

decay in Lq for q ∈ [ 2
2α−1 ,∞).

In the work of Carrillo and Ferreira [42–44], the asymptotics of the solutions to the
2DQG equations are carefully analyzed. In [44] it is shown that the solutions converge
to an Oseen vortex-like solution in L1(R2), for initial datum with appropriate decay at
infinity. In [43] stability is studied in Lp and weak Lp spaces. The third paper [42] gives
a fairly complete analysis of the asymptotic behavior in certain Lp spaces. It is shown
that solutions with datum in L1(R2) ∩ L

2
2α−1 (R2) converge as time goes to infinity to a

particular self-similar solution normalized by the mass. The convergence is algebraic in
Lq, 1 ≤ q ≤ ∞ and it is for derivatives all orders. Moreover it is also shown that if the data
is in L2/(2α−1)(R2), then the solutions and derivatives tend to zero in Lq, for q ∈ [ 2

2α−1 ,∞].
The decay is non-uniform in L2, and is algebraic for all the L2 norms of the derivatives.

As stated in Section 2.12, the decay character technique [169] can be applied for the
solutions and derivatives of (67). Here only the results are stated and the reader is referred
to [169] for more details.

Theorem 5.5 ([169]). Let θ0 ∈ L2(R2), α ∈ (0, 1] with decay character r∗ = r∗(θ0), then
there exists constants Ci > 0, i = 1, · · · , 5 so that

(i) - If r∗ ≤ 1− α⇒ C1(1 + t)−
1
α

(1+r∗) ≤ ‖θ(t)‖22 ≤ C2(1 + t)−
1
α

(1+r∗).

- If r∗ ∈ (1−α)[1, 2], r∗ ≤ 1⇒ C3(1 + t)−
1
α

(1+r∗) ≤ ‖θ(t)‖22 ≤ C4(1 + t)−
1
α

(2−α).

- If r∗ > 1, r∗ ≥ 2(1− α)⇒ ‖θ(t)‖22 ≤ C5(1 + t)−
1
α

(2−α).
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(ii) If θ0 ∈ Hs(R2), 1
2 < α ≤ 1. For r∗s = r∗s(θ0) there exists constants C such that

- If r∗s ≤ 1− α⇒ ‖θ(t)‖2
Ḣs ≤ C(t+ 1)−

1
α

(s+1+r∗);

- If r∗s ≥ 1− α⇒ ‖θ(t)‖2
Ḣs ≤ C(t+ 1)−

1
α

(s+2−α).

Decay in exterior domains

Decay in exterior domains for the 2DQG equations is studied in the papers by T. Schonbek
and L. Kosloff [127, 128]. The exterior domains considered are as follows: Ω = Rn \ O
where O is a non-empty open, bounded, and connected subset of Rn. For the particular
case of the 2DQG equations “n” is taken to be 2.

In [127] the authors first generalize the Fourier transform introduced by Ramm [177]
in 3 dimensions to n dimensions with n ≥ 2. This allows to obtain spectral representations
of the Laplacian and fractional Laplacian in exterior domains and, moreover opens new
ways to investigate questions in such domains. In particular it is used in 2 dimensions to
study the decay of solutions to the 2DQG equations. In [127] the QG equations (67) are
considered in the critical case when α = 1

2 for solutions θ ∈ C([0,∞), H2(Ω)) with data
in L1(Ω)∩L2(Ω). In [128], the decay was extended to weak solutions with α ∈ (0, 1]. The
rates obtained were optimal, as they coincide with the rates of solutions to the underlying
linear equations:

‖θ(t)‖22 ≤ C(t+ 1)−
1
α ,

with C depending only on ‖θ0‖L1∩L2 . In summary the work in [127, 128] combines three
techniques:

- A Fourier transform which can be used for exterior domains and gives a spectral
representation for the Laplacian and the fractional Laplacian.

- A localization of the operator Λ, [30,198].

- An interesting and quite involved modification to the Fourier splitting technique,
using the spectral decomposition via the Fourier transform for exterior domains.

5.5 Incompressible inhomogeneous NS

The motion of incompressible flows of mixing fluids with different densities, or of fluid
flows with melted substances inside it, can be modeled by the following system

∂tρ+∇ · (ρu) = 0

∂t(ρu) +∇ · (ρu⊗ u)−∇ · (µM) +∇Π = 0, (x, t) ∈ R3 × R+,

∇ · u = 0,

ρ|t=0 = ρ0, u|t=0 = u0,

(70)
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where the scalar functions ρ = ρ(x, t) and Π = Π(x, t) are respectively the fluid density and
the pressure, and u denotes, as usual, the velocity field. Moreover, M = 1

2(∂iuj + ∂jui),
and µ = µ(ρ) is a smooth positive function on [0,∞), expressing the viscosity coefficient.
The existence of global weak solutions, in any space dimension, is due to DiPerna and
Lions, see [149], but their uniqueness is not known, even in the 2D case.

One often reformulates system (70) by introducing the modified density a = −1 + 1
ρ ,

assuming that ρ > 0, i.e. that there is no vacuum. It is then possible to prove local or
global well-posedness results, putting some smalless assumption on u0 and a0 = a|t=0. The
early results in this direction by A.V. Kažihov, O. Ladjženskaja and Solonnikov, have been
considerably improved and extended in the more recent works by H. Abidi, R. Danchin,
G. Gui, M. Paicu, P. Zhang, and others (see [1] and the references therein). In [1], Abidi,
Gui and, Zhang, addressed the case of flows with viscosity independent on the density,
i.e., µ(ρ) = constant > 0. They proved that any a priori given global solution (in suitable
Besov spaces) must decay as t → ∞: ‖u(t)‖L2 and ‖∇u(t)‖L2 decay at the same rate
as the solution to the heat equation, at least when the latter has an algebraic decay not
exceeding a critical rate.

In the two-dimensional case, H. Huang and M. Paicu [115] got similar decay results,
namely,

‖u(t)‖2L2 ≤ C(1 + t)−
1
2

( 2
p
−1)

, ‖∇u(t)‖2L2 ≤ C(1 + t)−1− 1
2

( 2
p
−1)+ε

for Lions’ weak solution arising from u0 ∈ Lp(R2) ∩ H1(R2), ρ0 − 1 ∈ L2 ∩ L∞(R2), in
the case of a non-constant viscosity. The main technical restriction in [115] is that the
viscosity coeffient must remain close to a positive constant. See also the very recent paper
by J.-Y. Chemin and P. Zhang [47], for an original construction of a class of “large”, yet
global smooth solutions to the system (70) and the corresponding decay results.

6 Conclusion

The work in this chapter tries to summarize the main progress on decay of solutions to
diffusive equations. starting from the years after Leray’s 1934 pioneering paper on solution
to the Navier-Stokes equations.

The results presented analyze the decay of solutions to the Navier-Stpkes, MHD, QG,
Boussinesq and liquid crystal systems. In particular showing that under appropriate initial
conditions the solutions decay at optimal rates, in the sense that their rates are the same
as for their underlying linear counterpart. It is noted that for most of these systems if
the solutions to the underlying linear equations decay to zero, so do the solutions to the
corresponding nonlinear system. One exception being the solutions to the Boussinesq
system in the whole space, in the case that the temperature has non zero initial mass. It
is interesting to note that this is not so in the case of the half space, provided the data is
small. A question of interest is then, if for large data in the half space the solution will
still decay to zero.
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The models other than the Navier-Stokes, considered within the chapter had zero
external forces. If forces are added which decay in Lp or Sobolev spaces sufficiently rapidly
then the methods used for systems with zero forces can be easily extended. A natural query
then is how do the solutions to the diffusive systems behave in presence of slowly decaying
forces.

Finally a very interesting problem is to analyze the decay of solutions to the MHD
with no magnetic diffusion. As pointed out in the chapter there are some results provided
specific bounds are supposed on the solutions.

In conclusion what is shown by the results in this chapter is that due to the diffusion,
the nonlinearity has limited influence as time tends to infinity. The solutions tend to
behave as their linear part when the decay rates of the latter are low.

7 Cross references

1. G. P. Galdi and J. Neustupa, Steady-state Navier-Stokes flow around a moving body,
[76].

2. I. Gallagher, em Critical function spaces for well-posedness of the Navier-Stokes
initial value problems,[82].

3. T. Gallay and Y. Maekawa, Existence and Stability of Viscous Vortices, [84].

4. M. Hieber and J. Prss, Modeling and analysis of the Ericksen-Leslie equations for
nematic liquid crystal flow, [110].

5. M. Hieber and J. Saal, The Stokes equation in the Lp-setting: Well-posedness and
regularity properties, [111].

6. T. Hishida, Stationary Navier-Stokes flow in exterior domains and Landau solutions,
[113].

7. H. Jia, V. Sverak and T.-P. Tsai, em Self-similar solutions to the non-stationary
Navier-Stokes equations, [116].

8. M. Korobkov, K. Pileckas and R. Russo, Solution of Leray’s Problem for Stationary
Navier-Stokes Equations in Plane and Axially Symmetric Spatial Domains, [152].

Acknowledgements

The authors thank the anonymous reviewers for some very helpful suggestions and cor-
rections which served to improve the presentation of this chapter.

53



References

[1] H. Abidi, G. Gui, and P. Zhang, On the decay and stability of global solutions to the 3D inhomogeneous

Navier-Stokes equations, Comm. Pure Appl. Math. 64 (2011), no. 6, 832–881.

[2] R. Agapito and M. Schonbek, Non-uniform decay of MHD equations with and without magnetic

diffusion, Comm. Partial Differential Equations 32 (2007), no. 10-12, 1791–1812.

[3] C. Amrouche, V. Girault, M. E. Schonbek, and T. P. Schonbek, point-wise decay of solutions and of

higher derivatives to Navier-Stokes equations, SIAM J. Math. Anal. 31 (2000), no. 4, 740–753.

[4] P. Auscher, S. Dubois, and P. Tchamitchian, On the stability of global solutions to Navier-Stokes

equations in the space, J. Math. Pures Appl. (9) 83 (2004), no. 6, 673–697 (English, with English

and French summaries).

[5] H.-O. Bae and L. Brandolese, On the effect of external forces on incompressible fluid motions at large

distances, Ann. Univ. Ferrara Sez. VII Sci. Mat. 55 (2009), no. 2, 225–238.

[6] H.-O. Bae, L. Brandolese, and B. J. Jin, Asymptotic behavior for the Navier–Stokes equa-

tions with nonzero external forces, Nonlinear analysis 71 (2009), no. 12 (Electronique.

Doi:10.1016/j.na.2008.10.074), e292-e302.

[7] H.-O. Bae and B. J. Jin, Temporal and spatial decays for the Navier-Stokes equations, Proc. Roy.

Soc. Edinburgh Sect. A 135 (2005), no. 3, 461–477.

[8] H.-O. Bae and B. J Jin, Upper and lower bounds of temporal and spatial decays for the Navier-Stokes

equations, J. Differential Equations 209 (2005), no. 2, 365–391.

[9] M. Ben-Artzi, Global solutions of two-dimensional Navier-Stokes and Euler equations, Arch. Rational

Mech. Anal. 128 (1994), no. 4, 329–358.

[10] C. Bjorland, L. Brandolese, D. Iftimie, and M. Schonbek, Lp-solutions of the steady-state Navier-

Stokes equations with rough external forces, Comm. Partial Differential Equations 36 (2011), no. 2,

216–246.

[11] C. Bjorland and C. Niche, On the decay of infinite energy solutions to the Navier-Stokes equations

in the plane, Phys. D 240 (2011), no. 7, 670–674.

[12] C. Bjorland and M. Schonbek, Existence and stability of steady-state solutions with finite energy for

the Navier-Stokes equation in the whole space, Nonlinearity 22 (2009), no. 7, 1615–1637.
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