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#### Abstract

The Alpha Magnetic Spectrometer (AMS-02) experiment has ushered cosmic-ray physics into precision era. In an earlier paper [Génolini et al., Phys. Rev. D 99, 123028 (2019)], we designed an improved method to calibrate propagation models on the boron-to-carbon ratio data. Here we provide a robust prediction of the $\bar{p}$ flux, accounting for several sources of uncertainties and their correlations. Combined with a correlation matrix for the $\bar{p}$ data, we show that the latter are consistent with a secondary origin. This paper presents key elements relevant to the dark matter search in this channel, notably by pointing out the inherent difficulties in achieving predictions at the percent-level precision.


DOI: 10.1103/PhysRevResearch.2.023022

## I. INTRODUCTION

The spectrum of Galactic cosmic-ray (CR) antiprotons ( $\bar{p}>s$ ) originating from interactions of CR protons on the interstellar (IS) gas was first calculated fifty years ago [1,2]. CR $\bar{p}$ 's were discovered a few years later in balloon-borne experiments [3,4], but in excess compared to this expected secondary background; this was soon interpreted as the presence of an extra contribution, possibly from primordial black holes [5] or dark matter (DM) annihilation [6,7]. Over the past thirty years, a lot of progress has been made both theoretically and experimentally.

From the 1990s to the 2000s, balloon flights (MASS, IMAX, CAPRICE, HEAT-pbar, and BESS [8-17]) and AMS01 onboard the shuttle [18] collected hundreds of $\bar{p}$ 's, up to $\approx 10 \mathrm{GeV}$. Improvements in the predictions, accounting for tertiary production [19], more accurate cross sections [20], and reacceleration [21] paved the road to obtain compatibility of the data with modern diffusion models [22,23], the transport parameters of which were fitted on the boron-to-carbon ratio (B/C) [24].

In the following decade, the next generation of instruments-BESS-TeV/Polar [25-27] and the PAMELA satellite [28-30]-measured several thousands of $\bar{p}$ 's up to a few hundreds of GeV . Updates of the model parameters and

[^0]corresponding predictions, using better measured $p$ and He CR spectra, yielded a secondary flux in agreement with the data (e.g., Ref. [31]).

The state-of-the-art AMS-02 experiment has been operating on the International Space Station (ISS) since 2011. It has already recorded several tens of thousands of $\bar{p}$ 's [32], up to TeV energies. For the first time, the measurement is dominated by systematic uncertainties (at a few percent level), implying new challenges for their interpretation. Here we address this issue, going beyond previous analyses of preliminary AMS-02 $\bar{p}$ 's data [33-35].

We underline that CR $\bar{p}$ 's are one of the most sensitive astroparticle probes of annihilating and decaying DM in the $\mathrm{GeV}-\mathrm{TeV}$ range [36-40], and any constraint on DM candidates depends on how well the astrophysical background is controlled. This is especially important as claims for $\bar{p}$ excesses attributed to DM are being debated [41-45].

## II. METHODOLOGY

The flux of CR $\bar{p}$ 's at Earth depends on (i) the cross sections entering their production, scattering, and annihilation, (ii) the CR propagation model, (iii) the IS spectrum of the (most abundant) CR nuclei, and (iv) modulation of fluxes in the Solar cavity.

Uncertainties on relevant nuclear cross sections are among the dominant ones for the $\bar{p}$ flux calculation [22,33]. Recently, new data have been taken [46-48], leading to improvements in the cross section parametrizations [49-53]. A crucial ingredient needed for the calculation is the Lorentz-invariant cross section of prompt $\bar{p}$ 's produced in $p p$ interactions. We make use of the parametrization proposed in Ref. [52] and improved in Ref. [53] (Param II). For nucleon-nucleon interactions, we use the scaling relation B proposed in Ref. [53], which
provides the best agreement with Large Hadron Collider beauty data. We use the covariance matrices of errors on the parameters to propagate the uncertainties to the $\bar{p}$ flux calculation. Antineutrons ( $\bar{n}$ 's) and antihyperons are produced in hadronic interactions and decay into $\bar{p}$ 's; their contribution has to be included in the total cross section. The yield of $\bar{p}$ 's produced via $\bar{n}$ 's is larger than in the prompt $\bar{p}$ channel, an energy-dependent effect studied and parameterised in Ref. [52], in agreement with the very scarce experimental data. We introduce an exponentially decreasing energydependent parametrization in order to reproduce the $1 \sigma$ confidence level (CL) interval of Fig. 8 in Ref. [52]. Regarding the antihyperon contribution, we make use of the parametrization determined in Ref. [52] and the covariance matrix of the corresponding parameters to propagate the uncertainties on the $\bar{p}$ flux calculation. More details on the nonprompt channels and on the way we propagate the related uncertainties are given in the Supplemental Material (SM [54]), Secs. I-A and I-B, respectively. Inelastic annihilating and nonannihilating interactions of $\bar{p}$ 's with the IS medium (ISM) are treated following the procedure described in Ref. [38].

We use the one-dimensional (1D) diffusion model implemented in USINE v3.5 [55], which assumes a thick diffusion halo size $L$ and a thin disk containing the sources and the gas. Computationally more expensive scenarios with extended geometries $[50,56,57]$ and time dependence [58] have been considered in the literature. Yet, should simple 1D models prove sufficient to account for the data in a secondary production scenario, more complex scenarios would a fortiori work as well. We use the most generic transport model defined in Ref. [59] (called BIG), where the transport parameters are fitted on $\mathrm{B} / \mathrm{C}$ following the methodology described in Ref. [60]; i.e., a model of the covariance matrix of $B / C$ AMS-02 errors has also been incorporated in the fit. Using the minUit [61] package to fit the $\mathrm{B} / \mathrm{C}$, we compute the best-fit values of the free parameters (transport and nuisance parameters) and their covariance matrix. We fully propagate the transport uncertainty to the $\bar{p}$ flux from the covariance matrix. We have compared the distribution of the best-fit parameters from the covariance matrix with the distribution obtained by resampling the $\mathrm{B} / \mathrm{C}$ data to check that the Gaussian treatment of the uncertainties is valid in this context.

Important inputs for the $\bar{p}$ calculation are the IS fluxes for all progenitors [mostly $\mathrm{H}, \mathrm{He}, \mathrm{C}$, and O , but also all nuclei up to Fe (see SM Sec. II-C [54] for their detailed contributions); we also account for heavy elements in the ISM (see SM II-D)]. There are two options to propagate the associated uncertainties: a standard approach in semianalytical models [22,31,33,52] is to demodulate top-of-atmosphere (TOA) data, in order to extract the parameters describing the IS fluxes and their uncertainties, which allows us to yield the $\bar{p}$ flux with a fast procedure and to easily propagate the progenitors uncertainties. The preferred approach in fully numerical propagation codes is to directly use the IS fluxes calculated at the propagation stage, ensuring that the calculated fluxes fit the data [23,35,56,62]. In this global fitting, the transport and source uncertainties are determined simultaneously. Although using a semianalytical model, we follow this second approach but do not rely on a global fitting of the transport and source parameters. Instead, we follow and extend the two-step
procedure detailed in Ref. [59] (see Sec. III therein): We start from the best-fit parameters obtained from the $\mathrm{B} / \mathrm{C}$ analysis (BIG) and then perform a simultaneous fit of H [63], $\mathrm{He}, \mathrm{C}$, and O [64] AMS-02 data to determine the source parameters, i.e., four normalizations ( ${ }^{1} \mathrm{H},{ }^{4} \mathrm{He},{ }^{12} \mathrm{C}$, and $\left.{ }^{16} \mathrm{O}\right)$ and three slopes $\left(\alpha_{\mathrm{H}}, \alpha_{\mathrm{He}}\right.$, and a universal source slope $\alpha_{\mathrm{Z}>2}$ for all other species). Source isotopic fractions are fixed to Solar System values [65]; the abundances of nonfitted elements up to $Z=30$ are fixed such as to match the HEAO-3 data [66] at $10.6 \mathrm{GeV} / \mathrm{n}$. We fit at the same time the high-rigidity diffusion break parameters which are better constrained by elemental fluxes than by the B/C [59]. We include in the fit the covariance matrices of errors on $\mathrm{H}, \mathrm{He}, \mathrm{C}$, and O data; see SM Sec. II-A [54]. The outputs of this fitting procedure are discussed in SM Sec. II-B. Note that we fix the Fisk potential ${ }^{1} \phi_{\mathrm{FF}}$ for $\mathrm{H}, \mathrm{He}, \mathrm{C}$, and O data to the value yielded by the $\mathrm{B} / \mathrm{C}$ data fit [59]. While published AMS-02 data are from the same time period for $\mathrm{B} / \mathrm{C}, \mathrm{He}, \mathrm{C}$, and $\mathrm{O}(05 / 2011$ to $05 / 2016)$, they originate from a shorter period for $\mathrm{H}(05 / 2011$ to $11 / 2013)$, so that the associated modulation level should be slightly different. However, as the fit is restricted to data above the $\bar{p}$ production threshold ( $E_{k / n}>6 m_{p}$ [22]), the impact is feeble, and in any case negligible compared to other uncertainties.

State-of-the-art modulation models are 2D or 3D chargedependent diffusion and drift in the Solar cavity [72]. They go beyond the force-field approximation [73] and, at variance with the latter, they predict different modulations for positively and negatively charged particles. Charge-signdependent effects on secondary antiprotons have been estimated by Ref. [74] to be smaller than $\approx 10 \%$ below 5 GeV and negligible above. However, these models have a large number of parameters and are still under study. Moreover, the impact of the drift effect is strongly dependent on the data-collection period. The AMS-02 $\bar{p}$ data [32] were analyzed from a time period of 4 years (May 2011 to May 2015) longer than that of H and shorter than that of $\mathrm{He}, \mathrm{C}$, and O data. As illustrated in Ref. [75], drift models can be used to derive effective and different Fisk potentials for nuclei and $\bar{p}$ 's, with $\phi_{\mathrm{FF}}^{\bar{p}}$ which is not clearly smaller or larger than $\phi_{\mathrm{FF}}^{\text {nuc }}$ on a sufficiently long period. Assuming the same modulation for $\bar{p}$ and H , $\mathrm{He}, \mathrm{C}$, and O actually already gives a satisfactory description at low rigidity. For this reason, we did not include further uncertainty on $\phi_{\mathrm{FF}}^{\bar{p}}$. If anything, this would slightly enlarge the uncertainty of the prediction at low rigidity, improving further the consistency between our calculated $\bar{p}$ flux and the data.

Uncertainties in the parameters discussed above should be propagated to the $\bar{p}$ flux calculation. To proceed, for each source of uncertainty (production cross section, transport in the Galaxy, fit to parents fluxes) we draw $\approx 10000$ realizations of the parameters from their covariance matrix and we compute the corresponding $\bar{p}$ fluxes. We then calculate the $1 \sigma$ confidence-level (CL) envelope for each source of uncertainty as well as the covariance matrix of the model $\mathcal{C}^{\text {model }}$ (see SM Sec. III [54]). This enables us to soundly assess the compatibility of the model with the data.

[^1]

FIG. 1. AMS-02 errors for $\bar{p}$ data. Statistical (Stat.) and total systematic (Tot. syst.) lines correspond to the errors provided in Ref. [76]. Individual contributions in the systematic errors, namely rigidity cutoff (Cutoff), selection (Sel.), template fitting (Templ.), cross sections (XS), unfolding (Unf.), rigidity scale (Scale), and acceptance (Acc.), built from information provided in Ref. [32] are shown (coloured lines) before (thin) and after (thick) the rescaling applied to match the total systematic error.

In the context of the $\mathrm{B} / \mathrm{C}$ analysis, we stressed the importance of using a realistic covariance matrix of the data errors to avoid misleading conclusions [60]. We anticipate that the same is true for $\bar{p}$ 's. However, since this matrix is not directly provided by the AMS-02 collaboration, we build it from the published systematic errors and associated description of their physics origin, in the same spirit as in Ref. [60].

The various contributions to the AMS-02 systematics are broadly described in Ref. [32]. For instance page 5, the text " [t]his [selection] uncertainty amounts to $4 \%$ at $1 \mathrm{GV}, 0.5 \%$ at 10 GV , and rises to $6 \%$ at 450 GV " is interpreted as a piecewise power-law behavior, and is shown as an orange thin line in Fig. 1. Thus, we build the seven sources of systematics quoted by the AMS-02 collaboration (colored thin lines), where the quadratic sum of all contributions leads to the black thin line. In order for the sum to match the total systematic errors provided in Ref. [32] (black thick line), we rescale for each rigidity point our separate contributions by the ratio of the thick to the thin black lines. This leads to our model for the AMS-02 $\bar{p}$ systematics (colored thick lines). The covariance matrix associated with these systematics is then built based on a choice of their correlation length, $\ell$. More details on this procedure are given in SM Sec. III [54] and, for the $\mathrm{B} / \mathrm{C}$ analysis, in Ref. [60]. For $\bar{p}$ 's, we take as educated guesses for the correlations lengths (in unit of energy decade) $\ell_{\text {Acc. }}=0.1$ (acceptance), $\ell_{\text {Cut }}=1.0$ (rigidity cutoff), $\ell_{\text {Scale }}=4.0$ (rigidity scale), $\ell_{\text {Templ. }}=0.5$ (template fitting), $\ell_{\mathrm{XS}}=1.0$ (cross sections), $\ell_{\text {Unf. }}=1.0$ (unfolding), and $\ell_{\text {Sel. }}=0.5$ (selection).

## III. RESULTS

The top panel of Fig. 2 shows our baseline $\bar{p}$ flux prediction (not a fit) obtained from the best-fit values for the $\bar{p}$ production


FIG. 2. Comparison of $\bar{p}$ model and data (a), along with residuals and $68 \%$ total confidence interval for the model (gray) together with the transport (blue), the parents (red), and the cross section (green) contributions (b). The residuals of the eigenvectors of the total covariance matrix as a function of the pseudorigidity $\tilde{R}$, as well as their distribution are shown in panel (c) and in the inset.
cross sections, the transport (BIG), and the associated parents' fluxes, compared with AMS-02 data with errors taken as the quadratic sum of systematic and statistical errors (black crosses). The "standard" residuals with respect to the baseline model are displayed in the middle panel. Note that the points do not include the model uncertainties, nor correlations in the data uncertainties. We also show on the same plot the $68 \%$ total confidence band for the model (gray band). This band could release the tension with the data, even before accounting for the information on the correlations in rigidity bins. The respective contributions of parents, cross sections, and transport are also plotted. At tens of GV, the errors from transport and cross sections are almost constant and close to $10 \%$. At larger rigidities, the errors from transport and parents increase because of the increasing experimental uncertainty in the $\mathrm{B} / \mathrm{C}$ ratio and parent fluxes, respectively. At low rigidity, the error from transport grows for the same reasons and encompasses the uncertainty in the prediction of

TABLE I. Respective $p$ values for different sources of errors. We take dof $=57$, i.e., the number of $\bar{p}$ data. Total errors on data are defined to be $\sigma_{\text {tot }}=\sqrt{\sigma_{\text {stat }}^{2}+\sigma_{\text {syst }}^{2}}$.

| Error considered | $\chi^{2} /$ dof | $p$ value $\left(\chi^{2}\right)$ | $p$ value $(\mathrm{KS})$ |
| :--- | :---: | :---: | :---: |
| $\sigma_{\text {stat }}$ | 23 | 0 | 0 |
| $\sigma_{\text {tot }}$ | 1.69 | $8.3 \times 10^{-4}$ | 0 |
| $\mathcal{C}^{\text {data }}$ | 0.85 | 0.79 | 0.97 |
| $\sigma_{\text {stat }}$ and $\mathcal{C}^{\text {model }}$ | 1.32 | 0.05 | 0.99 |
| $\sigma_{\text {tot }}$ and $\mathcal{C}^{\text {model }}$ | 0.37 | 1.0 | 0.01 |
| $\mathcal{C}^{\text {data }}$ and $\mathcal{C}^{\text {model }}$ | 0.77 | 0.90 | 0.86 |

the low-rigidity behavior (see SM Sec. V [54]). However, we remind the reader that a visual comparison can be deceiving: The presence of nondiagonal values in the covariance matrices is responsible for a better agreement between the model and data than perceived in the residuals (see Table I).

To test the actual compatibility of our prediction with the $\bar{p}$ data, we present two statistical tests which boil down to probabilistic statements in terms of $p$ value (see SM Sec. IV [54]). First, we propose a $\chi^{2}$ test, with the help of a covariance matrix of errors on both data and model:
$\chi^{2}=(\text { data }- \text { model })^{\mathrm{T}}\left(\mathcal{C}^{\text {model }}+\mathcal{C}^{\text {data }}\right)^{-1}($ data - model $)$.
The covariance matrices of the data $\mathcal{C}^{\text {data }}$ and the model $\mathcal{C}^{\text {model }}$ are given by the sum of the different contributions previously detailed (see SM, Secs. II-A and III [54]). We find $\chi^{2} \approx 44$, and by identifying the number of degrees of freedom (dof) with the number of $\bar{p}$ data points (57), we infer a corresponding $p$ value of 0.9 , which is reported in the last line of Table I.

Such a test does not directly assess a possible overestimate of the errors and also relies on the notion of number of degrees of freedom (dof,which may be a shaky concept in some circumstances; see, e.g., the discussion in Ref. [77]). Thus, we also perform a Kolmogorov-Smirnov (KS) test, which obviates the above limitations. We compute the distribution of the "eigenresiduals" ( $\tilde{z}$ score) corresponding to the residuals of the eigenvectors (data model) of the total covariance matrix. In the bottom panel of Fig. 2 we show these eigenresiduals as a function of rigidity (actually, the one rotated in the eigenbasis; see SM IV [54]), and in the inset, we compare the corresponding histogram with a Gaussian. The KS test leads to a $p$ value of 0.27 , which is also very good and is clearly consistent with the hypothesis that $\bar{p}$ 's are of secondary origin. For completeness, we also report in Table I the $p$ values when considering different combinations of errors: (i) If there was no uncertainty in our baseline model, the covariance matrix of data errors alone ( $\mathcal{C}^{\text {data }}$ ) would already give enough freedom to allow for a very good agreement between the data and the secondary flux prediction and (ii) considering only the statistical uncertainties in the data and the uncertainties in the model ( $\sigma_{\text {stat }}$ and $\left.\mathcal{C}^{\text {model }}\right)$, this prediction is marginally consistent with the data at the $2 \sigma$ level, with the KS test leading to an even better $p$ value. Also note the relevance of the KS test (as opposed to the $\chi^{2}$ test) to spot error overestimates, in the case of $\sigma_{\text {tot }}$ and $\mathcal{C}^{\text {model }}$; (iii) In the most realistic case considering both $\mathcal{C}^{\text {data }}$ and $\mathcal{C}^{\text {model }}, p$-values are very good for both the $\chi^{2}$ and KS test. Thus, not only is a secondary origin for the
locally measured $\bar{p}$ 's statistically consistent with the data, but, as shown by these considerations, it is also robust with respect to error mismodeling in either model or data errors.

## IV. CONCLUSIONS

Percent-level details in the model predictions now matter, as do more subtle aspects of the data error treatment. In this paper, we have presented a major upgrade of the $\bar{p}$ flux prediction and analysis by (i) using the latest constraints on transport parameters from AMS-02 B/C data, (ii) propagating all uncertainties (with their correlations) on the predicted $\bar{p}$ flux, and (iii) accounting for correlated errors in $\bar{p}$ data. The multicomponent nature of the systematic error, with different $R$ dependencies and correlation lengths, has a crucial impact on the analysis and was not captured in more simplified treatments as in Ref. [44]. With these novelties, we unambiguously show that the AMS-02 data are consistent with a pure secondary astrophysical origin. We stress that this conclusion is not based on a fit to the AMS-02 $\bar{p}$ data but on a prediction of the $\bar{p}$ flux computed from external data. Our results should hold for any steady-stade propagation model of similar complexity, as they all amount to the same "effective grammage" crossed to produce boron nuclei (on which the analysis is calibrated), with roughly the same grammage entering the secondary $\bar{p}$ 's. We have checked that this conclusion is robust with respect to a variation by a factor of a few of the correlation lengths of the AMS-02 systematic uncertainties. Also, recent analyses of Fermi-LAT data are suggestive of a spatial dependent diffusion coefficient, notably different in the inner Galaxy [78]. Moving to more complex scenarios containing the 1D framework considered here as limiting case would broaden theory space but would not alter our conclusions on the viability of secondary production to explain antiproton data. On the technical aspects, more computationally expensive methods could allow one to go beyond the quadratic assumption (i.e., assuming multi-Gaussian error distributions) embedded in the covariance matrix of errors. For more advanced applications, sampling techniques like Markov chain Monte Carlo could be used (e.g., Ref. [79]). However, a significant improvement in our perspectives for DM searches in the $\bar{p}$ flux can only be achieved by simultaneously reducing the systematics in the data and the errors of the modeling. On the data side, a covariance matrix of errors directly provided by the AMS-02 Collaboration would definitively be an important improvement to fully benefit from the precision achieved by AMS-02. On the modeling side, the next step would be to combine more secondary-to-primary ratios $(\mathrm{Li} / \mathrm{C}, \mathrm{Be} / \mathrm{C}$, and $\mathrm{B} / \mathrm{C})$ to further decrease the propagation uncertainties. Of course, better data and modeling on $\bar{p}$ and $\bar{n}$ production cross sections is also required, and the subleading error due to primary source parameters could be reduced by combining AMS-02 data with higher energy data from CREAM, TRACER, and CALET [80]. In the current state of our analysis, we can anticipate that, from the frequentist point of view, a clear statistical preference for an additional feature in the data is unlikely. However, this conclusion must rely on a quantitative analysis that we postpone for a forthcoming paper.
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