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Abstract—In this article, we treat the problem of disturbance
rejection in event-based control. We consider the case of an LTI
system under the influence of an output disturbance. We base our
event-triggering conditions on the comparison between the actual
system and a fictitious reference system with an ideal behavior.
However, since we do not know the value of the disturbance, this
comparison is made difficult. So, we propose a solution inspired
from fault-diagnosis methods where we build an online estimator
to estimate the value of the disturbance. We provide, then, this
information to the reference system and proceed with comparing
the states of the two systems.

Keywords–Event-based control; output disturbance; state ob-
server; fault-diagnosis; integral action.

I. INTRODUCTION

In classical control theory, sensors measure system param-
eters continuously and a continuous control law is calculated
and applied. On digital platforms, the control law is translated
into a periodic, oversampled signal that is applied even when
no action is needed. A more flexible alternative is clearly
necessary.

Event-based control has come to light as such an alter-
native. This approach consists in computing and updating
the control law only when a set of predefined conditions on
the behavior of the system is violated. These conditions are
generally related to the state of the system and the quality of
its response. Among the first works on event-based control,
we can cite [1] in which an event-based counterpart for
the PID controller is designed. Many others have followed
afterwards, such as [2], [3], [4], [5], and [6]. This method has
the advantage of decreasing the communications between the
CPU and the actuators, therefore avoiding the congestion of
the communication channels. However, such benefits do not
come easily and many challenges arise. There is primarily
the problem of the choice of the adequate event-triggering
conditions that ensure stability and performance of the system
despite the fact that it is controlled only intermittently. By
using this approach, we also need to find a trade-off between
the frequency of communication and the performance of the
system.

In reality systems are subjected to the influence of load
disturbances. Thus, we clearly want our event-based approach
to be robust enough to the impact of the surroundings on
the system. Disturbance rejection has been explored in a few
previous works. In [7], an upper bound on the disturbance is
used as the event-triggering condition. In [8], an augmented
observer is built in order to estimate the state and the distur-
bance simultaneously. A composite controller is then designed

to compensate the disturbance actively. In [9], it is the issue
of model uncertainties that is addressed. Recently in [10],
an observer-based approach has been proposed to deal with
the state disturbance rejection problem with an event-triggered
mechanism. To do that, the proposed approach assumes that
the considered disturbance and its derivative are bounded.

In this work we explore a procedure for the event-based
control of a linear time invariant (LTI) system. Unlike to [10],
the objective is to drive the system to follow a predefined
trajectory in the presence of an unknown low-frequency output
disturbance. As in [11], the state of the system is compared
to the state of a continuously-controlled reference system. But
here, the disturbance renders this comparison difficult since it
is a priori unknown to the reference system.

For this, we build an estimator made of two series blocks
(see [12]). The first block is an observer that provides the
residual between the observed and the measured output of
the event-based system. The second block consists in a filter
that estimates the value of the disturbance. This information
on the disturbance is, then, given to the reference system.
Finally, an integral action is added to ensure the rejection of
the disturbance.

This work is divided as follows. The next section is
dedicated to the description of the system to be controlled,
the reference system and the disturbance estimator. It also
introduces the event-based conditions and how they are built.
In Section III a discussion on the performance of the system
is presented. Finally, a numerical example is treated in Sec-
tion IV.

II. DESCRIPTION OF THE SYSTEM

A. Overall principle
We consider a Linear Time-Invariant system controlled to

follow a predefined reference signal r(t) ∈ Rny and to reject
the effect of an additive disturbance d(t) ∈ Rny . This system is
driven with an event-based state-feedback control ū(t) which
is piecewise constant. This control law is augmented by an
integral action to cope with the output disturbance.

The times tk when the control is updated is event-based
and corresponds to the detection of the fact that the system
drifts away from a reference system. Contrarily to the real
system, the reference one is controlled continuously and does
not see the disturbance. However, we need to estimate this
disturbance. This is performed by introducing a third system,
an online disturbance estimator, which has only a knowledge of
the event-based control and the output of the real system, and
that feeds the reference system with the estimated disturbance
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Figure 1. The event-based controlled system Σ, the reference system Σr ,
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Figure 2. A detailed layout of the signals involved in the event-based
controlled system

d̂(t).
Fig. 1 and 2 are schematic diagrams of the approach detailed
above. More precisely, Fig. 1 displays the event-based con-
trolled system Σ, the reference system Σr, and the disturbance
estimator Σ̂. Comparing the augmented states z and zr of
systems Σ and Σr respectively, the event generator E evaluates
the event times tk at which the controller C should compute a
new control value ū.

B. An event-based augmented system

1) The LTI system and exogenous signals: The LTI system
is given in the state-space representation by

ẋ(t) = Ax(t) +Bū(t), (1)
y(t) = Cx(t) + d(t). (2)

In this system x(t) ∈ Rnx is the state vector, y(t) ∈ Rny is the
system output and ū(t) ∈ Rnu is the system input. The system
is assumed to be controllable. Note that, in this context, a part
of the output vector is assumed to belong in the state vector.

We suppose that the disturbance, as well as the predefined
reference signal r(t) are piecewise Lipschitz and uniformly
bounded, and we authorize them to contain jumps, provided
that there exists a minimum interval of time between two
successive jumps.

2) Augmenting the system for tracking: The state vector
x(t) is augmeAnted to take into account an integral action on
the tracking error

ω̇(t) = r(t)− y(t). (3)

This yields a system on the augmented state variable z(t) =
(x(t), ω(t))T

ż(t) =

(
A 0
−C 0

)
z(t) +

(
B
0

)
ū(t) +

(
0

r(t)− d(t)

)
,(4)

y(t) = (C 0)z(t) + d(t). (5)

3) Event-based triggering: A classical feedback control
for this augmented system consists in defining a continuous
control

u(t) = −Kpx(t)−Kiω(t) = −Kz(t). (6)

Combing (4) and (6) would lead to the equation

ż(t) =

(
A−BKp −BKi

−C 0

)
z(t) +

(
0

r(t)− d(t)

)
. (7)

The feedback control is then constructed such that the aug-
mented matrix

Aa =

(
A−BKp −BKi

−C 0

)
is Hurwitz with desired eigenvalues. This matrix will be used
to construct the reference system.

But in the event-based system ū is the event-based coun-
terpart of u. Its value is only changed at times tk with the
following formula

ū(t) = u(tk) for t ∈ [tk, tk+1), (8)

and equation (4) is only valid at times tk after the control has
been updated.

C. The reference system
The reference system is also an augmented system with

an integral action to be able to compare the augmented state
variable z(t) to the reference state zr(t). The control (6) is
computed continuously with the same approach as for (8) and
we have ur(t) = −(Kp Ki)zr(t) for all time t. The equation
dynamical for zr is therefore

żr(t) =

(
A−BKp −BKi

−C 0

)
zr(t) +

(
0
r(t)

)
. (9)

If we only do this, thanks to the Hurwitz nature of Aa, the
reference system follows the reference signal r(t) but it is
unable to send correct event-based controls (i.e. control times)
to the real system in order to reject the disturbance. In practice,
the distance between z(t) and zr(t) which are respectively
solution to (4) and to (9) has no reason to vanish, due to the
presence of d(t). From a certain time on, this difference would
always be large, leading the event-generator to produce events
each time the difference is evaluated, and the real system would
then be a classical discrete-time controlled system and not an
event-based one.
To solve this problem, we introduce an estimator that evaluates
the disturbance acting on the output of the system. The
estimated disturbance is then included in the dynamics of the
reference system as follows

żr(t) =

(
A−BKp −BKi

−C 0

)
zr(t) +

(
0

r(t)− d̂(t)

)
. (10)



D. The disturbance estimator
For sake of simplicity, and since the point here is to reject

the disturbance and not show how to follow the reference
signal, we suppose here that r(t) = 0, but experiments in
the numerical illustration section are performed with a non-
vanishing reference signal.

To estimate the disturbance, we introduce a Luenberger
observer assuming that (A,C) is an observable pair. The
observed state x̂ is solution to the system

˙̂x(t) = Ax̂(t) +Bū(t) + L(y(t)− ŷ(t)), (11)
ŷ(t) = Cx̂(t). (12)

We notice that to write this observer we only need to know
the basic elements of the LTI system (namely matrices A, B
and C), the output of the real system y(t) and the event-based
control ū(t) (but not the way to compute it, which is only
known by the controller). Once more the gain matrix L is
chosen such that A−LC is Hurwitz, which ensures the stability
of the observation error. From the knowledge of the difference
ỹ(t) = y(t) − ŷ(t), using a Laplace transform analysis and
Woodbury matrix identity, we classically obtain an estimated
d̂ which is the output of the linear filter

ṁ(t) = Am(t) + Lỹ(t), (13)
d̂(t) = Cm(t) + ỹ(t) (14)

(see Appendix for details). The system composed of equations
(13) and (14) is initialized at m(t0 = 0) = 0.

E. Events
The events are generated when the real state and the

reference state are too far apart. Let e(t) be the difference

e(t) = z(t)− zr(t). (15)

The sequel is very similar to the arguments used in [11].
Two symmetric positive definite matrices P and Q are de-
fined via the Lyapunov equation AT

a P + PAa = −Q. The
specification on the tracking error is then monitored via the
Lyapunov-like function

V (e(t)) = e(t)TPe(t). (16)

A small constant δ is defined and the event times when the
control is updated are given by the following definition.

Definition 1: The time tk is defined as the minimum time
t > tk−1 for which V (e(t)) = δ:

tk = inf{t > tk−1, V (e(t)) = δ}.

III. DISCUSSION

From (16) we immediately infer that estimating V (e(t)) is
also estimating e(t) in the L2-norm, indeed we have√

V (e(t))

λmax
≤ ‖e(t)‖ ≤

√
V (e(t))

λmin
, (17)

where λmin and λmax are the (real and positive) minimum
and maximum eigenvalue of P . Hence to ensure that ‖e(t)‖ is
below some given ε, we simply set δ = ε2λmin in Definition 1.

We can rewrite (4) in an equation involving the augmented
matrix Aa and, combining with (10), we have for all time
t ∈ [tk, tk+1[

ė(t) = Aae(t) +

(
BK

0

)
∆kz(t)−

(
0

d̃(t)

)
, (18)

where ∆kz(t) = z(t)− z(tk) and d̃(t) = d(t)− d̂(t).
We have already seen in [11] how to handle the ∆kz term:

despite the possible jumps in the reference signal r(t) and in
the disturbance d(t), the states z(t) and zr(t) are Lipschitz. In
particular, there exists a constant Lz such that

‖∆kz(t)‖ ≤ Lx(t− tk) for all t ∈ [tk, tk+1[. (19)

Regarding d and its estimate, the situation is twofold.
Either the initial data are well chosen (i.e. m(0) = 0 and
x̂(0) = x(0)) and we have exactly d̂(t) ≡ 0 for all time. In our
numerical simulations below, for which a very unsophisticated,
namely forward Euler, scheme has been used, if these initial
conditions are fulfilled d̃ is zero up to the machine epsilon.
If the right initial conditions are not taken, the observer and
estimator yields a different value for d̂ (for example in the
permanent regime in the step disturbance test case) follows a
bad track, r + d̃ instead of r. With convenient initial values
we simply have

ė(t) = Aae(t) +

(
BK

0

)
∆kz(t), (20)

and the estimates on ‖∆kz(t)‖ are sufficient to state the
following results.

A. Error estimate

Theorem 1: If the triggering times are defined by Defini-
tion 1, the Lyapunov-like function V (e(t)) remains bounded
by δ.

At time tk, after the update, we simply have ė(tk) =
Aae(tk) and

V̇ (e(tk)) = −e(tk)TQe(tk).

Since V (e(tk)) = δ, (17) yields a lower bound for e(tk) and a
negative upper bound for V̇ (e(tk)) which ensures that V (e(t))
is pushed below δ for a certain amount of time. This proves
theorem 1. As a corollary, ‖e(t)‖ remains below ε.

B. Minimum inter-sample delay

The system is event based, because it is possible to derive
from the parameters of the equation a minimum time delay
between two updates of the control.

Theorem 2: The event times given by Definition 1 are at
least spaced τmin apart from each other, i.e.

tk+1 − tk ≥ τmin for all k ∈ N.

This result can be proved exactly as in [11], using Equation
(20) and the estimate (19).

The boundedness and inter-event time features are dis-
played in the numerical test cases of the next section.



C. Observing the states to define events
Despite the availability of the estimated state x̂(t), we have

been using the measured state x(t) to monitor the performance
of the system, to generate the events and to compute the control
law. This is due to the presence of the disturbance, which
makes it impossible for x̂(t) to converge to x(t) as shown
below. Let x̃(t) be the observation error with dynamics

˙̃x(t) = ẋ(t)− ˙̂x(t) = (A− LC)x̃(t)− Ld(t). (21)

Even if the observation error is stable, as A−LC is Hurwitz,
it never tends to zero, as long as the disturbance is present.
This in fact is what allows us to estimate the disturbance.
The only way to estimate the state is to have some prior
knowledge of the disturbance. For instance some of the
methods given in [13] assume that the disturbance is
described by some known mathematical model.

In our case, when the disturbance does not obey any
mathematical model, the only way to recover the state vector
from the output of the system is to be able to measure the
disturbance.

IV. SIMULATION RESULTS

A. Step disturbance
To validate the results detailed above, we test our approach

on a study case.
Let us consider the linearized and simplified model for control-
ling the pitch angle of an aircraft given in [14] . The state-space
matrices governing the motion are

A =

( −0.313 56.7 0
−0.0139 −0.426 0

0 56.7 0

)
, B =

(
0.232
0.0203

0

)
,

C = (0 0 1) .

In the simulation, we choose the entire simulation time
Tsim = 20 s and the sampling period ∆t = 10−4 s for a total
number of N = 200, 000 sampling instants.
We want to control the pitch to hold a specific angle while
being subjected to an external output disturbance. We set the
reference signal and disturbance at

r(t) = 10 Π0,10(t) + 2 Π10,20(t),

d(t) = 2 Π5,20(t),

where Πa,b is the boxcar function, which is equal to 1 on
interval [a, b] and zero otherwise.

In Fig. 3, the output of the system and the reference signal
are depicted along with the estimated value of the disturbance.
It shows that the response of the system has good tracking
properties despite the presence of the disturbance. At the
moment the disturbance occurs, the output curve exhibits a
small overshoot, which is subdued in less than 2 s.
The system operates in open-loop between two events, and we
allow a relatively high tolerance (ε = 0.25). This explains the
ripples that appear in the curve of the response. We can get
rid of them by imposing stricter performance specifications (a
smaller ε, and so, a smaller δ). However, it means updating
the control more often.

The bottom curve in Fig. 3 shows that the estimator can find
the true value of the disturbance in a few time-steps. However,
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Figure 3. The output of the event-triggered system and the estimated
disturbance
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Figure 4. The event-triggered control law ū(t)

such good results are obtained on the condition that we provide
the adequate initial values to the observer and the filter.

The high value of the tolerance ε allowed us to com-
pute and update the control law only 296 times in 200, 000
sampling instants, as shown in Fig. 4. This proves that the
communications between the controller and the actuators have
been divided by a factor of more than 600. Supposing that this
communication relies on channels with a limited bandwidth,
such channels will be largely relieved.

Fig. 5 shows the evolution of the Lyapunov-like function
V (e(t)) in time. An event is triggered every time V (e(t))
reaches the threshold δ, and V (e(t)) is pushed back inside
the region enclosed by 0 and δ. The graph shows that events
are more frequent in transient intervals, where the control is
updated more often to cope with the change in the set-point
value. The events become sparser as the response settles to its
final value.
Right after t = 5 s, we notice an update of the control law
but not an increase in the number of updates. This is due to
the fact that the disturbance is estimated in one time-step and
normal operation can quickly resume.
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B. Sinusoidal disturbance
The developed approach is tested a second time on a low-

frequency sinusoidal disturbance of the form

d(t) = cos(0.6 t).

The obtained response and the estimated disturbance are
depicted in Fig. 6. It shows again that with only 272 updates
(see Fig. 7) of the control law in 200, 000 sampling instants,
we manage to track the set-point. As shown in the top curve of
Fig. 6 the effect of the disturbance on the output is attenuated
with an about .1 factor. The reason for ending up with slightly
fewer sampling instants resides in the fact that the cosine
function is a continuous smooth function which is better
handled than the abrupt-changing disturbance applied before.
The estimator still manages to rapidly estimate the disturbance
with a high accuracy.
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Figure 6. Response of the system under a sinusoidal disturbance and the
estimated values of the disturbance

V. CONCLUSION

In this work, we have explored the behavior of the event-
based control approach in the presence of a load disturbance.
Even though the value of the disturbance is unknown at first,
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Figure 7. The control law ū(t) under a sinusoidal disturbance

we have shown that we can accurately estimate it through
the residual between the real output and an observed output.
We have shown that if the appropriate initial conditions are
provided to the estimator, the value of the disturbance is
quickly found and given to the reference system. That way
the work of the event-generator is not disturbed.

As a perspective for future work, we suggest to extend this
approach to include other types of disturbances, on the input
or the states of the system. Our ultimate goal is to be able
to construct a self-triggered scheme, in which at times tk we
compute the new control law and the time tk+1 at which next
event would occur. The need for checking the event-triggering
conditions at every time instant would thus be removed.
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APPENDIX
AROUND WOODBURY MATRIX IDENTITY

Combining (1)–(2) and (11)–(12), and defining x̃(t) =
x(t)− x̂(t), we obtain the following system

˙̃x(t) = (A− LC)x̃(t)− Ld(t), (22)
ỹ(t) = Cx̃(t) + d(t). (23)

This system is LTI and stable due to the Hurwitz nature of
A− LC. Let X , Y and D be the Laplace transforms of x̃, ỹ
and d respectively. Equations (22)–(23) yield

X (s) = −(sI − (A− LC))−1LD(s), (24)
Y(s) = CX (s) +D(s). (25)

where I is the identity matrix, and hence

Y(s) = (I − C(sI − (A− LC))−1L)D(s). (26)

This allows to first write D(s) in terms of Y(s):

D(s) = (I − C(sI − (A− LC))−1L)−1Y(s). (27)

We can compute the inverse using Woodbury matrix identity.
Lemma 1 (Woodbury matrix identity): Let A and B be two

invertible matrices and U and V two matrices with matching
dimensions then

(A + UBV)−1 = A−1 −A−1U(B−1 + VA−1U)−1VA−1.

We apply Lemma 1 with A = I , U = C, V = L and
B = −(sI −A+ LC)−1 to obtain

D(s) = (I + C(sI −A)−1L)Y(s). (28)

We now go back to the time space and find that this equation
is equivalent to solving the system

ṁ(t) = Am(t) + Lỹ(t), (29)
d̂(t) = Cm(t) + ỹ(t). (30)

where m is merely an auxiliary variable with no specific
interpretation.


