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Abstract

Once the i-vector paradigm has been introduced in the field of speaker recog-
nition, many techniques have been proposed to deal with additive noise within
this framework. Due to the complexity of its effect in the i-vector space, a lot of
effort has been put into dealing with noise in other domains (speech enhance-
ment, feature compensation, robust i-vector extraction and robust scoring). As
far as we know, there was no serious attempt to handle the noise problem di-
rectly in the i-vector space without relying on data distributions computed on
a prior domain. The aim of this paper is twofold. First, it proposes a full-
covariance Gaussian modeling of the clean i-vectors and noise distribution in
the i-vector space and introduces a technique to estimate a clean i-vector given
the noisy version and the noise density function using the MAP approach. Based
on NIST data, we show that it is possible to improve by up to 60% the baseline
system performance. Second, in order to make this algorithm usable in a real
application and reduce the computational time needed by i-MAP, we propose
an extension that requires building a noise distribution database in the i-vector
space in an off-line step and using it later in the test phase. We show that it is
possible to achieve comparable results using this approach (up to 57% of relative
EER improvement) with a sufficiently large noise distribution database.
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1. Introduction

Recent work on the robustness of speaker recognition systems based on i-
vectors technology has been carried out at different levels in order to track
and compensate the additive noise effect without altering the speaker-related
information. Additive noise has always been one of the most important problems
in speaker recognition research and dealing with it generally falls into one of
four categories: speech enhancement, feature compensation, robust modeling
or score compensation. We will not discuss the latter here as it does not deal
directly with additive noise.

At signal level, [I] proved that spectral and wavelet-based speech enhance-
ment techniques do not perform consistently when used as a pre-processing block
in a standard speaker recognition system even if the resultant speech quality in-
creases. It was further shown in [2] that these algorithms might either enhance
or degrade the recognition performance depending on the noise type and the
SNR level. The speaker-related information has been proven to be vulnerable
and hard to handle in this domain due to the natural complexity and redun-
dancy in the speech signal which led to the development of other techniques
based on different domains.

At feature level, [3] carried out an extensive comparison of several spectrum
estimation methods under additive noise contamination and found that the best
spectrum estimator was related to the noise type and level. Recent work [4, 5],
based on vector Taylor series (VTS) then developed using “unscented trans-
forms” [6] tried to model non-linear distortions in the cepstral domain based on
a non-linear noise model in order to relate clean and noisy cepstral coefficients
and help estimate a “cleaned-up” version of i-vectors. Despite its efficiency, this
model remains very rigid due to its complexity and not easily extensible. In
such a technique, adding a normalization step or changing the parameters used
could involve rewriting the whole technique. On another level, a set of stochas-
tic techniques originally introduced for robust speech recognition such as RATZ

[7], SPLICE [8], SSM [9] and TRAJMAP [I0] have lately been investigated for



speaker recognition [T1]. In these techniques, the effect of noise is represented
by additive terms in the mean vectors and covariance matrices of clean speech
GMMs. Although some of these algorithms achieve very good results (SSM and
TRAJMAP), a priori knowledge about the test environment is assumed and
stereo training data is required.

On the model level, prior knowledge about the test environment is used
in the form of a statistical model of the noise or a reliable estimate of the
noise distribution. Model compensation techniques are usually superior to their
feature-level counterparts since they can capture the uncertainty caused by the
noise statistics [I2]. The parallel model combination (PMC) was first introduced
in speech recognition technology [13] before being adapted to speaker recognition
[14] by building a noisy model and using it to decode noisy test segments. The
use of PMC inside modern speaker recognition i-vector systems is complex,
as the noise has to be injected inside all the different models: UBM, i-vector
extractor and scoring models. But in practice, the high computational expense,
mainly in the scoring model, of such a procedure makes it unfeasible in practice.
A robust backend training method called “multi-style” [I5] was proposed as a
possible solution to account for the noise in the scoring phase. This method uses
a large set of clean an noisy data affected with different noises and SNR levels to
build a generic scoring model. The model obtained yields good performance in
general, but is still suboptimal for a particular noise because of its generalization
(the same system is used for all noises). Another problem with this approach
is that it also assumes (theoretically) that test noise is in some way present
in the training data, which is not always true. Finally, the use of deep neural
networks (DNNs) has been investigated for robust speaker recognition before
being successfully applied to speech recognition [16, 17, I8 [19]. DNNs have
been used either to improve the speaker model (like the “d-vectors” model
proposed in [20] and extracted from the last hidden layer of a DNN) or to
improve the computation of the i-vectors statistics in noisy conditions [2I]. But
in spite of the extensive training time needed to build such models, no significant

improvements were observed compared to the previously cited methods.



This paper is an extension of our work in [22] where we proposed an i-vector
“denoising” technique, we called i-MAP, in order to deal with additive noise.
The advantage of this approach is that we can use a regular clean backend
since the resultant i-vectors are assumed to be noise free. In order to build
this system, a number of assumptions are made over the clean i-vectors and the
noise distribution in the i-vector space. We assume that both clean i-vectors
and noise are normally distributed in the i-vector space. The first hypothesis
is justified by the factor analysis model used to extract the i-vectors [23] which
assumes a normal distribution for the resulting i-vectors. Regarding the noise,
Gaussian distribution modeling seems to be suitable. Even though, the noise is
theoretically known to be non-additive in the i-vector space, an additive noise
model seems to give encouraging results. It shows an improvement by up to 60%
in the recognition performance compared to the baseline system and by nearly
30% compared to the “multi-style” scoring regime. In addition, the approach is
extensible to a mixture of Gaussians to model the noise in i-vector space. The
originality of this technique is that it not only uses information about the noise
but also information about clean i-vectors (the corresponding probability den-
sity functions in the i-vector space). Indeed, compared to different approaches
such as MMSE estimators, this technique does not just model the relationship
between clean and noisy i-vectors (through the noise model), but also gives
information about the clean i-vectors distribution. Hence, it incorporates rich
information the clean i-vectors properties and minimizes the risk of producing
distorted estimates.

In this paper, we introduce an implementation of the proposed method in
an i-vector-based speaker recognition system. Then, we propose an extension
based on building a noise distribution database in the i-vector space in an off-
line step to reduce the computational time imposed by the i-MAP denoising
technique. This way, the test noise distribution parameters in the i-vector space
are approximated by one of the available distributions in the database instead
of being directly computed using the noise frames present in the test segment.

A distribution selection scheme is described based on distance measure between



a given noisy test i-vector and all noisy i-vectors distributions present in the
database. We show that we still achieve almost the same results while making
the i-vector cleaning much faster. Furthermore, i-MAP does not deteriorate
the resultant error rate when applied on clean speech, which constitutes a very
interesting robustness aspect of the technique proposed.

This paper is structured as follows. Section [2] describes the i-vector frame-
work for speaker recognition. Section [3] details the proposed i-MAP denoising
approach. Section [4] presents the experimental protocol. Section [f] details the
estimation method of the system parameters. Section [f] details the integration
procedure of the method proposed in a speaker recognition system. Section [7]
details the structure of the VAD system used in our work. Section [8| presents
the system performance after the use of the i-MAP compensation. Finally, Sec-
tion [9] proposes a technique to speed-up the noise distribution estimation in the

i-vector space and Section [L0| presents the corresponding results.

2. The i-vector framework

In this section we present the i-vector framework along with the scoring

procedure that will be used further in our experiments.

2.1. The total-variability subspace

The i-vector paradigm was motivated by the existing super-vector-based
joint factor analysis (JFA) approach [24] 25]. While the JFA approach mod-
els the speaker and channel variability space separately, i-vectors are formed
by modeling a single low-dimensional total-variability space that covers both
the speaker and channel variability [23]. In this approach, an i-vector extrac-
tor converts a sequence of acoustic vectors into a single low-dimensional vector
representing the whole speech utterance. The speaker- and session-dependent
super-vector s of concatenated Gaussian Mixture Model (GMM) means is as-

sumed to obey a linear model of the form:

s=m+Tw (1)



where :
e m is the mean super-vector of the Universal Background Model (UBM)

e T is the low-rank variability matrix obtained from a large dataset by MAP

estimation [24]. It represents the total variability subspace.
e w is a normally distributed latent variable called “i-vector”.

Extracting an i-vector from the total variability subspace is essentially a
maximum a-posteriori adaptation of w in the space defined by T". The algo-
rithms for the estimation of T and the extraction of i-vectors are described in

[26].

2.2. The i-vector scoring system

Many dimensionality reduction techniques (such as LDA) and generative
models (like PLDA, and the Two-covariance model) have been developed in
order to improve the i-vector comparison in speaker verification trials. The
speaker verification score given two i-vectors w; and ws is the likelihood ratio

described by:
score = log—P(w17 ws|01ar) (2)
P(w1, w2|0non)
where the hypothesis 6;,, states that inputs w; and ws are from the same
speaker and the hypothesis 0,,, states they are from different speakers.
Below, we focus on the generative model that we used in our work: the

two-covariance scoring model.

2.2.1. The two-covariance scoring model

This model is a particular case of the Probabilistic Linear Discriminant Anal-
ysis (PLDA) described in [27]. It can be seen as a scoring method and a con-
volutive noise compensation technique. It consists of a simple linear-Gaussian

generative model in which an i-vector w of a speaker s can be decomposed in:

w=7ys+e (3)



where the speaker model y; is a vector of the same dimensionality as an i-vector,

¢ is Gaussian noise and :

N denotes the normal distribution, u represents the overall mean of the
training data set, B and W are the between- and within-speaker covariance

matrices defined as :
5 n
B=>"—(y,— p)(ys — )" (6)

W= LSS (s - g wi - )t (7)

where ng is the number of utterances for speaker s, n is the total number of
utterances, w; are the i-vectors of sessions of speaker s, y, is the mean of all the
i-vectors of speaker s and u represents the overall mean of the training data set.
Under assumptions @ and , the score from Equation can be expressed

as:
ceore — SN Wily, WIN (waly, W)N (y|p, B)dy @®)

Hi:l,Q fN(wZ|y, W)N (ylu, B)dy
the explicit solution of (8)) is given in [2§].

3. I-vector denoising using MAP

This section is dedicated to the description of our new i-vector “cleaning”
technique, “i-MAP”. De-noising the i-vector directly allows to use classical state-
of-the-art scoring models based on generative models like two-covariance [2§],
Gaussian-PLDA [27] or heavy tailed PLDA [29] estimated using clean data
without any adaptation to the test noise. This also makes our method equally
valid in matched and mismatched conditions between enrollment and test since

it “cleans” a noisy i-vector without introducing any distortions on a clean one.



Formally, given a noisy i-vector Yj, our goal is to estimate the corresponding
clean version Xj. Let’s define two random variables X and Y corresponding re-
spectively to the clean and noisy i-vectors. We define the noise random variable
N by:

N=Y-X 9)

We consider that clean i-vectors X are normally distributed as described in [23],
and assume that noise (V) can also be represented by a normal distribution in
the i-vector space. We can then define the corresponding probability distribution

functions f(X) and f(N) as :

F(X) = N(px, Ex) (10) f(N) =N(un,EN) (11)

where NV (u, ¥) denotes a normal distribution with mean p and full covariance

matrix X.

Referring to (9)),(10) and we can express f(Yp|X) for a given Yj as:

F(YolX) = ————eqp~ 2 (Yo X—uw)' B! (¥o—X —pu) (12)
(2m)2[En]2

Based on the noise model @[) and the two previously defined distribution,
we can estimate, for a given noisy i-vector Yy, its clean version Xo using a MAP

estimator :

Xy = argmax{In f(X[Y0)} (13)
Using the Bayesian rule, we can write f(X|Yy) as :

f (Xl X) f(X)

X|Yy) = 14
After combining and :
X = argmax{In f(Yo| X) f(X)} (15)
Finding X becomes equivalent to solving;:
i{lnf(Y\X)+1nf(X)}—O (16)
X 0 -



By developing using , we end up with:

Ao X ) S (Vo= X )+ o (X =) B (X —pix)} = 0 (17)

After the derivation, the final expression of the clean i-vector XO, given the

noisy version Yy and both X and NN distribution parameters, is:
Xo = (S + 35 7HER (Y — px) + X5 hix) (18)

In i-vector -based speaker recognition systems [23], length normalization
was shown to improve the overall performance [30]. In our case, it is important
to mention that all the noisy and clean i-vectors used were initially length-

normalized.

4. Experimental protocol

Our experiments operate on 19 Mel-Frequency Cepstral Coefficients (plus
energy) augmented with 19 first (A) and 11 second (AA) derivatives. A mean
and variance normalization (MVN) technique is applied on the MFCC features
estimated using the speech portion of the audio file. The low-energy frames
(corresponding mainly to silence) are removed. The decision boundary used to
determine speech frames is computed for each utterance as explained in Section
[7]and the value of v used in all experiments for voice activity detection is o =0
and for noise extraction o = 1 (explained in Section @

Two SR systems are used in our experiments depending of the speakers gen-
der in enrollment/test data. Two gender-dependent 512 diagonal component
UBMs and total variability matrices of low rank 400 are estimated using NIST
SRE 2004, 2005, 2006 and Switchboard data. The male models (male UBM
and total variability matrix) were trained using 15660 utterances corresponding
to 1147 speakers and the female models (female UBM and total variability ma-
trix) were trained using 24100 utterances corresponding to 2012 speakers. The
LIA _SpkDet package of the LIA_RAL/ALIZE toolkit is used for the estimation

of the total variability matrix and the i-vector extraction. The algorithms used



are described in [26]. Finally a two-covariance-based scoring [28] is applied.
For each gender, the equal-error rate (EER) over the NIST SRE 2008 test data
on the “short2/short3” task under the “det7” conditions [31] will be used as
a reference to monitor the performance improvement of two systems in noisy
conditions compared to the baseline system : noisy PLDA backend (PLDA
model trained using data affected with the noise type and SNR level present
in test/enrollment data) and the “multi-style” backend. For the noisy PLDA
system, the eigenvoice rank used is equal to 100 and the eigenchannel matrix
is kept full-rank (400). PLDA is preceded by 2 iterations of LW-normalization
(spherical nuisance normalization [32]).

We use 18 noise samples from the free sound repository FreeSound.org [33]
as background noises (used to alter test/enrollment data and build the noise
distribution). The open-source toolkit FaNT [34] was used to add these noises

to the full waveforms generating new noisy audio files for each noise / SNR level.

5. Estimation of f(X) and f(IV)

In this section, we will work with a total of six configurations: two different
noises (crowd and air-cooling) and three SNR levels (10dB, 5dB and 0dB) using
3000 clean train speech segments (SNR > 25dB).

The clean i-vectors distribution f(X) and the noise distribution f(N) are
the two most important components in this denoising procedure. f(X) has the
advantage of being noise-independent, so it could be estimated once and for all
over a large set of clean i-vectors in an off-line step initially before performing
any compensation.

On the other hand, f(N) makes the system able to adapt to the noise present
in the signal and compensate its effect more effectively. It is estimated for each
different test noise and it requires the existence of clean i-vectors and the noisy
versions corresponding to the same segments. First, for the clean part and once
the train files are fixed, the corresponding clean i-vectors (X) are extracted.

Then, for a given noisy test segment, the noise is extracted from the signal

10



(using a VAD and selecting the low-energy frames) then added to the clean
train audio files. Finally, the corresponding noisy i-vectors (Y') are estimated
and Equation (9) is used to compute N then f(N).

Below, we focus on minimizing the number of train files used to build f(N)

along with their selection criteria.

5.1. Number of i-vectors needed to estimate f(N)

In a “clean enrollment / noisy test” setup and for each of the six previously-
described noise configurations, the EER is evaluated for male data using a dif-
ferent number of train i-vectors to estimate f(N) going from 400 to 3000. Each
time, N =Y — X is used prior to the scoring phase using the selected i-vectors
to estimate uy and Y. For each length, Figure [ shows the EER obtained on

10 different lists picked randomly from the train i-vectors set :

35 T

T T
Air-cooling noise 0dB (after I-MAP) .
Air-cooling noise 10bB (after I-MAP)  »
30 b Air—cooling noise 5dB (aﬂerI-MAP) - |
© Air-cooling noise 0dB (baseline) | i :

EER(%)

5 |- A g e S e e

e SN N NI N RO IO NI RN O e Ot R iR aaiR
10 L . Air-cooling noise 10dB (baselinej . ... .. ... ... .. ... |

o L i i i i
500 1000 1500 2000 2500 3000
List length

Figure 1: EER variation with the amount of i-vectors used to estimate the noise distribution
f(N) for the “air-cooling noise” at 0dB, 5dB and 10dB for male data (10 measures for each
length).

The x-axis in Figure[I]starts at 450 since the i-vector space dimension used in
this experiment is 400. Indeed, going below 400 might cause singular covariance

matrices (used in Equation .
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It is clear that for the three SNR levels, the EER does not vary much beyond
500. Therefore, we will set the noise model training set size to 500 i-vectors for

our next experiments.

5.2. Train i-vector selection for the noise density estimation

The goal of this experiment is to find a criterion that improves “globally”
the quality of the cleaned-up i-vectors without putting strict constraints on
the test segments duration or content. In this subsection, only male telephone
recordings are used for both train and test for simplification purposes. Similar
findings have been observed for female data and the same criterion will be used
for the two genders.

Once set to 500 the number of i-vectors needed to estimate f(V), we concen-
trate on their selection criteria. For the six different configurations, we created
a set of 300 lists of 500 elements picked randomly from the original set of 3000
clean audio files which will be used to estimate f(IV). For each list, we plot the
resultant EER after compensation according to the average files duration. Fig-
ure [2| shows the curve obtained using noisy test data affected with crowd-noise
on 10dB.

5.6 . . T

T T
, Crowd-Moise 10db ——
5.5 -1 _

5.4 | N\

5.3 e -

5.2 | T B

511 ) - i
| v
49 | ] -

4.8 - | 5

EER(%)
J’I

4.7 1 1 1 1 1
30 40 50 60 70 80 30

Average duration (sec)

Figure 2: EER variation with the average speech duration of the segments used to estimate

f(N) for the “crowd-noise” on 10dB.
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It is easy to see that the longer speech segments produce better results than
the shorter ones. In the rest of this paper, the longest 500 files will be used as
a train set to estimate f(N). The sharp fall in Figure [2|is a result of the train

data available (few long train recordings).

5.83. Compensation threshold

One of the biggest advantages of the i-MAP compensation scheme is that it
does not affect clean i-vectors or deteriorate the associated error-rates. There-
fore, in order to save time and avoid unnecessary compensations, we can fix an
SNR threshold beyond which no transformation is applied.

In order to set the value of the SNR threshold beyond which a test utterance
is considered clean, we study the variation of the EER with the maximum
denoised test segment SNR. Figure [3|shows that attempting to denoise i-vectors
corresponding to noisy segments having an SNR greater than 25dB will not
improve the end result much. The variation of the equal error rate obtained
after compensation with the SNR threshold is given for two different noises.

21 T T T

115

T T T T T T
: Air cooling noise Car driving noise
18
18 N\

17

%)

EER (¢

16

EER (%)

15 oot

14

13 b

12

- i i i B —— 65 i i i i i i
0 5 10 15 20 25 30 35 0 s 10 15 20 25 30 35
SNR threshold (dB) SNR threshold (dB)

Figure 3: Variation of the EER (after i-MAP compensation) with the SNR threshold in dB
for two different noises (car driving noise and air-cooling noise) using clean enrollment data

and noisy test affected with the same noise and different SNR levels from 0dB to 35dB.

In the next sections, we will use SN Ripreshold = 25dB to decide whether

the denoising procedure is required or not.
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6. Integration of the denoising method in a speaker recognition sys-

tem

The new i-vector denoising method allows to build a speaker recognition

system that takes into account the test signal SNR level as shown in Figure [4]

Clean train
Test segment
segments

yes
SNR<threshold ?
Y / '
. . Extract noise .
Extract i-vector Extract i-vector . Extract i-vectors
from signal
Add noise
to train segs.
‘ X:{X\}
Extract i-vectors
\ ¢Y={y\}
Noisy\i]—vector Build
0 noise model [«
N=Y-X
Estimate f(N)
. Clean clean - 1(X)
1-vector . -
1-vector
In-line step Off-line step

Figure 4: Clean i-vector extraction algorithm. Firstly, the signal SNR level is estimated. Then,
if the segment is considered noisy (SNR < threashold), the corresponding noise distribution

is estimated in the i-vector space. Finally, the i-MAP denoising procedure is applied.

Before starting, an SNR threshold above which a segment is considered clean
has to be set (in our experiments, we used SN Ripreshold = 25dB).

Then, the algorithm follows these steps:

e SNR checking: The SNR level is estimated for the test segment and

compared to the threshold.
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e The clean case: If the segment is clean, then a standard i-vector extrac-
tion is done.

e The noisy case: If the segment is noisy:

1. The corresponding noisy i-vector Yy is computed.

2. A VAD is used to extract the noise part from the signal by selecting
the low-energy frames in the signal corresponding to the non-speech
intervals. The structure of the VAD system used in our experiments
is detailed in Section [7] along with the decision threshold for voice
activity detection and noise extraction.

3. The noise is added to the set of clean train files in the time domain
with the SNR of the test utterance (estimated in the first step).

4. A standard i-vector extraction is done using the noisy train files (cor-
responding to the Y data).

5. The noise distribution f(N) in the i-vector space is estimated using
Equation @

6. The new clean i-vector is estimated using Equation (L8).

It is important to mention that in noisy environments with low SNR levels,
the voice activity detection procedure becomes less accurate which might affect
the quality of the noise estimate (noise extracted from the signal). In our
experiments, using two different thresholds (one for voice activity detection and
another for noise extraction) has been used as a partial solution to deal with
this problem. For each task, we try to select the most useful frames (based on
their energy), hence reducing the risk of recognition error. The next section

describes the VAD system used in this paper.

7. VAD system configuration for speech and noise detection

The VAD system is a central component in our technique as explained in
Section [6] and its performance influences greatly the efficiency of the algorithm

described in Figure [4 It is used to select the most useful speech frames (prior

15



to the i-vectors estimation process) and determine noise segments (in the noise
extraction process (Figure [4])). In the next subsection, we detail the structure
of the VAD system used in our work, the decision process (speech/non-speech)

and explain its use to extract noise from noisy segments.

7.1. Voice activity detection

The most commonly used VAD systems in speaker recognition are energy-
based and that is due to their efficiency and fast computation compared to other
techniques [38], [36]. The highest energy frames are usually used for speaker
verification since they contain the most useful information and are more likely
to resist environment disturbances.

The VAD system used in this paper is described in [36] [37]. It is based on
the log-energy distribution of frames. First, the log-energies of each frames of
an utterance are computed. Then, using the EM algorithm, the distribution of
log-energy coefficients is estimated using a Gaussian mixture model with 3 com-
ponents. Frames which correspond to the highest mean Gaussian (high energy
frames) are then used as speech frames while low energy frames, corresponding
mainly to silence and noise, are discarded. A threshold is computed to deter-

mine the decision making boundary between speech and non-speech class as

defined in Equation :

Tihe = i — QL Oy (19)
Where p; and o; are the mean and standard deviation of the Gaussian
corresponding to high-energy frames, and « is a value controlling the selectiv-
ity. Increasing the value of the coefficient « allows to take more high-energy
frames into account. Finally, the selection of frames is then smoothed using
a morphological window [37]. Figure [5| shows an example of a 3-components
GMM approximation of log-energy distribution and the threshold used to select
speech /non-speech frames.
In all our experiments, we used o = 0 during the voice activity detection

process in order to have a strict selection of speech frames and minimize the
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Figure 5: Log-energy distribution and speech threshold.

risk of selection error between speech and non-speech frames that might occur

in low SNR conditions (eg. 0dB).

7.2. Noise extraction

The VAD system developed can be used to extract an estimate of the back-
ground noise from noisy segments. Indeed, low energy frames (corresponding
mainly to silence) can be extracted by taking the complement of speech seg-
ments.

This procedure is sufficient for segments with average and high SNR levels
(> 10dB), but in low SNR levels (eg. 0dB), it becomes hard to decide with
certainty whether a frame corresponds to speech or noise. For this reason, a
more strict configuration is used when we want to extract noise from noisy
signals. In all our experiments, this procedure is used to extract noise from a
signal :

1. Compute the log-energy value of all frames.

2. Model the log-energy distribution using a 3-components GMM using the

EM algorithm.
3. Compute 74, using Equation [I9) with o = 1.

4. Take all frames that correspond to log-energy < Ty, as noise frames.

17



Setting o = 1 while extracting noise allows to consider more high-energy
frames as speech, so less low-energy frames as noise, hence minimizing the risk
of selecting speech frames as silence in low SNR conditions. It is important to
mention that this procedure is used as a partial solution and that it does not

prevent the system from producing poor noise estimates in low SNR. conditions.

8. Recognition performance using i-MAP

In this section, the new estimated clean i-vectors (corresponding to either
test or enrollment segments) will be referred to as “I-MAP” vectors. The LIA
speaker verification baseline system reaches an EER=1.59% for male test and
EER=2.66% for female test in clean conditions.

The enrollment and test data have been altered using two different sets of
noises {nature noise, rain and engine noise} for enrollment and {air-cooling,
car-driving and crowd-noise} for test at 4 different SNR levels: 0dB, 5dB, 10dB
and 15dB.

We will compare 4 systems performances in this section. It is important to
remind that two versions were built for each system depending on the gender
of speakers present in test/enrollment. The training data described in the ex-
perimental protocol have been used to train each model independently (1147

speakers for the male models and 2012 speakers for the female models).

e Noisy i-vectors used with the baseline system (clean backend ; one for each

gender).

e Noisy i-vectors used with a multi-style backend : The multi-style backend
is trained using 5 different noises {applause, ringing, bus station back-
ground noise, ocean wave noise and rainstorm noise} (different from the
ones used to affect enrollment and test data) at different SNR levels picked
randomly from 0dB to 25dB (to each noisy train i-vector corresponds one
noise and a fixed SNR level). This setup can be understood as a “partial
multi-style training” since only the scoring model is affected by noise (the

world model and i-vector extractor are trained using clean data).
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e Noisy i-vectors used with a noisy PLDA : In this system, two gender-
dependent PLDA models have been trained with data affected with the
noise type and SNR level present in test/enrollment data (one for male
used on male test/enrollment data and another for female used on fe-
male test/enrollment data). The eigenvoice rank used in these models is
equal to 100 and the eigenchannel matrix is kept full-rank (400). PLDA
is preceded by 2 iterations of LW-normalization (spherical nuisance nor-

malization [32]).

e I-MAP vectors used with a clean backend (the algorithm described in
Section [6] is used for each i-vector and the noisy i-vectors corresponding

to male and female speakers are treated separately).

‘We present first the system performance using clean enrollment data, then we

compare them with the results given in different noisy enrollment configurations.

8.1. System performance using clean enrollment data and noisy test data:

For three different test noises, Tables|l| and [2| show respectively the male and
female systems performance when used on clean enrollment and noisy test data.
In order to evaluate the impact of the voice activity detection procedure on the
performance of these 4 systems, we add a “oracle VAD” condition in which the
“true” VAD labels obtained using clean speech are used to compute all noisy
i-vectors.

When i-MAP compensation is used, a relative improvement range between
48% and 64% is observed for both genders, whereas the “multi-style” com-
pensation is limited to 28% as a maximum relative improvement compared to
the baseline system. The noisy PLDA system outperforms the “multi-style”
backend (reaching 33% or relative improvement) but is still not as good as i-
MAP. Training such a system (noisy PLDA) requires a large number of training
sessions which is not suitable for real applications. On the other hand, fewer
training sessions are used in i-MAP while giving better results. This experiment

proves clearly our method’s potential in mismatched conditions.
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Table 1: Recognition performance in different test conditions using clean enrollment and noisy
test for male data. In the “oracle VAD” condition, the true VAD labels (obtained using clean
speech) are used to compute noisy i-vectors whereas in the “real VAD” condition, the real

labels (obtained using noisy speech) are used.

EER(%)
Baseline Multi-style | Noisy PLDA i-MAP
Test condition
Real | Oracle | Real | Oracle | Real | Oracle | Real | Oracle
VAD | VAD | VAD | VAD | VAD | VAD | VAD | VAD
0dB | 26.85 | 21.44 | 23.53 | 19.46 | 22.01 | 17.95 | 13.21 | 11.34
Air-cooling | 5dB | 15.21 | 12.10 | 12.21 | 9.97 | 1292 | 11.23 | 7.25 6.02
noise 10dB | 9.51 7.40 8.62 7.00 7.32 6.11 4.85 4.12
15dB | 5.41 4.24 4.72 3.84 4.65 3.77 2.85 2.51
0dB | 25.54 | 20.01 | 22.85 | 18.98 | 22.21 | 19.14 | 12.05 | 10.11
Car driving | 5dB | 14.54 | 11.55 | 10.54 | 894 | 11.63 | 9.58 6.65 5.86
noise 10dB | 8.32 6.65 7.24 6.06 6.40 5.30 3.78 3.21
15dB | 4.82 3.72 4.20 3.52 4.14 3.47 2.36 2.25
0dB | 24.24 | 19.29 | 22.03 | 17.91 | 20.60 | 17.47 | 11.55 | 11.01
5dB | 13.94 | 10.94 | 10.01 | 8.39 | 10.73 | 8.83 5.09 4.50
Crowd-noise 10dB | 7.77 6.19 5.97 4.97 6.75 5.80 3.05 2.57
15dB | 4.01 3.15 3.82 3.22 3.12 2.58 2.02 1.71

While comparing the “Real VAD” and the “Oracle VAD” conditions in Ta-
bles[l] and [2] a relative EER loss ranging between 15% and 22% is observed for
low SNR levels (0dB and 5dB) and a relative loss ranging between 10% and 20%
is observed for higher SNR levels (10dB and 15dB). These results illustrate the
impact of our VAD system especially in low SNR levels where it becomes more

difficult to distinguish speech from noise frames.

8.2. System performance using noisy enrollment data and noisy test data:

In this subsection, we present the system performance when used on noisy

data in enrollment and test. Figures [6] and [7] give the performance of the four
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Table 2: Recognition performance in different test conditions using clean enrollment and noisy
test data for female data. In the “oracle VAD” condition, the true VAD labels (obtained using
clean speech) are used to compute noisy i-vectors whereas in the “real VAD” condition, the

real labels (obtained using noisy speech) are used.

EER(%)
Baseline Multi-style | Noisy PLDA i-MAP
Test condition
Real | Oracle | Real | Oracle | Real | Oracle | Real | Oracle
VAD | VAD | VAD | VAD | VAD | VAD | VAD | VAD
0dB | 27.19 | 21.64 | 22.56 | 18.46 | 21.10 | 18.23 | 11.69 | 10.39
Air-cooling | 5dB | 16.77 | 13.32 | 14.92 | 12.58 | 13.68 | 11.13 | 7.37 6.21
noise 10dB | 9.01 7.15 6.93 5.78 8.19 6.70 4.05 3.36
15dB | 6.42 4.96 5.58 4.56 4.18 3.45 2.82 2.39
0dB | 24.82 | 19.21 | 19.85 | 16.35 | 18.26 | 15.81 | 9.43 7.88
Car driving | 5dB | 14.90 | 11.79 | 12.06 | 9.79 | 10.55 | 8.96 5.66 5.25
noise 10dB | 8.65 6.70 6.83 5.55 8.35 6.68 3.25 2,77
15dB | 5.89 4.56 4.71 3.85 3.14 2.64 241 2.14
0dB | 2544 | 19.63 | 20.86 | 17.39 | 19.54 | 16.69 | 11.44 | 9.86
5dB | 14.37 | 11.31 | 12.07 | 9.90 | 13.65 | 10.99 | 6.32 5.57
Crowd-noise 10dB | 8.77 6.85 7.10 5.99 5.60 | 4.858 | 3.68 3.26
15dB | 5.78 4.46 4.68 3.84 3.37 2.79 2.60 2.25

systems in different SNR scenarios for male and female data respectively. The
noise is picked randomly from {nature noise, rain and engine noise} for en-
rollment and {air-cooling, car-driving and crowd-noise} for test. In this setup,
the noisy PLDA backend largely outperforms the “multi-style” system since
it is more adapted to the enrollment/test noise. Such system would need prior
knowledge about test noise and a large training set altered using the same noise.
Such constraints are hard to achieve in real life applications. Also, it is clear
that i-MAP outperforms by far the “multi-style” scoring method and performs
better than noisy PLDA in all conditions. Indeed, an average relative improve-

ment of 43% is observed in all conditions compared to the baseline performance
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and of 28% compared to a “multi-style” backend performance. It is important
to see that while certain noise compensation techniques lose their efficiency in
low-SNR conditions (such as the RATZ [I1I] algorithm), the i-MAP compen-
sation scheme still reaches important gain in low SNR levels (near 0dB). In
conclusion, the results show clearly the potential of the method proposed in

various conditions while using different noises.
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Figure 6: Performance on male data : Each figure corresponds to a different enrollment SNR.
The x-axis corresponds to the SNR level in the test segments and the y-axis gives the resultant

EER.

8.3. System performance in a heterogeneous setup:

We performed another experiment to prove the validity of our technique in a
situation where the noise level is varying randomly between the enrollment/test
segments. In this experiment, all the speech files (for enrollment and test) are
corrupted by a noise with a varying randomly-selected SNR. level between 0dB
to 20dB. Table [ shows the obtained results with the three systems.
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Figure 7: Performance on female data : Each figure corresponds to a different enrollment
SNR. The x-axis corresponds to the SNR level in the test segments and the y-axis gives the
resultant EER.

Due to the large variability in terms of noise and SNR level, a significant
improvement is observed in this condition using i-MAP with a clean backend
compared to the “multi-style” scoring used with noisy i-vectors. In fact, this
shows the limits of the “multi-style” scoring model due to its generalization
property. This makes our method more efficient in unknown test/enrollment
conditions since it adapts itself to any given noise and level present in a test
segment. The noisy PLDA backend outperforms the “multi-style” system but
cannot be used in real applications since it assumes prior knowledge about
test/enrollment conditions and requires adding noise to a large set of training
sessions. The difference between the two systems (multi-style and noisy PLDA)
in this experiment is that the former is built using clean and noisy segments

affected by noises which does not appear in test/enrollment conditions while the
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Table 3: Performance comparison in a heterogeneous setup.

EER (%)

Male | Female

Baseline 29.65 28.82
“multi-style” backend 23.12 22.86
Noisy PLDA backend 20.72 20.96

I-MAP + clean backend | 16.27 15.76

latter is built using test/enrollment noises at different SNR levels. This explains

the difference between their performance.

9. Noisy i-vector distribution database for i-vector denoising

In this section, we introduce the use of a noise distribution database in the
i-vector space to speed-up the denoinsing process. We present the new system’s

layout along with its configuration.

9.1. Motivation

In real world applications, computational time and memory requirements
are two important factors to consider, especially for critical applications such
as forensics and light-memory devices such as smartphones. For a test utter-
ance containing a certain noise N, using the method proposed in this paper
to estimate the noise distribution hyperparameters dy, : (1w, XN, ) is time-
consuming and computationally expensive due to the number of steps required
(adding noise to the train files, noisy i-vectors extraction then estimation of the
noise distribution in the i-vector space).

To deal with this problem, we propose a solution that avoids the in-line
noise distribution estimation step by using a noise distribution database in the
i-vector space built off-line prior to the recognition phase. Instead of estimating
the noise distribution directly from the noisy test signal (extracting the noise

frames then using them to build a noisy i-vector Gaussian distribution affected
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by the same noise), we try to find the best approximation of its distribution
among the ones present in our database. For a given noisy test i-vector Yy, we
usually do not have the corresponding clean version Xy. So, we cannot base
our distribution selection process on the corresponding noise (Nyg = Yy — Xp).
A possible solution to this problem is to store, for each configuration present in
the database, both the noisy i-vector distribution dy, (which will be used for the
distribution selection) and the noise distribution dp, (which will be used for the
i-MAP compensation). For a given noisy test i-vector Y, the most likely noisy
i-vector distribution dy, : (v, , Xy, ) is first selected from the database. Then,
the corresponding noise distribution dy, : (tn,,Xn,) in the i-vector space is

used for the denoising as shown in Figure

Noisy i-vector
7777777777777777777777777 distributions

e N
/ Noisy ivector
distributiond

Selected “Noisy ivector
 ivedtor p . distribution  distributiond,,
‘ Noisy test Noisy test /" Noisy i-vector ) _
signal extraction vector Y, ‘_\distribution d, / Associated noise

distribution
dNK :(“NK’ ZNK)

/ Noisy ivector

— ; Clean i-vector

Figure 8: Using a noise distribution database in the i-vector space for the denoising. First,
the noisy test i-vector is extracted. Then, the most likely noisy i-vector distribution dy,
is selected. Finally, the corresponding noise distribution dy, is used to perform an i-MAP

compensation.

In the next subsection, we present the method used to build the database, the
noise distribution selection criteria and the resulting new compensation scheme.
Only male data (in test, enrollment and training) will be used in our analysis

for clarity and simplification purposes. The same results and techniques can be
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transposed to female data in real applications.

9.2. Building the database

The noise database is built using 18 different noises coming from different
environments (wind, music, car driving noise, engine noise, applause, air cooling
noise, crowd noise, ..) and 13 SNR levels variating from 0dB to 30dB. It is
important to mention that noises used to build the database are completely
different from the ones used to alter enrollment /test data. This condition allows
us to simulate a real world scenario. For each different noise and SNR level,
we follow the steps described in Algorithm We end up with 234 different
Gaussian distribution of noisy i-vectors. The next step is to select the most

likely distribution for a given noisy test i-vector Y.

Algorithm 1 Building the noise distribution database in the i-vector space.
for each (noise;, SNR;) do

1 - Add noise; at the level SNR; to the clean train files.

2 - Extract the noisy i-vectors Y;; corresponding to the noisy segments.

3 - Compute the associated noise data in the i-vector space : N;; =
Y - X

4 - Compute the noise distribution hyperparameters dy,; : (5, Xij)-

end for

As mentioned before, the noisy i-vector distribution hyperparameters dy;; :
(kij, Xij) are also stored since they will be needed in the noise distribution

selection step.

9.3. Noise distribution selection

Selecting the correct noisy i-vector distribution is crucial in order to have the
best possible results. We consider that each condition present in the database
(noise;, SNR;) corresponds to a different noise and try to select the closest
one to a given noisy test i-vector Yy based on a distance measure. A natural

choice for similarity measure in this context is the likelihood since we supposed
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that the noisy i-vector distribution is Gaussian. Another possible choice is the
n-dimensional Euclidean distance between a noisy i-vector and the mean of a
noisy i-vectors distribution. This distance has the advantage of being extremely
fast compared to the likelihood measure and could be a better choice in real-time
applications since it requires much less computation.

The selected distribution d,, used to denoise a noisy i-vector Yy would be:

dy = argr%in {dist(Yy, d;)/i € {1,..,nb_distribution}} (20)

e Euclidean distance: The Euclidean distance could be used between a
noisy i-vector and the means of all noisy distributions. For a given noisy
test i-vector Yp, and a noisy i-vector distribution & : di ~ N (uy,, Xy, ),
the distance to be used is :

1
2

distpuc (Yo, by, ) = < (Yo; — MYM)Q) (21)

n
i=1
e Likelihood measure: Using the likelihood of a noisy i-vector Yy with
respect to all noisy i-vectors distributions dj, is a natural choice. This mea-
sure accounts for the noisy i-vector distribution hyperparameters which
makes it more appropriate when prior knowledge about the data distri-
bution is available. In practice, it is possible to use the Log-likelihood
measure for simplicity reasons. For a given noisy test i-vector Yy, and a

noisy i-vector distribution k : dj ~ N(Myk, Yy, ), the distance could be

written as:

1 1 _
LLK (Yo,di) = =5 n(|Zv]) = 5((Yo = i) "S5 (Yo = pivs) — & n(2r)
(22)

where p is the dimension of the i-vector space.

10. Recognition performance using the noisy i-vector database

In this section, we first present the system’s performance using two different

measures (Euclidean distance and LLK) as selection criterion. Then, we inves-
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tigate the validity of the method proposed in both clean and noisy enrollment
conditions.

In Table [d] we compare the performance given by three systems:

e i-MAP: System using I-MAP compensation based on the algorithm de-

scribed in section [6]

e Database + i-MAP 4+ LLK measure: System using the noise distri-

bution database and the Log-likelihood measure as selection criterion.

e Database 4+ i-MAP + Euclidean distance: System using the noise

distribution database and the Euclidean distance as selection criterion.

The results in Table 4] are given using clean enrollment data and noisy test
affected by different noises chosen randomly from {air-cooling, car-driving and
crowd-noise} at 4 SNR levels (0dB, 5dB, 10dB and 15dB). Only one noise/SNR
level is used for each session. The signal-to-noise ratio threshold used in these

experiments is : SN Ripreshold = 25dB.

Table 4: Recognition performance in different matched and mismatched noise and SNR con-
ditions using noisy enrollment data affected by different noises chosen randomly from {air-
cooling, car-driving and crowd-noise} at 4 SNR levels (0dB, 5dB, 10dB and 15dB). Only one

noise/SNR level is used for each session.

EER(%)
Database
Database
+ i-MAP
Baseline | i-MAP | 4+ i-MAP
+ Eucl.
+ LLK
distance
Clean 0dB 28.24 14.01 14.10 14.55
enrollment | 5dB 15.94 6.87 6.93 7.09
+ 10dB 9.77 3.84 4.01 4.05
Noisy test | 15dB 4.31 2.86 2.88 2.92

It can be clearly seen that the use of the LLK measure as selection criterion

produces the lowest equal-error rate when the distribution database is used.
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But compared to the baseline performance, the use of the Euclidean distance
seems to be adequate if faster computation is required.

Now, we present the recognition performance given by the final system (noise
distribution database + i-MAP) in two conditions : clean and noisy enrollment

data. For each condition, the results are divided into three sets :

e Same noise: Where the noisy data (enrollment or test) are affected by

the same noise at different SNR levels.

e Same SNR: Where the noisy data (enrollment or test) are affected by

different noises at the same SNR level.

e Heterogeneous setup: Where all noisy data (enrollment or test) are

affected by different noises at different SNR levels.

The signal-to-noise ratio threshold used in the next subsections is SN Ripreshoid =
25dB and the distribution selection is done using the Euclidean distance with

respect to the distributions means.

10.1. Recognition performance using clean enrollment data

First, we present in Table [5| the recognition performance using clean en-
rollment data and different noisy test setups (same SNR and different noises,
different noises with the same SNR, different noises and SNR levels). Test seg-
ments are affected by {air-cooling, car-driving and crowd-noise}. The SNR level
varies between 0dB and 20dB for the different noise/different SNR and same
noise conditions and the added noise is chosen randomly for both same SNR
and different noise/different SNR conditions. Only one noise/SNR level is used
for each session.

These results prove the efficiency of our method in mismatched conditions.
Compared to the baseline performance, the EER improvement range after the i-
MAP compensation is comprised between 32% and 64% while the “multi-style”
scoring does not exceed 28% as relative improvement and may even deteriorate

the results in certain conditions (restaurant noise).
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Table 5: Recognition performance in different test conditions using clean enrollment data.
Test segments are affected by {air-cooling, car-driving and crowd-noise}. The SNR level varies
between 0dB and 20dB for the different noise/different SNR and same noise conditions and
the added noise is chosen randomly for both same SNR and different noise/different SNR

conditions. Only one noise/SNR level is used for each session.

EER(%)
Test condition Baseline | Multi-style | i-MAP
0dB 28.24 25.03 14.55
Same SNR 5dB 15.94 14.57 7.09
in test 10dB 9.77 8.47 4.05
15dB 4.31 4.32 2.92
Different noise & SNR
15.94 14.30 7.06
in test

Car driving 11.38 8.19 6.80
Air cooling 20.09 19.56 11.15

Same noise
Shopping mall 12.75 10.47 6.15

in test

Wind 22.53 19.84 7.97
Restaurant noise 14.12 14.57 6.37

10.2. Recognition performance using noisy enrollment data

Now, we present, in Table [6] the recognition performance using noisy en-
rollment and test setups (same SNR and different noises in enrollment and
test, different noises with the same SNR in enrollment and test, different noises
and SNR levels in enrollment and test). Test segments are affected by {air-
cooling, car-driving and crowd-noise} and enrollment segments are are affected
by {nature noise, rain and engine noise}. The SNR level varies between 0dB and
20dB for the different noise/different SNR and same noise conditions and the
added noise is chosen randomly for both same SNR and different noise/different
SNR conditions. Only one noise/SNR level is used for each session.

The same range of improvement is also observed in this condition. The EER

is decreased from 30% up to 62% using i-MAP while the “multi-style” scoring
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Table 6: Recognition performance in different matched and mismatched noise and SNR, con-
ditions using noisy enrollment data. Test segments are affected by {air-cooling, car-driving
and crowd-noise} and enrollment segments are are affected by {nature noise, rain and engine
noise}. The SNR level varies between 0dB and 20dB for the different noise/different SNR
and same noise conditions and the added noise is chosen randomly for both same SNR and

different noise/different SNR conditions. Only one noise/SNR level is used for each session.

EER(%)

Enrollment
Baseline | Multi-style | i-MAP

and test condition

0dB 39.43 35.40 27.75
Same SNR
5dB 30.54 28.72 12.73
in enrollment
10dB 17.98 15.26 7.31
and test
15dB 10.01 7.96 4.09
Different noise & SNR
30.07 25.28 13.89
in enrollment and test
Car driving 37.12 35.70 21.40
Same noise Air cooling 19.36 16.85 8.88
in enrollment Shopping mall 32.08 30.97 13.21
and test Wind 29.38 25.87 10.95
Restaurant noise 38.87 34.87 15.94

does not improve the results by more than 20%.

11. Conclusion

In this work, we introduced an i-vector cleaning technique working only
inside the i-vector domain. Our approach assumes that both the clean and noisy
i-vector distributions are normally distributed. It allows to estimate the clean
i-vector from the noisy one based on both clean i-vectors and noise distributions
in the i-vectors space.

Significant improvement was observed using our approach in mismatched

conditions compared to a baseline system, a “multi-style” backend system and
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a noisy PLDA backend (from 48% up to 64% of relative improvement when used
with clean enrollment data). We further showed that i-MAP still reaches high
gains in heterogeneous setups (16.27% of EER to be compared with 29.65% of
EER for the baseline system) which demonstrates clearly the potential of our
approach.

One of the most important steps in the i-MAP compensation scheme is the
estimation of the test noise distribution in the i-vector space. Since this process
is computationally expensive, we proposed a method to make it much faster
based on a noise distribution database pre-computed off-line. This way, we
proposed a new algorithm that tries to approximate the test noise distribution
by one of the noise distributions present in the database. We showed that while
speeding-up the noise distribution estimation process, we still achieved nearly
similar gains.

Many extensions to this work could be explored. Further improvement could
be brought by using a more complex noise distribution in the i-vector space (such
as a mixture of Gaussians) instead of a simple Gaussian. Also, instead of using
only a MAP estimation of the clean i-vector given the noisy one, it could be
more accurate to integrate the posterior distribution of clean i-vectors in the

final scoring phase.
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