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ABSTRACT

The Tully’s fewest switches surface hopping algorithm is implemented within the framework of the
time-dependent density functional based tight binding method (TD-DFTB) to simulate the energy
relaxation following absorption of a UV photon by polycyclic aromatic hydrocarbons (PAHs). This
approach is used to study the size effect on the ultrafast dynamics in excited states for a special
class of PAH species called polyacenes. We determine the dynamical relaxation times and discuss
the underlying mechanisms. Our results show that there is a striking alternation in decay times
of the brightest singlet state for neutral polyacenes with 3 to 6 aromatic cycles. The alternation
corresponds to an order-of-magnitude variation between roughly 10 and 100 fs and is correlated with
a qualitatively similar alternation of energy gaps between the brightest state and the state lying just
below in energy.

Keywords TD-DFTB · non-adiabatic dynamics · PAH

1 Introduction

Modelling the evolution of an extended molecular system following the absorption of a UV photon is a challenging
task, which requires a fine description of the energy spreading over many electronic and nuclear degrees of freedom.
Understanding the involved processes is however of primary interest to characterize photostability or photochemistry as
well as the competition between fluorescence and non-radiative relaxation channels.[1] The characteristic timescales for
such relaxation and the broadening of absorption lines are related because they both rely on the topology of the excited
potential energy surfaces (PES).

In the regions where two or more electronic PES are getting close (e.g. in the vicinity of conical intersections), the
nuclear and electronic degrees of freedom evolve with similar timescales and cannot be treated separately. Several
theoretical approaches exist to cope with such non-adiabatic effects. One consists in propagating the time-dependent
wavepacket as done in the multi configuration time-dependent Hartree (MCTDH) scheme.[2, 3] This approach, which
makes use of the ab initio PES fitted on a grid, usually allows to take into account only few electronic states and
vibrational degrees of freedom due to the computational complexity of the propagation. Alternative schemes have been
developed relying on a classical description for nuclei, the two most popular ones being the mean field propagation
(Ehrenfest type dynamics[4]) and the trajectory surface hopping scheme (e.g. Tully’s fewest switches approach[5, 6]).
The latter one requires the calculation of excited electronic states gradients and non-adiabatic couplings, which consumes
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a significant amount of computational time for large molecules even at the commonly used time-dependent density
functional theory (TD-DFT)[7] level of theory for the electronic structure calculations. The density functional based
tight binding (DFTB)[8, 9, 10, 11] is an approximated DFT scheme, whose efficiency relies on the use of parameterized
(precomputed) integrals and a small basis set. This method has been extended to access electronic excited states leading
to the TD-DFTB approach[12] – an equivalent of the linear response TD-DFT. It has been later on coupled to nuclear
dynamics via the trajectory surface hopping scheme to study large molecular systems.[13, 14, 15, 16, 17, 18]

The polycyclic aromatic hydrocarbons (PAHs) are relevant molecules in several domains such as combustion, atmo-
spheric and astrophysical sciences. In particular, they have been proposed as the precursors of series of unidentified
infrared radiation emission bands[19, 20] and some of the diffuse interstellar absorption bands (DIBs),[21, 22, 23]
which are ubiquitous in the Universe. The cationic PAHs are considered as better candidates than their neutral counter-
parts for being DIBs carriers.[24, 25, 23] This motivated several experimental and theoretical investigations of their
photoabsorption and dynamical properties.[24, 25, 26, 27, 28, 29, 30, 31, 32, 33] However, less information about
photophysics of neutral PAH molecules is available, despite the fact that they cannot be excluded from contributing
to the DIBs. In addition, their photostability has to be studied as well as the efficiency of non-radiative relaxation
pathways, which is usually assumed to be fast enough to quickly drive the system into a vibrationally hot electronic
ground state (GS).[34]

In the present work, we report a new implementation of the trajectory surface hopping dynamics coupled to the
TD-DFTB approach within the deMon-Nano code[35] and present its first application devoted to PAHs. More precisely,
we investigate the dynamical evolution of electronically-excited polyacenes ranging from naphthalene to heptacene,
which are systems of choice as they are known to present a closed-shell GS electronic configuration[36, 37] and their
absorption spectra have been shown to be well described both at the TD-DFT[38] and the TD-DFTB[12, 36] levels of
theory. The non-adiabatic dynamics of polyacenes following the absorption of a photon in their brightest absorption
band is investigated (i) determining the typical timescales of relaxation, (ii) performing analysis in terms of level
crossings and evolution with size as well as (iii) estimating the transfer of the electronic energy towards vibrational
modes. This work is also motivated by the recent development of experimental tools allowing to probe femtosecond
dynamics of this type of molecules.[39, 40, 41, 32, 33]

The paper is organized as follows: in the next section, we briefly outline the basics of DFTB and TD-DFTB as well as
some computational and implementation details. Subsequently, the results and discussions are devoted to the application
to polyacenes, first assessing the quality of the TD-DFTB for calculating their absorption spectra prior to analyzing the
non-adiabatic dynamics for each molecular system. The results are further compiled to emphasize and interpret the size
effect. Finally, the conclusions and perspectives are given.

The theoretical formulation of the "on-the-fly" non-adiabatic molecular dynamics (NAMD) within the TD-DFTB
approach[16, 18, 17] is similar to the one developed for the conventional TD-DFT.[42, 43] In the present section we
will give a brief outline of the TD-DFTB formalism and present our implementation of the fewest-switches trajectory
surface hopping TD-DFTB in the development version of the deMon-Nano[35] software package.

1.1 Linear Response TD-DFTB

The self-consistent charge DFTB (SCC-DFTB) was developed by Elstner et al.[11] as an extension of the original
DFTB framework.[8, 9] It is based on the 2-nd order expansion of the Kohn-Sham (KS) DFT total energy functional
around a reference electronic density n0, so the final expression for the DFTB total energy reads

ESCC =

Nocc∑
i=1

ni
∑
µν

aµiH
0
µνaνi +

1

2

Nat∑
A=1

Nat∑
B=1

∆qAγAB∆qB + Erep, (1)

where ni is the occupation number of molecular orbital (MO) i, µ and ν are the KS atomic orbital (AO) indices, ∆qA is
the Mulliken charge of atom A, Erep is the atomic pair repulsive contribution, aµi are KS MO coefficients and γAB
describes the Coulomb interaction between spherically symmetric charge distributions centered on the atoms A and
B with a short range exchange-correlation contribution. The total energy ESCC is further minimized following the
self-consistent procedure as proposed by Elstner et al.[11]

The main success of the DFTB method was due to a significant reduction of the computational time for an electronic
structure calculation, which was achieved by precomputing all necessary matrix elements for different interatomic
distances based on DFT calculations. More detailed introduction to DFTB can be found in refs. [44, 45].
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Linear response TD-DFTB was developed by Niehaus et al.[12] as a DFTB analogue of the conventional linear response
TD-DFT.[46, 7] Excitation energies are given as eigenvalues ΩI of the following matrix equation:(

A B
B A

)(
X
Y

)
= ΩI

(
1 0
0 −1

)(
X
Y

)
, (2)

where 1 is the identity matrix, A and B are matrices with the elements given by

Aia,jb = (εa − εi)δijδab + 2Kia,jb; (3)

Bia,jb = 2Kia,jb; (4)

and indices i, j and a, b denoting the occupied and virtual MOs with energies εi and εa, respectively. The coupling
matrix elements Kia,jb are calculated within the DFTB approach using the generalized Mulliken approximation.[12]

1.2 Fewest-switches trajectory surface hopping (FSSH)

Standard molecular dynamics usually relies on the Born-Oppenheimer approximation, which retains a single adiabatic
electronic state in the expansion of the wavefunction of the system. Several approaches have been developed in recent
years to incorporate the non-adiabatic effects both at the ab-initio[47] and mixed quantum-classical[48, 49, 50, 51]
levels of theory. In this article, we use Tully’s FSSH scheme.[5, 6] It is a quantum-classical approach to quantum
dynamics, with the nuclear wavepacket motion simulated by an ensemble of independent classical trajectories, each
one evolving on a single electronic state at a given time. The principles of the present implementation are briefly
summarized hereafter.

In the Tully’s scheme, the electronic wavefunction Ψ is expanded on a basis of Nst adiabatic electronic states

Ψ(r;R(t)) =

Nst∑
J=1

CJ(t)ψJ(r;R(t)), (5)

where CJ is the complex expansion coefficient and ψJ(r;R(t)) is the adiabatic electronic wavefunction of state
J , which depends on the electronic coordinates r and parametrically on the nuclear coordinates R(t). We denote
ψJ(r;R(t)) = ψJ(t) for simplicity.

Substituting eqn (5) into the time-dependent electronic Schrödinger equation and taking into account the adiabatic
nature of states, one derives the following equation for the propagation of the expansion coefficients CJ(t):

i~
dCJ(t)

dt
= CJ(t)EJ(t)− i~

∑
K 6=J

CK(t)DJK(t), (6)

where EJ is the adiabatic energy of state J , DJK =
〈
ψJ

∣∣∣∂ψK

∂t

〉
is the non-adiabatic coupling (NAC) between states J

and K. In our implementation the NAC is calculated using a finite difference method:[6]

DJK(t+ ∆t/2) ≈ 1

2∆t
[〈ψJ(t)|ψK(t+ ∆t)〉 − 〈ψJ(t+ ∆t)|ψK(t)〉]. (7)

It is important to apply the decoherence correction on CJ for it was shown to be crucial in a number of applications.[52]
We use the simplified decay of mixing method[53] to correct the CJ coefficients:

C̃J = CJe−∆t/τJI ∀J 6= I; (8)

C̃I =
CI
|CI |

√
1−

∑
J 6=I

∣∣∣C̃J ∣∣∣2, (9)

where I denotes the active state, namely the one on which the trajectory is evolving at the considered time, and τJI is
the decoherence time, which can be determined from the following equation:

τJI =
~

|∆EJI |

(
1 +

α

Ekin

)
, (10)
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where Ekin is nuclear kinetic energy, ∆EJI = EJ − EI and α is a phenomenological parameter (recommended
value[53] is 0.1 hartree).

Once both electrons and nuclei are propagated from t to t+ ∆t and decoherence corrections applied, the probability
to switch from the active state I to another state K during electronic time step ∆τ is estimated from the following
equation:[18]

PI→K(τ) = max

0;−2∆τ
Re
(
C̃∗I (τ)C̃K(τ)

)
pI

DIK(τ)

 , (11)

where pI = |C̃I |2 is the population of a given state I and C̃∗I C̃K is the quantum coherence. PI→K(τ) computed for
t 6 τ 6 t+ ∆t determines the final hopping probability via an integration over τ :[42, 43]

P̃I→K(t+ ∆t) ≈
∫ t+∆t

t

PI→K(τ)

∆τ
dτ. (12)

In our implementation, hops may only occur at the nuclear time scale for it is consistent with the mixed quantum-
classical formulation of the problem. A uniform random number 0 < ξ < 1 is generated at each nuclear time step to
determine if the hop from the current state I to any state K is allowed from the quantum point of view.[6] The hop is
accepted if the following condition is fulfilled:

K−1∑
J=1

P̃I→J < ξ 6
K∑
J=1

P̃I→J K 6= 1; (13)

ξ 6 P̃I→1 otherwise. (14)

To conserve the total energy after hopping, the nuclear velocities are rescaled uniformly by a factor β following the
energy conservation law:

EI + Ekin = EJ + β2Ekin. (15)

Thus, the switch of two states can be still rejected if the energy gap EJ −EI > Ekin. Such hops are called "frustrated"
or classically forbidden hops.

1.3 Dynamical quantities within TD-DFTB

In order to propagate trajectory on a given PES, the excited states energy gradients have to be developed for the linear
response TD-DFTB. Elstner et al. introduced analytical GS forces at the SCC-DFTB level of theory.[11] Further efforts
were made to extract analytical excitation energy gradients from eqn (2). Its derivation relies on the so-called Z-vector
method, which was initially applied by Furche and Ahlrichs[54, 55] to compute analytical excited states forces within
the TD-DFT approach. This procedure was further used to derive TD-DFTB gradients by Heringer et al.[56, 57] and
led to the final expression published in ref. [36]. We recommend to follow the procedure introduced in refs. [56, 57] to
calculate all necessary matrix elements in the MO representation and then use eqn (15) from ref. [36] to compute the
excitation energy gradients in the AO representation, which is more consistent with the DFTB formalism.

NAC is one of the key quantities of FSSH for it determines the propagation of the electronic populations and hopping
probabilities. DFTB, as a density functional method, was not initially developed for the wavepacket calculations.
Thus, it is not clear how to build electronic wavefunctions of excited states, which are used in eqn (7). Common
practice is to use the configuration interaction singlets (CIS) approach to derive the electronic wavefunction of state
K:[46, 42, 43, 15, 18, 58, 59]

|ψK〉 =

Ntr∑
i→a

cKia|Φ0
ia〉, (16)
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where cKia is CIS expansion coefficient and |Φ0
ia〉 is a singly excited Slater determinant (SD) built from a given electronic

transition i→ a. We further followed the procedure, which is described in great details by Humeniuk and Mitrić (see
Appendix C in ref. [15]), to extract the electronic wavefunctions overlap between t and t+ ∆t based on the SD overlap:

〈ψJ(t)|ψK(t+ ∆t)〉 =

Ntr∑
i→a

Ntr∑
j→b

cJjb(t)c
K
ia(t+ ∆t)

〈
Φ0
jb(t)|Φ0

ia(t+ ∆t)
〉
. (17)

We also implemented two different ways to compute cKia, which are commonly used in the literature:

1. cKia = (X + Y )Kia =

√
εa − εi

ΩK
FKia – was used by Tapavicza et al.[42] following Casida’s assignment from

ref. [46]. Excited states are not orthogonal in that case;

2. cKia = FKia – was proposed by Werner et al.[59] Excited states are orthogonal,

where FKia is the eigenvector of eqn (2) for the transition i → a within the given state K. In our calculations, the
second set is used since it provides orthogonal excited states. It is worth mentioning, that certain choices of CIS
coefficients may lead to the over- or underestimation of NACs and hopping probabilities. However, comparison of
different techniques used to compute NACs and their impact on NAMD are beyond the scope of this paper.

1.4 Computational details

Eqn (6) is integrated using a 4-th order Runge-Kutta algorithm with an electronic time step ∆τ = 0.048 as. Each
classical trajectory is propagated with ∆t = 0.25 fs during 300 fs. Adiabatic energies and NACs are only available at
nuclear time steps t, t+ ∆t and t+ ∆t/2, respectively. So in order to integrate eqn (6) with the smaller time step ∆τ
we interpolate the energies in the time interval (t, t+ ∆t) and suppose DJK(τ) = DJK(t+ ∆t/2) for t 6 τ 6 t+ ∆t.

Energies are computed only along the trajectory, thus our PES is a 1D cross-section of a multidimensional one. FSSH
cannot deal with the conical intersections (CoIn) due to the singularity of NAC at the point of CoIn. However, several
techniques were developed to cope with it. The most straightforward way is to switch states once the energy gap
between them drops below a given threshold, thus avoiding numerical instabilities, which occur due to the singularity
of NAC. In our simulations, we use a threshold of 0.01 eV for CoIn between excited singlet states and 0.1 eV to detect
CoIn between excited singlet and ground states. The latter value was taken larger due to a well-known issue of the
inappropriate S1/S0 PES topology in TD-DFT.[43] One can also terminate the trajectory once CoIn with GS occurs.
We would like to emphasize that no CoIn with GS occurred during our NAMD simulations for polyacenes. Another
alternative is to use the local diabatization technique.[60]

Initial conditions were sampled from the thermal distribution of the GS. Single trajectory was equilibrated at T = 300
K during 50 ps using a chain of 5 Nosé-Hoover thermostats and 0.5 fs time step. Snapshots were taken every 50 fs to
be further used as initial conditions for the NAMD. The DFTB parameters were taken from the mio-set.[11] As an
example, 63 initial configurations sampled for tetracene at T = 300 K are presented in Fig. 1. For a more detailed
discussion on the choice of initial conditions sampling in the excited states dynamics see refs. [61, 51].

a) Top view b) Side view

Figure 1: 63 initial configurations of tetracene sampled from the thermal distribution at T = 300 K. Black color denotes
carbon atoms, red color denotes hydrogen atoms.
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We use a threshold to truncate the number of transitions involved in the CIS expansion. Our benchmark calculations
demonstrate some numerical instabilities if we exclude all i→ a transitions with |cKia| < 10−2 and provide reasonably
accurate results already for |cKia| < 10−3. This truncation may reduce a number of transitions in eqn (16) by an order of
magnitude and significantly accelerate the computation of NACs for large molecules.

Furthermore, we would like to clarify some computational details, which are related to the NAMD itself. An ensemble
of 63 trajectories was used for all calculations (except naphthalene and anthracene) presented in Section 2. Our
benchmark simulations for naphthalene and anthracene with 127 and 63 trajectories demonstrate that the latter is large
enough to reproduce primary relaxation channels in polyacenes. The maximum statistical error depends on the amount
of trajectories Ntraj and for 95% confidence interval reads[51]

ε ≈ 0.98√
Ntraj

. (18)

Thus, we are not able to resolve any process, which occurs with a probability lower than 12%. Note, that intersystem
crossings and dynamics in excited triplet states are beyond the scope of our model.

2 Results and discussion

2.1 Absorption spectra of polyacenes

All polyacenes have the D2h point group symmetry and a GS belonging to the Ag irreducible representation, thus their
brightest excited states for an electric dipolar transition should belong to the B3u irreducible representation if we align
the considered molecules along x axis.

2 3 4 5 6 7 8
n
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er
gy
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V]

first singlet ES

brightest singlet ES

TD-DFT (BLYP)
TD-DFTB (mat)
Experiment

Figure 2: Energies of the brightest and first singlet excited states (ES) in the theoretical TD-DFT (red squares, dash-
dotted line), TD-DFTB (green circles, solid line) and experimental [62, 63, 64] (blue triangles, dashed line) absorption
spectra of polyacenes (n is the number of aromatic cycles in the molecule). The energy marks are connected by lines to
guide the eye.

It was previously shown that the TD-DFTB is able to represent key features of the absorption spectra of polyacenes.[12]
However, we have repeated these calculations first with a different DFT functional and second with a different set of
DFTB parameters, mainly to evaluate an accuracy of the latter since we will use it in the present NAMD calculations. The
TD-DFT absorption spectra were computed with Gaussian 09 package[65] using BLYP functional and 6-31G(d,p) basis
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set while the TD-DFTB data were calculated with the deMon-Nano[35] code using matsci-0-3[66] set of parameters.
All geometries used in the TD-DFT were optimized with the B3LYP functional and 6-311G∗ basis set, TD-DFTB
geometries were optimized using matsci-0-3.

We further validate our theoretical data based on comparison with experimental values. All experimental absorption
spectra data for naphthalene, anthracene, tetracene and pentacene are taken from ref. [62] and references therein, for
hexacene and heptacene from ref. [63], for octacene from ref. [64].

It is clear from Fig. 2 that the brightest and the first singlet excited states in TD-DFTB and TD-DFT are both in good
agreement with experimental values. However, some departure grows with increasing size of the molecule: for octacene
the difference is 0.53 eV and 0.39 eV for the first and brightest singlet excited states, respectively. Thus, we limit
ourselves to the study of heptacene (n = 7) since the brightest singlet excited state is still predicted reasonably well and
underestimates the experimental value by 0.22 eV only. More details about the absorption spectra of some polyacenes
computed with TD-DFT and TD-DFTB can be found in the Supplementary Information.

2.2 NAMD of polyacenes

We distinguish between polyacenes with odd and even number of aromatic cycles based on their dynamical behaviour
during the relaxation.

2.2.1 Odd number of aromatic cycles

In this section, we present results of the TD-DFTB FSSH calculations for polyacenes with an odd number of aromatic
cycles. The brightest singlet excited states in the TD-DFTB absorption spectra of anthracene, pentacene and heptacene
are S7, S10 and S11, respectively. We start with analysis of NAMD in anthracene computed with ensembles of different
sizes.

Figure 3: Population analysis of the first 8 singlet excited states in anthracene for an ensemble of 127 (left panel) and 63
(right panel) trajectories. The initial state is S7. The blue curves hereafter represent the sums of averaged populations in
the lower-lying singlet states. For instance, the S1−4 curve is p1 + p2 + p3 + p4.

We conclude from Fig. 3 that 63 trajectories are enough to fit the decay of the initial state and that increase in the
number of trajectories mainly results in smoothing of the population curves. All general trends of the population transfer
(e.g. fast decay of an initial state and the corresponding transfer to lowest singlets) are already represented with 63
trajectories. The decay times extracted from the exponential fits are close to 22 fs in both cases.

The population transfer in pentacene is very similar to the one in anthracene, showing ultrafast decay (within approxi-
mately 8 fs) of the initial state and a rapid growth of the population in the lower-lying singlets. However, in heptacene
the latter trend is less pronounced due to a significant transfer of population to S12 (see the purple curve during first
50 fs). Thus, a part of the population is trapped for some time in the upper states resulting in a delay of the initial
state decay. Another difference is that more than 65% of the population spreads over the lower-lying states in both
anthracene and pentacene, while it ends up within 55% in heptacene after 300 fs.

7
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a) Pentacene (S10) b) Heptacene (S11)

Figure 4: Population analysis of the first 11 and 12 singlet excited states in pentacene and heptacene, respectively, for
an ensemble of 63 trajectories. The initial state is indicated between parentheses.

2.2.2 Even number of aromatic cycles

In this section, we present results of the TD-DFTB FSSH calculations for polyacenes with an even number of aromatic
cycles. The brightest singlet excited states in the TD-DFTB absorption spectra of naphtalene, tetracene and hexacene
are S4, S7 and S10, respectively.

a) Naphthalene (S4) b) Tetracene (S7) c) Hexacene (S10)

Figure 5: Population analysis of the first 5, 8 and 11 singlet excited states in naphthalene, tetracene and hexacene,
respectively, for an ensemble of 127 trajectories (naphthalene) and 63 trajectories (tetracene, hexacene). The initial
state is indicated between parentheses.

The electronic population in tetracene is mainly shared between S5, S6, S7 and S8 during the first 70 fs and then S5

(orange line in Fig. 5b) is monotonously populated until it reaches approximately 40% of population. In hexacene, the
main relaxation channel goes through the lower-lying singlet states (blue line in Fig. 5c) after 50 fs, while population
of each of the neighboring states (S8, S9, S11) amounts to about 10%. Nevertheless, both tetracene and hexacene
demonstrate slow decay (96 and 89 fs, respectively) of the initial singlet excited state for which the population drops
below 20% after 200 fs of propagation.

Analysis for naphthalene is slightly more complicated since the populations of all excited states involved in the
propagation reach a plateau around 20%. The main difference is that after 200 fs S1 and S2 start sharing approximately
50% of population. Thus, we conclude that naphthalene has the highest energy transfer rate among all considered
polyacenes. This can be also seen if we plot a decrease of the electronic potential energy vs the corresponding increase
of the total nuclear kinetic energy along the trajectory. From Fig. 6 we conclude that 0.6 eV on average is transferred
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from electrons to nuclei in naphthalene after 300 fs of propagation, while in anthracene only 0.25 eV is deposited in the
nuclear degrees of freedom.

a) Naphthalene b) Anthracene

Figure 6: Electronic potential (red color, upper panel) and total nuclear kinetic (green color, bottom panel) energy along
a swarm of 127 trajectories in naphthalene and anthracene. The white dashed line is the average value for each panel.

2.3 Discussion

Fig. 7 displays the decay time of the brightest singlet excited state as a function of number of aromatic cycles. All
values were extracted from Figs. 3–5.
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Figure 7: Decay time of the brightest (B) singlet excited state (red hexagons) and the energy gap (blue diamonds)
between the B and B–1 (the one with lower energy in TD-DFTB absorption spectra) states computed at the equilibrium
geometry as a function of aromatic cycles in the polyacene.
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Decay times can be extracted from exponential fits of the population curves computed with initial conditions starting
from the brightest singlet excited state, namely that with the largest oscillator strength (see Fig. 9 in the Supplementary
Information). Although the decay is not fully exponential, our approximate fits on the full time window allow for
quantitative comparison between polyacenes. We would like to emphasize, that decay times plotted in Fig. 7 are within
the same order of magnitude (except for naphtalene) as the ones reported for cationic species by Reddy et al. in ref. [29].
However, the present results exhibit an unexpected and striking alternation of the decay times for an even-odd number
of cycles in the range of n = 3–6. From the organic photochemistry perspective,[1] one could expect a monotonous
decrease of the relaxation time as a function of size governed by the energy gap configurations and an increasing
density of states. In order to explain this alternation, we computed the energy gap between the initial state and the
neighbour state with lower energy for polyacenes with n = 3–6. It provides a good understanding of how the initial
state population transfer occurs due to the fact that most of the trajectories either undergo surface hopping to the state
below or reach the CoIn with it.

Figure 8: Energy gap between the B and B–1 states plotted along each trajectory (red lines) and averaged over the
ensemble of trajectories (black dashed line) for a set of polyacenes. The horizontal black line at 0.01 eV is the CoIn
threshold.

It is clear from Fig. 8 that during the first 20 fs a large fraction of trajectories in anthracene and pentacene either go to
the region of small gaps (<0.05 eV) or through the CoIn. Thus, there is a funnel in both polyacenes, which drives the
rapid population transfer from the initial state. On the contrary, in tetracene, very few trajectories reach the region of
small gaps over 20 fs and the averaged value is almost twice larger than the one in anthracene. The latter is also true for
hexacene, for which there is a clear drop of the energy gap around 10 fs, yet remaining larger than in pentacene.
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We have also performed TD-DFTB calculations of the absorption spectra at the equilibrium geometry for nonacene
and decacene (see Fig. 10 in the Supplementary Information) to see whether the energy gap alternation between the
brightest and the next lower singlet excited states still occurs for larger polyacenes. The decay alternation cannot
be explained with a simple single particle excitation model. This can be seen from the red curve in Fig. 10 (see
Supplementary Information), which represents the energy gap as a function of size before the TD-DFTB coupling
matrix splits degenerate excitations from occupied to virtual orbitals. The general trend is a monotonous (except for
anthracene and octacene) growth with increasing number of aromatic cycles. However, the energy gaps after splitting
(blue curve in Fig. 10, see Supplementary Information) significantly differ between heptacene and octacene. Thus, one
can expect a faster decay of the brightest singlet excited states for n = 8, 9, 10 when compared to n = 6, 7.

3 Conclusions

In this article, a detailed theoretical study of the non-adiabatic molecular dynamics launched in the brightest singlet
excited state has been presented for a set of polyacenes. The results have been obtained using Tully’s FSSH scheme
coupled to the TD-DFTB formalism for electronic structure calculations.

Relaxation from the brightest singlet excited states via the cascade of radiationless transitions is reported for polyacenes
ranging in size from naphthalene to heptacene. The detailed analysis reveals a striking (by an order of magnitude)
alternation of decay times computed for linear PAH species with n = 3–6 aromatic cycles. Indeed, the calculated
values for anthracene and pentacene are about 10–20 fs whereas those for tetracene and hexacene are about 90–100
fs. This alternation is correlated with the energy gap between the initial state and the neighbouring one with lower
energy. Yet, an even-odd alternation in the population transfer cannot be extrapolated to larger systems, even though this
effect is well pronounced for polyacenes with n = 3–6 aromatic cycles. Further investigation is possible, but requires
some improvements in the DFTB parametrization to better match the absorption spectra of octacene and larger species.
Also, the computational cost of NAMD calculations for larger polyacenes will increase significantly due to a rapidly
increasing amount of states to be taken into account.

This research contributes to the understanding of photophysics of PAHs and, more particularly, sheds light on the
photostability of considered polyacenes following the absorption of a UV photon from young stars. As far as we know,
this study is the first to investigate the relaxation from the higher-lying singlet states of large neutral PAH species like
heptacene.
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Supplementary information

Figure 9: Absorption spectra (first 20 singlet excited states) of some polyacenes computed with TD-DFT BLYP
functional using 6-31G(d,p) basis set (orange line) and TD-DFTB using matsci-0-3 set of parameters (blue line) at
the equilibrium geometrical configuration. Absorbing bands (vertical sticks) were convoluted based on their oscillator
strengths using Gaussian functions with standard deviation equal to 0.1 eV.

16



A PREPRINT - MARCH 1, 2019

2 3 4 5 6 7 8 9 10
n

−0.8

−0.6

−0.4

−0.2

0.0
Si
ng

le
 e
xc

ita
tio

n 
ga

p 
B/
B-
1 
[e
V]

0.0

0.1

0.2

0.3

0.4

0.5

En
er
gy

 g
ap

 B
/B
-1
 [e

V]

Figure 10: Energy gaps between the B and B–1 singlet excited states at the equilibrium geometry before (red circles)
and after (blue diamonds) configuration interaction as a function of number of aromatic cycles in the polyacene.
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