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Abstract On paper, prevention appears to be a good complement to health in-
surance. However, its implementation is often costly. To maximize the impact
and efficiency of prevention plans these should target particular groups of policy-
holders. In this article, we propose a way of clustering policyholders that could
be a starting point for the targeting of prevention plans. This two-step method
mainly classifies using policyholder health consumption. This dimension is first
reduced using a Nonnegative matrix factorization algorithm, producing interme-
diate health-product clusters. We then cluster using Kohonen’s map algorithm.
This leads to a natural visualization of the results, allowing the simple compari-
son of results from different databases. We apply our method to two real health-
insurer datasets. We carry out a number of tests (including tests on a text-mining
database) of method stability and clustering ability. The method is shown to be
stable, easily-understandable, and able to cluster most policyholders efficiently.

Keywords Clustering · Health insurance · Kohonen’s map · Nonnegative Matrix
Factorization · Prevention.

1 Introduction

Prevention, as it reduces risk, would appear to be a useful tool for insurers. How-
ever, until recently European insurance companies have been wary of prevention,
which was generally seen as a marketing product. The first ambitious prevention
plan was initiated in 1997 by Discovery in South Africa. It then took until 2016 for
a major prevention plan to appear in Europe: the Vitality program (arising from
the merger of Discovery and Generali) allows policyholders to win points by adopt-
ing healthy lifestyles that can be converted into gifts or discount coupons. First
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launched in Germany, this program arrived in France in 2017, creating controversy
about the use of health data by a private insurance company.

There are a number of reasons why private companies might be reluctant to
develop prevention in France. It is first difficult for insurance companies to achieve
high participation rates in prevention plans. And even if they do, they could pro-
duce severe adverse selection: individuals who are the most interested in prevention
plans are those with specific health risks ([5]). Moreover, policyholders can easily
switch between health-insurance providers, rendering prevention investment less
efficient for insurance companies ([19]).

It is in addition difficult to choose who will benefit from the plan. Data Pro-
tection (regarding health data in particular) has always been a touchy subject
in France. For example, mutual health-insurance companies cannot ask for any
health information when a policyholder takes out a new contract. Therefore, a
useful algorithm to predict health outcomes has to be unsupervised.

The new European General Data Protection Regulation (GDPR) has limited
the possible uses of data. In particular, health data are explicitly considered as very
sensitive. Article 22 of the GDPR states that private companies cannot take deci-
sions that significantly affect an individual only based on an automated process.
As such, the targeting of prevention plans by insurance companies is complicated.

There are nevertheless some exceptions to the GDPR, allowing insurance com-
panies to use data in order to target prevention. First, the GDPR has introduced
the notion of individual agreement. If an individual has agreed to a certain use of
his personal data for a clearly-defined purpose, the use of these data is allowed. If
she does not agree, it is still possible to use these data for regulatory compliance
(such as creating financial reserves) or the production of aggregate statistics.

The clustering method we propose here purports to meet all of these require-
ments. Clustering is frequently used in insurance. For example, credibility theory,
which leads to the bonus-malus system, is based on the idea that there exist
hidden policyholder clusters (e.g. [10]). Clustering is also used to identify fraud
(Derrig and Ostaszewski [15]) and classify risks (Yeo et al. [53]). It has been used
to improve general linear models by Verrall and Yaboukov [49]. In the health-
insurance context, Ghoreyshi and Hosseinkhani classify policyholders using the
k-means algorithm [18]; Peng et al. apply clustering algorithms to detect fraud in
a health-insurance dataset [43]; and Kuo et al. cluster Taiwanese respondents in a
health-insurance dataset matched to medical information in order to identify the
relationships between illnesses [29].

However, to the best of our knowledge, the clustering of policyholders based
on the relationship between claims has not been addressed. Clustering methods in
insurance do not thus fully exploit the available data, as they do not use factors
like the individual’s treatment programme when ill. Analyses that do exploit this
kind of information can be found in the fields of text mining and natural language
processing, where the clustering of texts is very common (e.g.[47], [6] and [23]).

To cluster texts, we need to capture the meaning of words. A computer can
guess this meaning by looking at their context: for example whether "Doctor" is
usually combined with "medication", "apple" or "eagle" (e.g. [35], [34]). In the
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health field, the question becomes "Do individuals undertaking kinesitherapy also
undertake radiography?", which is very similar.

Text-clustering methods often start in the same way: they first pre-process the
data to obtain a frequency matrix. This matrix contains one line by text, and one
column for each word found in the body of the text. However, this matrix is of
high dimension, notably affecting the quality of classic clustering methods via the
dimension curse (e.g. [1]).

The analysis of high-dimension data has been a prolific research area (e.g. [54],
[20], [24]). One classic method of dealing with this consists in reducing the dimen-
sion before clustering (e.g. [2], or [12]). When the dimension is reduced using a
singular-value decomposition (SVD), the method is called Latent Semantic Analy-
sis [14]. Of course, other dimension-reduction algorithms can be used. For example,
Mote et al. use a Nonnegative Matrix Factorization algorithm (NMF) to reduce
the dimension and a self-organizing map to cluster brain-tumor segmentation [36].
To the best of our knowledge, these kinds of methods have not yet been used for
the clustering of health policyholders.

How can we apply these methods in an insurance context? In the end, a text
is similar to a policyholder, with policyholder health consumption playing the role
of words.

The goal of this paper is thus to present the first clustering method based
only on policyholder health consumption, in order to help prevention targeting.
The resulting clusters capture particular health profiles. In order to do so, we use
a similar process to that in Mote et al., [36]. The dimension is reduced by the
NMF and policyholders are clustered using a self-organizing map. This method
is then applied to two real insurance databases. We demonstrate how to carry
out each algorithm step via the analysis of a database covering 20 000 women.
As this technique has never before been applied to insurance data, and very little
elsewhere, we also apply it to a text-mining data set, in order to set out the limits
of and potential issues with this clustering process.

The remainder of the paper is organized as follows: Section 2 defines the nota-
tion we use and Section 3 sets out the main algorithms used for clustering policy-
holders and the databases to which we apply this method. Section 4 describes the
clustering process and the tests that are carried out, as well as the final results.
Last, Section 5 discusses the method and proposes some possible extensions.

2 Notation and definitions

This section briefly describes the notation, definitions and main characteristics of
the mathematical tools and algorithms used in this article.

Let n,m ∈ N . In the following, we consider x, y ∈ Rn
+. We first need to define

three distances, which are useful to calculate the score function.

Euclidean distance: We denote the Euclidean distance by d(x, y) =
√∑n

i (xi − yi)2
and the associated norm by ‖‖2 . We also denote the L1 norm by ‖‖1.

Kullback-Leibler similarity: We denote Kullback-Leibler similarity (or rel-
ative Entropy) by L(x, y) =

∑n
i=1 xiln(

xi

yi
).
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Cosine similarity: We denote cosine similarity by c(x, y) =
∑n

i=1 xiyi√∑
x2
i

√∑
y2
i

.

This dissimilarity is often used in text mining to compare two documents.

We also define inertia and the R2 coefficient, which is a well-known information-
quality measure, as follows.

Inertia: Let x1, ..., xk ∈ Rn
+ be a cluster C. Let x =

∑n
i=1 xi

n be the grav-
ity center. Let d be a distance. We call the inertia of the cluster the quantity
IC =

∑n
i=1 d(xi−x)

n .

Given C1, ..., Ck a partition of C, we define R2 = 1−
∑k

i=1 ICi

IC
.

The R2 coefficient measures the proportion of information that is captured by
a cluster. This depends strongly on the distance chosen. This latter is usually the
Euclidean distance but, as shown by Huang [23], this may be inappropriate for
some kinds of data such as text. We here use the cosine similarity, as this is more
appropriate for our data, which are similar to those from text mining.

We last define two supervised classification-quality measures, which we use to
check our method on a supervised dataset. The following formulae are those used
by Huang ([23]).

Purity and entropy: Let x1, ..., xk be k observations. There exists a partition
C1 of x1, ..., xk into l subsets. We want to reproduce the partition C1. Using a
clustering algorithm, we obtain a new partition C2 into l different clusters. We
define the confusion matrix CM ∈ Ml,l(N) such that CMi,j = ni,j , the number
of observations in the initial class i now clustered into the new class j.

We define purity as Purity = 1
k

∑l
i=1maxjni,j .

We define the entropy of class i as Ei =
1

log(N)

∑ ni,j

ni,.
log(

ni,j

ni,.
).

Finally, we define entropy as E =
∑l

i=1
ni,.

N Ei.

3 Algorithms

This section sets out the main algorithms used in this article: the Nonnegative
Matrix Factorization and Kohonen’s map. It also presents the health-insurer data.

3.1 NMF algorithm:

This algorithm is a dimension-reduction method. First introduced by Paatero and
Tapper ([39]) and Lee and Seung [32], it is almost unknown in the insurance
sector. The only application of which we are aware is Nesvijevskaia and Taudau,
who announced that they had used this method at the 17th Rencontre MutRé
[38].

However, this method is widely used in Medicine to analyze the human genome
(e.g. [9], [31]) and in text mining to extract features (e.g. [32], [42], [25]). The NMF
can also be used as a clustering method (e.g. [28])
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For all n,m ∈ N, we denote by NM(n,m) the set of nonnegative matrices
with n rows and m columns. Let n,m, k ∈ N, V ∈ NM(n,m). The purpose of the
NMF is to find W ∈ NM(n, k), H ∈ NM(k,m) such that V ≈WH.

To do so, a number of algorithms have been proposed (e.g. Lee and Seung
([32], [33]), Brunet et al. ([9]), Pascual-Montano et al. ([40]), Badea ([4]), Kim
and Park ([26]) and Pauca et al. ([41])). Except for the latter, all of these have
been tested. We will only present here the algorithm that performs the best: the
"snmf/l" algorithm created by Kim and Park.1

This method combines the cost function proposed by Pauca et al. ([41]) with
the concept of sparseness, first introduced in an NMF algorithm by Hoyer ([22]).

Kim and Park propose to find min
W,H

(12 [‖V −WH‖22+α ‖H‖
2
2+β

∑n
i=1 ‖W (i, .)‖21]),

with β being a coefficient controlling for the sparseness of W and α a coefficient
reflecting H’s smoothness, as suggested by Pauca et al. .

It is important to note that the cost function is not convex. Therefore, the
snmf/l algorithm is only able to find local optima and is sensitive to the initial
values of W and H. The classic way to deal with this is to randomly initialize
the two matrices a number of times and then compare the resulting local minima.
Boutsidis and Gallopoulos address this by initializing both matrixes with a non-
negative SVD (nSVD, see Boutsidis et al. [8]). Other initialization methods have
been suggested by Langville et al. ([30]).

Starting from a random value, Kim and Park propose the following update
rules to find a local minimum:

Hn+1 = min
H≥0

∥∥∥∥( Wn√
βe1×k

)
H −

(
V

01×n

)∥∥∥∥2
2

,

Wn+1 = min
W≥0

∥∥∥∥(HT
n+1√
αIk

)
W −

(
V

0k×m

)∥∥∥∥2
2

,

with n,m being the dimensions of A, k the final dimension, e1×k a vector of
height k containing only 1, and Ik the identity matrix. This method, from Van
Banthem and Keenan [48], is called ANLS (Alternative Nonnegativity constrained
Least Squares) and guarantees convergence. The stopping criterion is based on the
optimality criterion of Karush Kuhn Tucker.

3.2 Kohonen’s map algorithm:

Kohonen’s map, also called a self-organizing map (SOM), is a clustering method
based on neural networks [27].2. In this network, every neuron is arranged accord-
ing to a given topology, usually a two-dimensional grid with a hexagonal disposi-
tion. This way, each neuron has neighboring neurons.

1 The snmf/l implementation of the R package "NMF", developed by Gaujoux and Seoighe
[17], was used in the analysis presented here.

2 The R package "Kohonen", developed by Wehrens et al. ([51]), was used in the analysis
presented here.
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Say that we wish to classify N policyholders using a a n-neuron SOM. To
start with, each neuron is assigned a random weight mi (a well-known alternative
is to choose the starting points via a PCA, however Akinduko et al. show that
this is not suitable for non-linear datasets ([3]). For each learning iteration t, a
random policyholder is chosen. It is then possible to determine the neuron that
best represents this policyholder, by solving c = min

j∈J1,nK
‖x−mj(t)‖. The neuron

c is called the best machine unit (BMU).

Once the BMU is determined, its weight is adjusted in order to improve pol-
icyholder representativeness: mc(t + 1) = α(t)(x −mc(t)). The coefficient α(t) is
the learning rate. This falls over time, so that learning is fast at the beginning and
meticulous at the end.

In order to create an influence zone, the BMU’s neighbors’ weights are also
changed. We define the neighborhood function h(c, i, t). This function falls with
the distance between the neuron i and the BMU c. It also falls over time: at the
beginning many neurons are adjusted, while at the end only few are. Last, the
weight of neuron i becomes mi(t + 1) = mi(t) = α(t)h(c, i, t)(x − mc(t)). This
process is repeated several times.

3.3 Data

Health insurers usually possess two different databases. The first is called the
policyholder database, and contains all the information the insurer possesses about
the policyholder: age, sex, contract details, contact information and so on. This
information is typically used to analyze insurance-porfolio profitability.

This database is systematically matched to a second one: the health-consumption
database. This latter contains all the information the health insurer needs to re-
imburse the policyholder when she buys a health product:3 the date, amount and
nature of the expense, sometimes called the medical act. The elements in this
database, and the nature of the consumption in particular, can vary from one
insurer to another: some reimburse a product but others not, and some insurers
have more detailed information than others. This database can be large: from one
million entries for a small mutual health-insurance company to over one billion
for national health-insurance systems. This base may also depend on the national
health system. For example, in France, medication for long-term diseases (such as
cancer) are fully reimbursed by the national public insurer, and do not necessarily
appear in these databases.

We set out the results in detail in Section 4.4, but illustrate the algorithm
used here in a small database of around 20 000 women,4 aged 625 or over, and
observed for one year. This includes over 500 000 different health reimbursements,
and 160 different health products. Most of the entries concern extra charges (such

3 We use the term health product for every item of health expenditure that may be refunded
by the insurer (such as GP visits, nights at the hospital, medication and glasses).

4 There are actually 19 727 women: we say 20 000 as shorthand.
5 The legal retirement age in France is 62.



Health-policyholder clustering using health consumption 7

as additional fees for night consultations), apart from extra charges for home-
care services that are dropped. We merge identical health products that appeared
separately due to spelling mistakes. Last, glasses and contact lenses are merged
into a single optical product, although this does not change the results. After these
changes, the database contains 80 different health products.

Transforming the health-consumption database into a frequency matrix does
not suffice. It is well-known in text mining that some words, such as "are", "the"
and "a" are so common that they carry no useful information for clustering pur-
poses. It is thus useful to assign less weight to these kinds of words and more
weight to more uncommon words. One classic way to do so is the tf-idf method
(see [45] for a general presentation).

In the health-insurance context, pharmacy, and to a lesser extent general and
specialist practitioner, consultation is so common that it is not really useful for
policyholder clustering. To improve cluster quality, we apply the tf-idf method
and logarithm function to our database. In our case, the clusters of policyholders
obtained from the logarithm treatment are more homogenous.

As the combined use of the NMF and Kohonen map method has almost never
been carried out, the 20-newsgroups dataset is also used to test the method. This
is a text-mining dataset. We use the training test detaset, which covers 11 293
texts from 20 different newsgroups. As our goal is not text mining, we consider
the pre-treated dataset of Cardoso Cachopo [11] (the "no-short" dataset).

4 The clustering process

4.1 Dimension reduction using the NMF algorithm

The clustering method here contains two steps: the dimension is first reduced and
then policyholders are clustered. This sub-section discusses dimension reduction.

We obtain a matrix with around 100 dimensions after pre-processing the health
database. This is too large for traditional clustering methods, such as k-means,
which perform less well when there are over 15 dimensions or so (e.g. [7]).6

We use the sNMF/l algorithm to reduce dimensions, applied to the pre-treated
frequency matrix V . After calibrating the algorithm by examining the silhouette,
cophenetic and dispersion, the final space covers 20 dimensions. We thus obtain
two matrices, W and H (see Section 3.1), respectively of dimensions 20 000x20
and 20x80. It is important to note that both of these can be interpreted.

The matrix H contains one column for each health product, and 20 lines. There
are two ways to make this matrix easier to understand. We can first normalize each
row, by dividing each coefficient by the sum of all the other row coefficients. This
normalized matrix can be used to create a heat map7 (see Figure 1).

6 In the datasets used here, dimension reduction dramatically improves clustering.
7 The health product "Legal copayment" may be unfamiliar to the reader. In the

French health system, many health products are partially reimbursed by the public insurer,
"l’Assurance Maladie". The price of health products is fixed by Law (for example, a GP con-



8 Romain GAUCHON et al.

Fig. 1 The horizontal normalization of H. Only the most common health products are shown
for clarity reasons.

This matrix shows that each of the new dimensions can be understood as a
health-product cluster. For example, Dimension 7, covering "Medical apparatus
flat fees", "Orthotics" and "Small medical apparatus", is a medical-apparatus
cluster. We call each of these new dimensions a health-product cluster (HPC).
Each HPC can be easily interpreted.

We should emphasize that, even though "Technical imagery" looks similar
to "Radiology", they do not appear in the same HPC. Whereas a human may
have made the mistake of merging these two health products, the algorithm dis-
tinguishes between them. This shows that the merging applied before using this

sultation costs 25 Euros). However, the public insurer does not refund all of this amount (only
16.5 Euros for GPs) in order to limit health consumption. We here call the 25-16.5 gap the
"legal copayment". Moreover, GPs are allowed to charge higher fees that are not covered by
the public insurer. The reimbursement of the legal copayment is usually covered by private
insurance.
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algorithm can substantially affect the final results, and thus should be carried out
with caution.

Figure 1 only illustrates the most common health products: others, such as
"medical travel", are not shown. As shown in sub-Section 4.4, the most impor-
tant health products are not necessarily the most common: less-frequent health
products (such as "orthoptics") can be significant.

In order to bring out the role of less-common products, and thus to specify the
meaning of each HPC, it is also possible to normalize H by columns (see Figure
2). If each HPC is seen as a cluster, this normalization shows to which cluster each
health product belongs.

Fig. 2 The vertical normalization of H. This heatmap helps to interpret the meaning of each
HPC.

Using this new heat map allows for a better understanding of each HPC. For
example, HPC 3 can now be seen to cover dental surgery, so that "Radiography"
means "Dental radiography". HPC 15, containing "Densitometry", "Technical im-
agery", "Orthotics" and "Osteopathy", can be seen as a fracture HPC. As these
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results come from data on older respondents, this HPC reflects those who have
had falls.

Once we have understood the H matrix, matrixW is easy to read: this contains
one line for each policyholder and 20 columns, one for each new dimension. As we
interpret the latter as HPCs, W shows HPC consumption for each policyholder.
We will call H the HPC matrix and W the policyholders matrix.

We compare the snmf/l8 method to two other standard reduction methods:
the SVD and the PCA algorithms. By fixing the final dimension at 20, and using
a Kohonen map for clustering (see Section 4.2), we compare the R2 coefficients
from the PCA and NMF classifications; tf-idf pre-processing performs very poorly,
whereas NMF with the logarithm treatment performs better than SVD. The former
is also easier to understand, but more fickle. We decide to retain the NMF method
with random initialization and logarithm pre-processing.

4.2 Clustering using Kohonen’s map

Once the dimension has been reduced, it is possible to cluster policyholders using
the policyholder matrix W .

We use the classic Kohonen map method. The neighborhood function is linear
and the learning rate decreases linearly. The neurons are disposed on a hexagonal
grid with 20 lines (25 neurons by lines). To reduce the number of classes, Hier-
archical Agglomerative Clustering (HAC) is carried out [37]. After examining the
dendrogram, 17 final classes are retained. The matrix W is first scaled by lines
(which produces better results than scaling by columns).

To interpret these classes, it is possible to calculate the centroid of each class,
using the policyholder matrix W . Since each new dimension is interpreted as an
HPC, it is easy to interpret each cluster (see Figure 3). The final Kohonen map
appears in Figure 4. Note that a cluster "fracture" is obtained, which can be read
as individuals who are likely to suffer from falls, as the database here covers older
respondents.

We first remark that some of the neurons are empty (the neurons with a 0 in
Figure 3). We try to avoid this in traditional approaches, as it means that some
clusters are empty so that there are too many clusters. However, it is acceptable
when self-organizing maps are combined with a HAC: the number of neurons is not
the number of clusters. Here, empty neurons mainly mark the edge between clusters
and low-density areas. To remove empty neurons, we would need to drastically
reduce the number of neurons, and cluster quality would suffer.

The visual size of the clusters in the figure is closely correlated with their real
size. Cluster 5, "everyday care", is thus the most-populated.

8 As noted above, there exist many NMF algorithms. We here test six of them: those pro-
posed by Lee and Seung (Lee, [32]), Brunet et al. (Brunet, [9]), Pascual-Montano et al. (nsNMF,
[40]), Badea (Offset, [4]), and the two of Kim and Park (snmf/l and snmf/r, [26]). The "snmf/l"
algorithm yields one of the best results, while being significantly faster. This is the method
that we use.
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Fig. 3 The centre of gravity of the 17 final clusters, calculated using policyholder-matrix
coefficients.

This map can also illustrate the correlations between clusters. For example,
clusters 1, 2 and 7 are "home-care" clusters.

We can test the consistency of the results by looking at policyholder profiles
in each cluster in terms of variables that were not used in the clustering process,
such as age and total medical expenses (see Figure 5). As expected, individuals
in the "occasional consumers" cluster do not cost insurers much, whereas those in
the "home-care" clusters do. We also check that the average age for comfort-care
clusters, such as "Optic" and "Dental", is below that in the "home-care" clusters
(e.g. [13]). As such, the method appears to produce consistent results.

This approach can also help to choose prevention plans. For example, cluster
17 ("Hospitalization") is expensive for private insurers. It may be of interest to
analyze more closely the profile of individuals in this class in order to target
prevention plans.

One simple approach would be to target all those with one specific type of
health consumption, which we refer as the statistical method. For example, we
could target all those with psychiatric expenditure in a prevention plan for psychi-
atric illness. However, this method leads to quite different classes (see Appendix 1
for the detailed results). Most of the time, the NMF method produces clusters with
one main health consumption, whereas the clusters obtained from the statistical
method are less centered on one type of consumption. Moreover, the NMF clusters
are obtained in an unsupervised way, whereas the statistical method requires an
arbitrary edge to cluster policyholders.

Last, this approach is consistent with the European data regulation GDPR.
The GDPR distinguishes between two cases. When the policyholder gives her con-
sent to her data being treated for prevention purposes, individuals in each class can
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Fig. 4 An example of one of the Kohonen maps. The associated cluster meanings can be
found in Figure 3. Each color represents a different cluster. The red neurons are empty.

be targeted (individuals in cluster 1 can be proposed a specific prevention plan).
Insurance companies do not necessarily have the consent of all policyholders. How-
ever, it is still possible to aggregate data in order to obtain cluster characteristics,
and thus obtain a general objective characterization (for example, people in home-
care clusters are in general over 80, so that we can target tertiary prevention plans
at those over 80, or primary prevention plans towards those aged 70 to 80). In our
databases, we only know policyholder age, sex and family situation: with more
complete information we could expand the statistical analyses of each cluster.

Another possibility from this method when the database includes covers a long-
enough time period is to calculate clusters for a number of periods and see how
cluster characteristics change over time.

The Kohonen map algorithm may be sensitive to initialization and input data
order, due to the multi-label context (for example, Appendix 2 shows a map ob-
tained in the same way as Figure 4, changing only the original seed). However, the
cluster meanings are very similar between the different maps. One way to tackle
this issue would be to construct a number of different Kohonen maps based on
the same NMF result. It is then possible to consider policyholders who appear
at least once, or twice, or every time in a given cluster. We thus obtain for each
policyholder the empirical likelihood of belonging to this cluster.
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Fig. 5 Cluster statistics.

4.3 Other tests

We carry out a number of additional tests to better understand the results pro-
duced by this method.

We first test the model’s capacity to identify strong but infrequent correla-
tions. We do so by adding a randomly-chosen number between 3 and 10 to the
"Keratotomy", "Hydrotherapy accommodation" and "Orthoptics" consumption
of n random policyholders. "Keratotomy" and "Hydrotherapy accommodation"
are consumed only infequently, whereas "Orthoptics" is much more common. We
then re-run the NMF algorithm. The goal is to identify the minimum n for which
the NMF algorithm detects the new correlation. It turns out that only 60 modified
policyholders are necessary (out of 20 000 individuals in the database) in order to
detect this correlation.

We also test result consistency via the analysis of a text-mining dataset, the
20-newsgroups dataset. This contains 18 821 documents from 20 different news-
groups. These are typically split into a training dataset of 11 293 documents and
a test dataset of 7528 documents. To reduce computing time, we here only use
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the training dataset. This dataset is labeled, which allows us to calculate objective
error measures. It has been extensively studied in the literature regarding all of
the classic text-mining tasks, such as word embedding (e.g. [21], [50]), unsuper-
vised clustering (e.g. [16], [23]) and supervised classification (e.g. [46], [44]). We
downloaded the "no-short" dataset from Ana Cardoso Cachopo’s website ([11]).

As text mining is not one of the goals of this paper, the results presented below
come from the first run of the algorithm, without trying to calibrate the model
or improve the results. The dimension is first reduced to 60 before clustering, and
the frequency matrix is pre-processed using the tf-idf method.

We already know that the 20-newsgroups dataset contains 20 different clusters.
In the NMF / Kohonen method, the number of classes is established by analyzing
a dendrogram. It is of interest to note that from the dendrogram we would have
chosen 3 or 19 clusters.

Fig. 6 Kohonen’s map using the 20-Newsgroups Dataset. Cluster 10 cannot be construe.

From the Kohonen map (Figure 6), we see that clusters 2 and 10 are spread out.
Moreover, clusters 6 and 9 seem significantly larger than the others. Their purity
score confirms that they are less homogeneous than the other clusters (purity
is shown in Figure 8). Apart from these four clusters and cluster 18, purity is
acceptable. Global purity is 62% and total entropy is 0.4, which is significantly
better than the results obtained by Huang from the same dataset [23], even though
we do not aim to achieve a good score.

Comparing Figures 7 and 8, even though the algorithm does not identify all of
the documents in a given cluster, the resulting clusters are still reliable. This means
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that if we want to identify all of the policyholders with psychiatric medication,
this algorithm is not very appropriate. However, if we identify a psychiatric class,
this is reliable enough to justify the targeting of a prevention plan.

Fig. 7 Newsgroup reconstitution capacity

Fig. 8 Cluster purity
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To summarize, this method produces acceptable results in the 20-newsgroup
dataset. Most of the clusters represent a specific newsgroup. However, this method
cannot differentiate between very similar newsgroups, such as IBM and Mac com-
puters. This produces large clusters containing most of the documents between
which the method cannot differentiate.

This clustering method is thus able to construct meaningful policyholder clus-
ters. However, large classes (such as the everyday-care cluster) are heterogeneous
and should not be used to target prevention plans: they contain policyholders who
cannot be differentiated by the algorithm.

4.4 Discussion of the results

The method has been applied to databases from two different insurance companies:
a collective database (CB) and an individual database (IB). For each database,
four different splits are carried out (women over 62, women between 16 and 62, men
between 16 and 62 and men over 62), producing a total of eight different databases
(and eight different clusterings). Splitting the database in this way helps to reduce
the heterogeneity between populations, as well as speed up the process. The CB
and IB contain policyholders with top-range and mid-range market contracts re-
spectively. Moreover, policyholders with zero health consumption are removed.
Figure 9 contains descriptive figures for the eight populations.

Fig. 9 Database statistics

As the two databases come from different companies there are some small
differences. For example, the CB does not distinguish medical specialists with or
without prescriptions. The CB also does not separate fee overruns and the legal
copayment from the price of health consumption. On the other hand, the IB does
not separate biological from blood tests, for example.

Taking these differences into account, it is possible to analyze the HPCs from
the eight databases (see Figure 10). 22 HPCs are found in each of the CB popula-
tions, with an analogous figure of 20 for the IB database. The HPCs obtained are
essentially the same, with the main differences being due to database construction.
The method is thus resistant to a change in the database.

However, some other differences do merit discussion. In the CB, the HPCs
"Respiratory apparatus" and "Home care apparatus" are more important than
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in the IB. This can be due to care refusal: these are expensive products that are
better-covered by the collective top-range market contract. Also, the "Hospitaliza-
tion" HPC only concerns older people in the individual base but everybody in the
CB. This is due to the "Legal copayment" HPC, which also contains "Hospitaliza-
tion" health consumption for younger people in the IB. As the "Legal copayment"
health product does not exist in the CB, the HPC becomes "Hospitalization"
there.

In both databases, the "Osteopathy", "Orthoptics" and "Psychiatry" HPCs
do not concern older people. Osteopathy is a modern practice of which the older
are less aware, who prefer going to a kinesiologist instead. It is notable that "Or-
thoptics"9 is an HPC on its own. This is a quite narrow health product (in both
bases it is consumed by fewer than 2% of policyholders and represents under 0.12%
of total expenditure). Orthoptics mainly covers children, which explains why it is
an HPC for younger people, with parents paying for their children. Finally, to
understand why "Psychiatry" does not appear as an HPC for older people, it is
important to underline that dementia in France is usually treated by neurologists
rather than psychiatrists. However, burnout, mainly affecting working people, can
be treated by psychiatrists. Breakdowns of this kind amongst seniors are often not
diagnosed.

Some home-care HPCs are particular to older people, due to dependency. How-
ever, it is of interest to note that the "nurse" HPC typically contains some home-
care consumption and exists for both younger and older people.

Last, we can also see that the "respiratory apparatus" HPC concerns only men,
as they are more subject to sleep apnea than women. The "Ultrasound" clusters
are found for both men and women, as this is not only used for pregnancy but
also for heart, blood and musculoskeletal-system radiography.

Once the HPCs have been discussed, we can cluster using Kohonen’s map. The
clustering is carried out using the classic Kohonen’s map with a linear neighbor-
hood function. Gaussian neighborhoods usually produce maps with more empty
neurons, although this is not always the case.

We first analyze the differences between cluster interpretation (see Figure 11
for a short summary).

"Everyday care" and "occasional consumer" are both clusters with no specific
consumption and are joint in the CB dataset. Individuals in these clusters are
mostly in good health or refuse treatment.

The HPC cluster-meaning analyses are similar (see the comments on "Psychi-
atry", "Osteopathy", "Orthoptics" and "Respiratory apparatus"). Note that the
"home care" cluster appears in all eight databases. "Orthotics / medical appara-
tus" does not form a cluster for women and "home care apparatus" does not form
a cluster for men in the CB. For the younger men in the CB, a "surgery" cluster
in addition to the "dressings" cluster is found, producing two surgery-like clusters.
Surprisingly, in both the IB and CB, younger men also have a "blood test" cluster,

9 According to Wikipedia, "Orthoptics is a profession allied to eye care professions whose
primary emphasis is the diagnosis and non-surgical management of strabismus (wandering
eyes), amblyopia (lazy eye) and eye movement disorders".
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Fig. 10 Summary of the HPCs

which is not the case in the other databases. Last, "dentures" appears as a cluster
only in the CB, mainly due to differences in contract quality.

The analysis of average age and expenditure by cluster also provides consider-
able information. For example, the average age in the "Dental care" and "Optic"
clusters is lower than the average age for older people in both databases. For the
younger, the average age in the "ultrasound" clusters is lower and contains more
policyholders for women than for men, due to motherhood. The "Psychiatry"
clusters cover more women than men, which is also a well-known medical fact (see
[52]).

Other findings are more difficult to explain. For young women the "Kinesither-
apy" clusters have higher average age than for men, and both are higher than the
overall average age. For the IB, the cluster "Medical specialist without prescrip-
tion" has a lower average age than "Medical specialist with prescription". Last,
the average age in the global "Hospitalization" clusters for the older are above the
overall average age, but below the average age in the "Home care" clusters.

From a more global point of view, the "everyday care" and "occasional con-
sumer" clusters are very large. On the contrary, there usually exist some very
narrow clusters with fewer than 100 policyholders. These usually contain very
archetypal consumers and thus can be used to target small prevention plans.

5 Conclusion

We have here presented a method for clustering policyholders based on their health
consumption. This first reduces the dimension problem by carrying out a Nonneg-
ative Matrix Factorization. This stage improves the results and helps to interpret
the clustering, by identifying meaningful health-product clusters.
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Fig. 11 Summary of the final clusters

In the second stage, policyholders are clustered using Kohonen’s map. The
Kohonen map algorithm offers a readable visualization of the results. This allows
the simple comparison of clusterings carried out on different databases. Moreover,
these can be interpreted as different risk clusters. The method has been subjected
to a number of tests, revealing its reliability and the quality of the results. Except
for the "everyday care" clusters (composed of occasional consumers or very par-
ticular policyholders), most clusters are pure and can be used in practice. These
clusters are established using common insurance data, as possessed by every health
insurer. By constituting clusters, we aggregate the data and so respect the legisla-
tion. The method applied here can thus be used to target prevention plans aimed
at policyholders, and our tests have shown that this process is accurate when we
do not have a clear idea of the prevention plans to be instigated.

There are a number of ways in which the method can be improved. First,
this is a mono-label clustering, and multi-label clustering would usually be more
appropriate for health-risk profiles. This multi-label clustering can be carried out
via fuzzy clustering (such as fuzzy c-means) instead of Kohonen’s map.

Moreover, the NMF method has considerable advantages, but one main dis-
advantage: due to the initialization requirements, it can be quite slow. In order
to accelerate dimension reduction, other methods may be more appropriate (e.g.
word-embedding methods).

The method that we have applied here does not take into account the tem-
porality of health consumption. Knowing that a policyholder consumes a great
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deal over a short period or regularly throughout the year could be useful. We are
currently working on these last two points.

The results from this method are very dense, and are sometimes difficult to
interpret. Medical advice on these kinds of results would be useful in understanding
the potential scope of this method.

Last, this method is not particular to health-policyholder clustering, and could
for example also be applied to customer clustering.
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6 Appendix

6.1 Appendix 1: Comparing the clusters obtained from the proposed method to
those from a very basic approach
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Fig. 12 Detailed statistics for all classes.

Fig. 13 Consumption if consuming at least some of a particular health product, and overall
consumption.
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6.2 Appendix 2: An example of another map obtained from the same data

Fig. 14 Self-organizing map obtained from the same data as in Figure 4, using a different
seed.


