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Abstract

Phenotyping is a major challenge in internatiorgsbaomic competition. In a perspective of moderd anstainable
agriculture, understanding the relationship betwgemotype and phenotype according to the envirohiseane of the
major projects of agronomic research. Artificiasion devices embedded on robotic platforms, workmgisible or
hyperspectral color fields permit to carry out maggometric and colorimetric measurements on crépsm this
information, operations like crop varieties compans and disease detection are realized. For dugtr crops,
phenotyping operations are made from a two smalfl #age up to the final stage just before hamgstask. Two
robotic devices were used to make colorimetric gadmetrical measurements on sugar beet plants.ufim@amous
mobile robot navigating in crop lines for littleayrth stages, embedded two cameras. A first ondy aiit oblique
orientation permitted to realize autonomous crop tidcking and the second one in a vertical pasiti@s used to
record cartographic images and make detailed measunts on sugar beet plants. The second robotioplawas a
manipulator arm with 6 degrees of freedom, fixedaamobile linear axis to make measurements for rcha growing
stages. Active perception operations realized thithembedded camera fixed at its extremity, caeist locating by
artificial vision the plant leaves in 3D environmemd from this information, the camera was autérally positioned
at various desired heights and orientations foheadatected leaf, for carrying out, with accuracyage acquisitions
and measurements. Experimentations realized with todotic platforms, for various sugar beet graystages, shown
the interest of these devices for following andlyiag in detail the geometric and colorimetric &itmn of sugar beet
plants in the fields, in order to carry out somemdtyping measurements and particularly for detgctbme diseases.
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1. Introduction

In recent years, the use of new technologies hesnbe widespread in agriculture, through precisamming, with
the aim of improving agricultural operations. Thelation of increasingly sophisticated perceptiensors has enabled
the development of high performance autonomousga#ioin systems, which can in particular performicadgtural
tasks of crop monitoring, and measurements foedfit types of plants, while limiting human intamtien, relatively
restrictive. An important point of growing interdstr the agricultural community is the protectiohooops against a
variety of factors that lead to reduced yields,hsas diseases, that can affect plants during tbhethr process.
Agriculture has become much more than just a wafeed ever-growing populations. Indeed, plants Haa@ome an
important source of energy, and are a fundameigakpn the puzzle to solve the problem of globatming. There
are several diseases that affect plants with thengial to cause devastating economic, social aotbgical losses. In
this context, diagnosing diseases in an accuratejaitk way is of utmost importance. There are sdwegays to detect
plant pathologies. Vision devices are currentlyduse detect some diseases, which can be seen iwidlee or
invisible lighting spectrum. So, it is necessarywork with RGB cameras and also with hyperspeadimlices to
develop image processing tools for disease detectidarge amount of information on the subject barfound in the
papers by (Bock et al., 2010), (Mahlein et al., 204nd (Sankaran et al., 2010). Fungal diseases temently led to
losses in world production, especially for sugagtbesheat or maize. Also, in (Sharr et al., 2048 find a comparison
of leaf detection algorithms presented at the L®afmentation Challenge in 2014. Article in (Barbedal, 2013)
contains a state of the art of disease detectiom fifferent types of sensors (RGB, thermal, hypecgal ...). The
improvement of disease detection by automatic divgtools, which could replace tedious and imperfeuman visual
detection, has therefore become a major conceradgocultural producers. Reliable disease deteati@thods at the
microscopic scale are also used (Henson et al3)18%& (Hobbs et al., 1987), but are destructivaabse they require
samples of plants. There is therefore a need farinaovative techniques to detect diseases as lguackpossible in
crops, to prevent the spread of these diseases lakge areas. The implementation of sensors teogied and
algorithms for automatic phenotyping are of inchegsmportance. Sensors such as 3D Time-of-Fligimeras can be
used for phenotyping under outdoor conditions (Klez al, 2011) and (Paulus et al, 2014). The inftes of direct
light, speed, humidity and dust on the measurenafntise characteristics of the cameras and colpedgence, noise
level and depth resolution were analyzed by thdieapn of phenotyping.
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The benefit of analyzing the information is the li§pito develop strategies to optimize the qualdly their
processing, e.g. next to spectral information as¢himportant phenotyping methods is the exact uneagnt of the
plant's morphological characteristics, for exampdef size, leaf configuration, angle of the trplant height or stem
thickness. In this paper, we will focus on the depment of phenotyping tools and techniques toizeautomatically
by artificial vision, geometric and colorimetric amirements on sugar beet plants. In this applicatie will be
interested in two phenotyping platforms, to workdifierent stages of plant growth. On the one hanthobile robot
carrying two vision systems to navigate crops fav lift stages and perform different measuremegtsl on the other
hand, a mobile manipulator was carrying a camerahiigh growth stages. With regard to this secoratfpim, the
objective is to develop an autonomous robotic sysédlowing the camera to be placed at the desivedtion with
respect to the plants, by means of active percepéichniques. Its goal is to realize precise imagguisitions, in order
to detect and identify leaf diseases, which usugtlpear when the plants have reached an advaramgs st maturity,
and to quantify the diseased surfaces. Duringitbeyfear of this project, a feasibility study,atld to the development
of a robotic system intended to perform measuresnbytartificial vision for the detection of diseasen beet leaves
and the study of their propagation in crops, wasied out. This study led to the choice of the fidsystem named
BettyBot chosen for phenotyping operations andi@aetrly for disease detection on sugar beet plants

2. Materialsand M ethods

Two robotic platforms were used for phenotypingratiens: a light mobile robot for low level stage®d a big one
composed of a linear axis and a manipulator armhifgh level stages.

2.1 Mobile robot

For little vegetation stages, a light mobile robweight: 30 kg, length: 50 cm, width: 30 cm) wasdigFigure 1).
This one embedded two cameras to carry out twoatipes: a Webcam and a Gigaethernet device. Tsiediire, in an
oblique position, permits to achieve a crop rowkiag by visualizing three beet lines and the sdcone realizes
image acquisitions on the central line to obtaicagtographic image and make measures for phenagtygperations.
Both operations were achieved in parallel and &l tene. Image processing algorithms were develdpedrder to
autonomously follow the crop lines, realize measwets and record images of the central line. Atehd of the
navigation, the 2D cartography of the central hivees obtained. From this one, geometric and coldrimaformation
were obtained (beet counting, spacing betweengléedf area, level of red, green and medium lguesence of black
areas in the leaves, ...).

Webcam camera
Resolution: 1280 x 720

GigaEthernet camera
Resolution: 2044 x 2044

.:“ 2l ’Jf
Figure 1 - Mobile robot with both embedded cameras

Various robotic platforms carrying vision systeragperform various agricultural operations have bdsreloped,
for phenotyping operations, as example (Subramaatiah, 2012) and (Gustavo et al., 2012). (Astrand Baerveldt,
2012) have developed a robotic platform, similaotio platform, with the use of two vision devices feed control on
sugar beet crop lines, one for crop raw trackind) thie other for detection and measurements on ciifierent
methods are used for vision tracking by detectivegvanishing point (Ding et al., 2014 ) or (Kongkt 2013). The
intuitive idea is to make an assumption about éh&tive position between the vehicle and the ciogslthat must be
corrected by observing the image. With the develanof precision agriculture, a lot of work hasieene in order
to be able to use assistance robots (assistartice tyiving of agricultural machines) or even agtmous ones. For this
purpose, it is necessary to be able to follow cakun a precise way. Concerning the use of a Gafoethose crop raw
tracking, different approaches are used. Hough odethoften applied on images to find crop lind&raapplying
thresholding and morphological operations, suctRasira-Mas et al., 2005) or (Montalvo et al., 2D1An interesting
way of determining the position and orientatiorcadp lines in the image is outlined in (Gee et2008). The author
starts from a wide view of the rows (at least 6bkey that segment from the function of excessrekg, and applied
two successive Hough methods to finally obtainvéeishing point and the width of the rows. One wagetect crop
lines when many weeds are present is also expodée literature. To that end, two thresholdingrafiens are used.
The first one permit to isolate plants and the sdamne is applied to distinguish the plants fromeeds.
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Finally, to find the culture lines, a linear reggiem is made around the average position of thesrdis method is
certainly very powerful, but the model used impodes the variations of position of the lines ir timage is weak.
Given the requirements of the specifications apdai knowledge of the environment, a bottom-uprach seems to
be preferred. Indeed, there are two general piliegifor a procedural approach: the so-called toprdapproach and
the bottom-up approach. In the first case, we $tanh a large amount of data that must be brokemndand sorted in
order to obtain a result. In the second case, wéotrconfirm a hypothesis thanks to the data ofdéesors (which
requires information on the environment in whicé fystem evolves).

In our application, for crop raw tracking with mtbrobot, a geometric model of the robot has besdimeld, taking
into account the position of the Webcam on the taisovell as the geometry of the ground and theispdetween the
beet lines (Figure 2), to achieve a line trackiagktwith the Webcam, which was positioned so thebild visualize
the vanishing point of the crop lines on the images

Geometric parameters of the robot model

- X0 lateral deviation of the robot from the cehtnae

-YO the distance from the robot's center to the c¢a /\‘\
following the direction of robot moving ’ ~L /7
- Z0 the height of the camera relative to the ceotehe ’
robot -—,*—‘%
-a yaw angle A I

-B pitch angle

- v angle of the camera relative to the plane of 1

moving

Figure 2 - Mobile robot geometric model for cropvrvacking

The technique used in this application is to defewricted search areas, from the knowledge oétivironment, in
which the objects to be detected (beet leaves) beiticated. One of the major interests of thesthoaks is to reduce
the computation time by only looking at interestpayts of the image while ensuring a result coestsivith reality. To
be able to find the lines of culture, one estimaiieirst (from the knowledge a priori) the stafetlee mobile robot, in
real time. Then, the lines around their estimatesitpn are searched for the current state of yistem. To carry out
these operations, a model of the robot with theezamin the given environment, must be developdr: domplete
image processing method is the following: firsg triginal image is thresholded and binarized, gqigimage processing
algorithms such as color classification and mathemlamorphology operations (OpenCV functions),dietect beet
leaves. Then, the image is divided into differeatizontal and vertical zones (3 columns correspumdod three crop
lines, in which the gravity centers of each lea searched). A linear regression operation allotaining sugar beet
rows for the three lines. From this informatiorg @pplication of a Kalman filtering makes it possito automatically
define and limit the search zones of the three lees$, during the successive searches of beeedeam the images
acquired by the camera (Figure 3). Finally, vist@itrol operations are applied for the crop rowoaatous tracking
task.

Line detectior™step Line detection Mediuteps Line detection final step
Figure 3 — Detection of crop lines using Kalmatefihg

2.2 Bettybot Robot

Figure 4 below shows Bettybot robot in a laborataith a camera at its extremity, which will be usfedt
phenotyping measurements for advanced level stétgesluded a motorized linear axis, on which anipalator arm
with six degrees of freedom is mounted/fixed (URBivdrsal Robot model). At the end of this arm, sian sensor
such as a color camera or a hyperspectral cameseembaedded to collect/take images on sugar bepscrath the
possibility to acquire images with various desiheights and orientations. Figure 5 presents thistrembedded on a
tractor for the application in the fields.
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Color camer

Vision sensor

n?

Hyperspectral came

Figure 4 - Bettybot robot with GigaEthernet eaan Figure 5 - Bettybot enfthed on a tractor

The general application with this robotic platfoisyshown in Figure 6. The tractor navigates outtligecrop lines
and stops when the linear axis is aligned withog ¢ine. Then, the mobility of linear axis and n@nator arm permit
to acquire and compute images on lengths of beel about 3m.

Figure 6 — General operations in sugar beet cragsli

The use of such a system makes it possible to ebslee beet leaves according to different pointg®f, thanks to
the complementarity between the manipulator armthedinear axis, which enables the sensor to radahge number
of positions and orientations in relation to thaves and to be able to work on different plantsweiger this
association causes difficulties in the control.ded, this system is redundant, that is to saysitthare control variables
(degrees of freedom) than sensor position datae,Herr system has seven joints, so seven variablesmmands on
which one can act, to place the sensor to a passitign and orientation) defined by 6 values (3tfor position and 3
for the orientation). There are infinite configuoats of the system to place the sensor in a despese.
Control/command algorithms have been developedhisroperation, by acting on the six degrees oéddoem of the
UR5 arm and taking into account the problems ofingdincy. The interest of the phenotyping platfosnthat its
behavior adapts according to the perception ofthte of the vegetation. Thus, the movements ofyiséem must be
enslaved from observation algorithms of beet platdisensure the most accurate detection as posdtbie also
necessary to take into account the specificitided to the evolution in natural environmentshiese controls, such as
the variation of the brightness, to adapt the biginaaf the robot. The main task is to detect thetdeaves and then
observe them using the sensor located at the ettteahanipulator arm, in order to detect diseashs task can be
broken down into different functions: the first Wile to detect the different leaves to be obsertteeh to place the
sensor close enough above them, and finally to naowend to determine the angle of view allowingaifing the
maximum relevant information for the detection &fedises. The work done so far is focused on twasaperception,
through crop detection, and control, including, agother things, the management of system reduydanc

2.3 Sugar beet leaf detection

A pixel color classification in RGB color spaceingsSVM method, was made, in order to discrimirzdéh pixel
types (sugar beet leaf and ground pixel) (Figyrednsidering different ground colors and beetdsacorresponding
to various level stages (various green colors).

Sugar beet leaf—p =

= [ o
{ h ¥ F‘.?ZB -
Ground > -
/)* -,
e ”\. \?\ /{s
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200 ¢
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~<" o

Figure 7 — Color discrimination between sugar et/ ground points using SVM classification
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3. Resultsand Discussion
3.1 Crop row tracking result

Figure 8 shows an example of a result obtained fr@mitoring beet line detection, with Webcam cameith the
three steps of the developed algorithm: in (a)sthoé&ling operations with the application of SVMsd#ication and
morphological operations to detect sugar beet cengb remove noise, in (b) the gravity centers alvés in each
defined rectangular area are obtained, and in ricgxample of final result obtained is presentedh e use of a
Kalman filtering operation for improving the crojpd detection. From this information and takingoimtccount the
position and orientation data of the camera embaddethe robot, the lateral deviation between thigot and the
central line was obtained. Then a referenced vismnmand was applied for autonomous robot navigatio

(a) ()

Figure 8 — Sugar beet line detection with Webcamera

3.2 2D mapping of beet crop lines

With the GigaEthernet camera, the objective wasidquire images on the central line, to obtain,rafteage
processing, a cartographic image. From this casfgc image, geometric measurements can be madie,asuthe
counting of plants and leaves, the spacing betwhenplants, the leaf area, but also colorimetricasneements,
allowing to analyze in detail the colorimetric \&ions. on the different leaves (Figure 9).

Figure 9 - Cartographic image of a sugar beetdintained with GigaEthernet camera

From this 2D mapping, geometric and colorimetrimm@ements were carried out, such as beet plantinguleaf
area of each plant, distance between plant, meln toRGB or in HSV color space, in order to arza\the color
difference between leaves, to detect some disgaséoasee the growing level of the culture. Aldata obtained with
these cartographic images, at different time duthrg growing evolution, permit to make comparisbeswveen crop
varieties and also between fields.

3-3 Detection and localization of beet leaves \Bigtybot robot

An image processing job has been performed. Thectibg was to detect the beet leaves of a pottadtph a
global manner and to achieve measures on thisfgakes belonging to the beet leaves, such agtsition of the
gravity center and total leaf area (Figure 10).nfrtbese image data, control/command operationsRE hhanipulator
arm was performed. The goal was to use the imaggetdgosition the robot extremity above a plant.

Figure 10 - Detection of sugar beet leaves by inpageessing
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The desired pose of the sensor is estimated acgptdithe sensor data. First, an image process$jugithhm extracts
the green areas of the observed image (by thresigodshd morphology) then retrieves the differefivimation that is
the position of the barycenter of this area inithage and its size in pixels, as shown in the mevifigure. The goal is
to superimpose the center of gravity of this ar@a e center of the image. For that, one calesldhe displacement
to be carried out in the camera frame, for the ndreamply by displacing the sensor in a plane palréd the ground,
then one expresses this displacement in the globaidinate system. The presented works, in thiepape based
directly on the works of (Spong et al., 2001) a@dafg, 2005). The objective of this project is &tatt beet leaves and
then observe them using the sensor located atnth@fethe manipulator arm in order to detect dissa¥his objective
can be broken down into different tasks: the fivdt be to detect the different leaves to be obsdpthen to position
themselves at the top close enough, then to mooendrto determine the angle of view allowing oltainthe
maximum of relevant information for the detectiohdiseases. At first, the work done so far has beemove the
camera attached to the manipulator arm above a.plde position of the desired effector is thenadhed. A
performance criterion must be defined to reducepthesibilities. There are articles on trajectorpeation and control
mobile manipulators based on the value of maniplihlabThis criterion was defined in (Yoshikawa, 84 and
represents the ability of a manipulator robot tadifyothe pose of its effector in all directions.idtused in (Yamamoto
and Yun, 1992) to determine the joint coordinatethe manipulator arm corresponding to maximum ipalaibility,
these coordinates being subsequently fixed andtbelynobile platform moves to follow the trajectolty (Bayle et al.,
2003), the theory developed in (Yamamoto and Y @82} has been extended to all mobile manipulafbinsis, this
criterion defines the whole system, and makes ssiibe to generate, from kinematic models, cootdhanovements
of the whole system. More recently, this criterftas been optimized for manipulator arms with sigrdes of freedom
(Zang et al., 2016). There are also different waydormulate the problem of control of mobile marigtors. In
(Soetanto et al., 2003), three formulations aredisthe achievement of a desired pose by the matnargan, path
tracking or trajectory tracking. Finally, a secoaspect that may be interesting to dig is the dafimiof an image
quality metric. Indeed, the purpose of the systenoienable detection of diseases, which impligaining images of
sufficiently good quality. The criteria for imagesolution and sharpness are to be taken into atddlaneover, as the
system must be used outdoors, it will be subjectaations in brightness, but also to glare dueh® sun or the
movement of leaves.

3-4 Mobility control of Bettybot robot

Once the installation of the desired effector iSnested, the system is set in motion according woatrol law
which has been developed to manage the redunddrtye gystem. To control the robot, we then basselves on
optimizing the working space of the manipulator afithe ultimate goal is to come to observe leavedraing to
different points of view, it is necessary that thieentation of the camera can be modified. Thersftre working space
of the manipulator arm should be as large as plessithen the camera is centered over a plant|aavahis change of
orientation. To do this, we base ourselves on th&ice between the desired position of the camedathe limits of
the working space of the manipulator arm (Figur® Ifithis position is inside the working spacetbé manipulator
arm, only the latter is set in motion. On the othand, if the position to be reached is too farygwlae support translate
to center the working space of the manipulator abmve the plant to be observed, ie in order toerehe base of the
manipulator arm to the maximum above the plantprictice, a coefficient is defined as a function of the distance
between the desired position of the sensor andirttits of the working space of the manipulator aatgng an axis
parallel to that of the linear axis. Its values iaréghe range [-1; 1] so that when the desired mdshe sensor is close to
the center of the working spadeis zero and, in this case, only the manipulator @rset in motion. On the other hand,
if the desired pose is outside the working spacelase to the limit, their = + 1 (the sign differs according to the
direction of the displacement to be performed), #ml Linear axis only moves in order to center Ilase of the
manipulator arm above the plant. If the plant toobserved is between the two previous cases, tiemanipulator
arm and the linear axis move in a coordinated v@nce this coefficient is determined, two commands are sent: one
for the linear axis which is proportional g and one second for the manipulator arm jointsiciwhs inversely
proportional to\.

s G <o . o G
a) Plamgide the working space of the arm b) Plant outside the working space of the arm
Figure 11 - Influence of the space between theeggiosition for the camera and the working spdieceamipulator arm
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In Figure (a), it may be noted that the plant isated almost under the base of the manipulator fixed on the
support in translation. In this case, the arm alcare be positioned above the plant, while keepirficent freedom of
movement to allow the change of orientation of ¢thenera. In contrast, in Figure (b), the plant bdowfar from the
base of the manipulator arm, the translation ofsiygport is then necessary to allow a change ehtaiion once the
camera centered above the plant. The previousbusiied command approach has been tested on tlag sygtem.
The following curves in (figure 12) represent thelation of three elements: the lambda coefficighg linear axis
speed and the respective speeds of each of mataipalan joints as a time function. The left coluwineach element
shows the behavior of the system in the case wherplant to be observed is in the working spacé@fmanipulator
arm (Figure 11, case a), while the right one regmssthe case where the plant is located at outhrlevorkspace
(Figure 11, case b).

[1X T T T T it b b

s

" ,;\ 0 - L

k [
w i | z

é:& —_— F‘Lﬁm ol v ‘JT - c”_,__ﬂ‘_f—j"-
p i * ! J- | el ];:-E-r ) b e
Ee W “ e ol J‘L—-\_—m-— : _L_::“%in oot 1:“7\'1
ol b it 1 { Il -u'-‘ 4
: s s A N S 8 Lot b
MH U E O E R E Y g s e s w LECEE I m‘“ Eonodon e b ] ¥ = | ] 1

| | | ! |
(a) Lambda evolution (b) Evolution of lineaxis speed (c) Evolutionmfanipulator arm joints speed

Figure 12 — Experimental results with Bettybot Riobo

In the first case, as the desired pose of the sésdocated in the working space, the coefficiems zero and only
the manipulator arm is moving. Indeed, the speetth@iinear axis is zero in this case, while thgcalar velocities of
the manipulator arm evolve as a function of timetilubbecoming zero when the sensor is centered albloe plant.
In the second case, the desired pose of the semkumrated at the limit of the workspace. The vabfi¢ then almost
equal to 1 and the speed on the linear axis igther non-zero. It is also observed that the eimiuf the speed of the
axis follows the evolution df, it increases initially until reaching the maximwmeed, then decreases at the same time
as, which corresponds to the relationship of propworiity between the two sizes. During this timeg #rticular
velocities are rather weak at the beginning), &slarge, then increase aslecreases, and become null when the sensor
is above the plant. The developed algorithm for ifitgland control of Bettybot robot, in order to n®the camera at a
desired position from a sugar beet crop positiosaissfying. It makes it possible to weight theptheement of the
linear axis and the manipulator arm as a functibthe working space of the manipulator arm and fetonoptimize
this space in order to execute observation trajst@round the leaves. In addition, the calcutatibthe coefficient
between the two commands can be parameterizeddicgdo the desired behavior: it is possible toegimore weight
to the movement of the manipulator arm, or, oncibr@rary, to promote the displacement of the lireeas.

4, Conclusions

In 2017, the robotic platform Bettybot was takerhand, by looking at different aspects in the fiefdobotics, to
meet the needs of the Phénaufol project: mobilitthe linear axis and the arm UR5, perception wli# using of a
color camera, attached to the end of the manipubatm, control / command operations, working on dine hand in
open loop, by sending commands on the 7 degre@seifom of Bettybot, to position the color cameréhe desired
locations to make acquisitions and image processind secondly in closed loop, to automaticallytedrithe 7 degrees
of freedom, from the image data obtained, in reméf by image processing. Acquisition and imagecessing work
was also carried out for early growth stages, whth Jaguar mobile robot, in order to obtain mapgesaof beetroot
lines and to perform geometric and colorimetric sugaments.

Next experimentations realized in laboratory anthanfields, will consist to apply and optimize theveloped methods
about perception by vision and control/command etty®ot robot, working on several aligned sugait lbegps, at high
growing stage, taking into account the redundanzid¢ke seven degrees of freedom for robot contnad] the lighting
variations in the fields which can affect the sulgeet leaves detection. Concerning artificial \isione important work
will consist in the detection of each plant indeghemtly, using new image processing methods anédoh plant, the
aim will be to detect its leaves and to obtain sg@emetric data such as gravity center and theiposif the central
vein. Therefore, this will allow coming to obserttee plant leaves one by one, and to test diffecdrgervation
trajectories. It will also be possible to integrdte calculation of an important image quality @uderistic, such as
brightness, for example, in order to determineltést point of view concerning this parameter. Hpproach could be
extended to other parameters, depending on thedeaistics of the image necessary for good detectiAlso, this
robot could be also used to achieve measurementstt@n crops, such as maize, wheat or sunfloweryéoious
precision agriculture operations.
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