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PING-PONG PARTITIONS AND LOCALLY DISCRETE GROUPS OF
REAL-ANALYTIC CIRCLE DIFFEOMORPHISMS, I: CONSTRUCTION

JUAN ALONSO, SÉBASTIEN ALVAREZ, DOMINIQUE MALICET, CARLOS MENIÑO,
AND MICHELE TRIESTINO

Abstract. Following the recent advances in the study of groups of circle diffeomorphisms, we
classify the topological dynamics of locally discrete, finitely generated, virtually free subgroups
of the group Diffω

+(S1) of orientation preserving real-analytic circle diffeomorphisms, which
include all subgroups of Diffω

+(S1) acting with an invariant Cantor set. An important tool
that we develop, of independent interest, is the extension of classical ping-pong lemma to
actions of fundamental groups of graphs of groups. Our main motivation is an old conjecture
by P.R. Dippolito [Ann. Math. 107 (1978), 403–453] from foliation theory, which we solve in
this restricted but significant setting: this and other consequences of the classification will be
treated in more detail in a companion work.
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1. Introduction

In this work we study virtually free groups of real-analytic circle diffeomorphisms. Recall
that a group is virtually free if it contains a free subgroup of finite index. All the actions on
the circle that we consider preserve the orientation, and we denote by Diffω

+(S1) the group
of order-preserving, real-analytic circle diffeomorphisms. We are more specifically interested
in those virtually free groups that are (C1) locally discrete in Diffω

+(S1): this is a condition
that is stronger than simple discreteness, as it is not only required that the identity being
isolated in G, but we want it to be isolated in restriction to every interval where there is the
interesting dynamics of the group. Namely, let Λ ⊂ S1 be a minimal invariant compact set for
G (this is either the whole circle, or a Cantor set, or a finite orbit); G is locally discrete if for
every interval I intersecting Λ, the restriction of the identity to I is isolated among the set of
restrictions in the group

G|I = {g|I | g ∈ G} ⊂ C1(I;S1),
with respect to the C1 topology. The case of invariant Cantor case is of special interest in
this paper. By work of Rebelo [41], every finitely generated subgroup G ⊂ Diffω

+(S1) with an
exceptional minimal set is locally discrete. Moreover, by a theorem of Ghys [22] such a group
must be virtually free.

Note that when the action of G has finite orbits, the minimal invariant compact set may
not be unique. In fact, by the so-called Hector’s lemma [2,22,24,38], in this case the locally
discrete group G ⊂ Diffω

+(S1) is virtually cyclic, therefore a fortiori the definition does not
depend on the choice of Λ. Reciprocally, by the Denjoy-Koksma inequality [26, 40], locally
discrete, virtually cyclic groups must have finite orbits. This has an important consequence:
locally discrete, virtually cyclic groups are topologically classified by the periodic orbits
and their symmetries, and more precisely by their number and their dynamical behaviour
(attracting/repelling).

As Bonatti and Langevin nicely explain in [3], a classification problem usually divides into
three parts:

(1) First, one has to solve the problem of coding. That is, given an action, one has to find
a recipe to describe the action by a finite amount of data, in such a way that if for two
actions one has the same data, then the actions are (semi-)conjugate.

(2) Second, one has to settle the problem of realization. That is, one has to detect which
arrays of data actually come from a coding of an action.

(3) Third, there is the problem of recognition. That is, a given action may be encoded by
two different arrays of data and one wants to be able to determine (algorithmically)
when this happens.

In the example above of virtually cyclic groups, the three facets of the topological clas-
sification problem are solved. As another major example, the topological classification of
discrete subgroups of PSL(2,R) coincides (see [25]) with the classification of hyperbolic surfaces
(possibly with boundary, cusps and conic points).
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Our main result is the first step for the topological classification of general locally discrete,
virtually free groups in Diffω

+(S1). As for the simple case of virtually cyclic groups, we shall
describe the conjugacy class with simple combinatorial and dynamical data (like the “periodic
orbits” above): these will be encoded in a partition, that we call ping-pong partition, associated
with actions on trees and good generating sets. These are the generalization of more classical
ping-pong partitions to groups acting on trees, first developed by Fenchel and Nielsen [19]
and later used successfully by Maskit in his combinations theorems [34]. They can also be
thought as relatives of classical Markov partitions in dynamical systems; we discuss the relation
between these two notions in the next section.

As for free groups it is natural to define a ping-pong partition associated with a given
generating system, a good analogue for virtually free groups are orientation-preserving,
cocompact, proper actions on locally finite trees. In this precise setting, proper means that the
action has finite stabilizers. In the following we say that a marking for a finitely generated,
virtually free group G is a proper action α : G → Isom+(X) of G on a locally finite tree,
together with a connected fundamental domain T ⊂ X for the action α.
Convention. In the following, by virtually free group we will always mean a finitely generated,
virtually free group which is not virtually cyclic (unless explicitly stated).
Theorem A. Let G ⊂ Diffω

+(S1) be a locally discrete, virtually free group of real-analytic circle
diffeomorphisms. For any marking (α : G → Isom+(X), T ), there exists a proper ping-pong
partition for the action of G on S1 (in the sense of Definition 6.3).

As there are several definitions appearing in the literature of semi-conjugacy of actions on
the circle (see [5, 6, 23, 32]), let us fix the following:
Definition 1.1. Let ρν : G → Homeo+(S1), ν = 1, 2, be two representations. They are
semi-conjugate if the following holds: there exist

• a monotone non-decreasing map h : R→ R commuting with the integer translations
and
• two corresponding central lifts ρ̂ν : Ĝ→ HomeoZ(R) to homeomorphisms of the real
line commuting with integer translations,

such that
h ρ̂1(ĝ) = ρ̂2(ĝ)h, for any ĝ ∈ Ĝ.

Theorem B. Let ρν : (G,α, T )→ Homeo+(S1), ν = 1, 2, be two representations of a virtually
free group with a marked action α on a tree. Suppose that the actions on S1 have equivalent
proper ping-pong partitions (in the sense of Definition 6.11). Then the actions are semi-
conjugate.
Remark 1.2. In the statement of Theorem B, the representations are automatically injective:
as we will see with Theorem 5.4, a proper ping-pong partition for a virtually free group forces
the action to be faithful.

To give a more concrete picture, in the classical case of discrete groups Γ in PSL(2,R),
the ping-pong partition that we consider corresponds to some coding for the geodesic flow
on the unit tangent bundle PSL(2,R)/Γ. However, our construction is more dynamical than
geometrical, based on the recent work of Deroin, Kleptsyn and Navas [13], where Theorem
A is proved for free groups. In their work, this is the key for establishing important ergodic
properties of virtually free groups of real-analytic circle diffeomorphisms, solving old conjectures
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by Ghys, Sullivan and Hector in this particular setting. Several other consequences of the
ping-pong partitions are described in the companion paper [1]: for instance, they allow to
solve directly an old conjecture by Dippolito [17] in the significant case of foliations arising as
suspensions of group actions, in real-analytic regularity (see [1] for more details and context).
Corollary (Dippolito conjecture in class Cω). Let G ⊂ Diffω

+(S1) be a group of real-analytic
circle diffeomorphisms with an invariant Cantor set. Then the action of G is semi-conjugate to
an action by piecewise-linear homeomorphisms. More precisely, every such G is C0 conjugate
to a subgroup of Thompson’s group T .

If for the case of free groups the corollary above is a rather elementary consequence of the
work [13] (see [31, Lemma 2.6]), solving it for general groups requires the whole generality of
Theorems A and B. The main difficulty is that we have to consider actions of groups with
torsion elements, which is often a delicate task. Here we solve this problem by replacing the
use of normal forms in [13] by actions on trees: a marking of a virtually free group G defines
a partition of the boundary of the group ∂G (§ 5.4), on which the group G plays “ping-pong”
(§ 5.5), which has a good behaviour when passing to finite-index subgroups (§ 5.6), and induces
a ping-pong partition for the action on the circle, which corresponds to the construction of
Deroin-Kleptsyn-Navas in the case of free groups (Section 7). This is essentially the outline
of the proof of Theorem A. For Theorem B, we have to face the extra difficulty that is to
formalize a good notion of ping-pong for virtually free groups: this should be good enough
so that when introducing ping-pong partitions for actions on the circle (Definition 6.3), the
notion ensures that finitely many combinatorial data are enough to recover the semi-conjugacy
class of the action (§ 6.5). This problem requires a long detour through Bass-Serre theory
(Section 4), which culminates in a generalized ping-pong lemma for fundamental groups of
graphs of groups (Theorem 5.4), a key result which is also of independent interest.

Observe that in this work we do not address the question of determining what ping-pong
partitions actually come from an action of a given group. In basic cases as a free product like
Fn or Z2 ∗ Z3 (∼= PSL(2,Z)), a systematic description of all ping-pong partitions seems out
of the reach [1, 31,35]. Related to this problem, we prove however the following very general
result:
Theorem C. Let G ⊂ Homeo+(S1) be a finitely generated, virtually free group (possibly
virtually cyclic). Then G is free-by-finite cyclic: there exists a free subgroup F ⊂ G of index
m ∈ N such that G fits into a short exact sequence

1→ F → G→ Zm → 0.
Conversely, any finite cyclic extension of a free group can be realized as a locally discrete group
of real-analytic circle diffeomorphisms.

Neither we address the problem of recognition: this should pass through an understanding
of how an automorphism of a virtually free group (which essentially changes the marked action
on the tree) modifies a ping-pong partition (can the combinatorics of the partition be different?
This problem should be first studied for free groups, for which we expect a negative answer).
Observe that there is an extensive literature about decidability properties for virtually free
groups (see to this purpose [29,37] and the survey [43]).

Finally, we highlight that virtually free groups constitute an important class of locally
discrete subgroups of Diffω

+(S1): it is conjectured [2,11,21] that such subgroups can only be
virtually free or Cω-conjugate to a finite central extension of a Fuchsian group (cocompact
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lattice in PSL(2,R)). Currently, this has been validated for groups acting with an invariant
Cantor set (recall that in [22] Ghys proves that such groups are virtually free), and for locally
discrete groups acting minimally with the so-called property (?).

Remark 1.3. In this article we consider only groups of homeomorphisms which preserve the
orientation. Any subgroup G ⊂ Homeo(S1) contains a subgroup G+ of index at most 2 which
preserves the orientation. It is however against the spirit of this article to simplify the problems
passing to a finite-index subgroup, and we should also treat virtually free subgroups with
orientation-reversing elements. As a disclaimer, when making this simplification we are only
leaving aside dynamics of dihedral type, which is not hard to understand, but would lead to
heavier notations.

2. Markov partitions versus ping-pong partitions

In [4], Bowen and Series described a natural way to encode the action of a Fuchsian group
Γ on the circle, constructing Markov partitions. Informally speaking, a Markov partition is a
finite collection of non-overlapping intervals of the circle, together with a map T piecewise
defined over each of these intervals, coinciding with the generator of the Fuchsian group that
performs an expansion of the interval. In the construction, the map T is expanding and orbit
equivalent to the action of Γ on the circle. Using this construction, Bowen and Series succeeded
in studying several ergodic properties of the action of Γ on S1.

In a similar spirit, in [12], Deroin, Kleptsyn and Navas associate a Markov partition with
any locally discrete, finitely generated group Γ of C2 circle diffeomorphisms verifying what
they call property (?), or (Λ?). (Their construction is reminiscent of [7, 8].) In this case, the
map T that they define is also expanding and orbit equivalent to Γ. The explicit construction
was pursued in [20]. In [13], the same authors directly work with locally discrete, free groups
of real-analytic diffeomorphisms, and they build an associated Markov partition, thus showing
that such a group necessarily has property (?), or (Λ?). In the latter situation, the Markov
partition is actually a ping-pong partition, in the sense that the generators of the free group
play ping-pong with the intervals of the partition. In both situations the Markov partition are
obtained using techniques of control of the affine distortion.

Compared to the construction in [13] of ping-pong partitions, when dealing with virtually
free groups, we have to overpass the problem of having many ways for writing a given element
as a product in the generating system (in particular we have to deal with amalgamated
subgroups). For this reason, we slightly modify the construction of Deroin, Kleptsyn and
Navas. Actually, our approach is largely inspired by that of [36], where Matsumoto studies
semi-conjugacy classes of representations of surface groups, introducing the notion of basic
partition. In particular, we borrow from Matsumoto, and actually back from Maskit [34], the
idea that the action on a Bass-Serre tree induces a partition of the circle. We shall recall the
basic notions of Bass-Serre’s theory in § 4.1. As the reader will see, a serious difficulty not
appearing in [36] is that virtually free groups which are not free contain torsion elements.

3. Ping-pong and the DKN construction for free groups

Before getting started with virtually free groups, we recall the main construction in [13] for
free groups. In this section, we denote by G a rank-n free group. We choose S0 a system of
free generators for G, and write S = S0 ∪ S−1

0 . We denote by ‖ · ‖ the word norm defined by



6 J. ALONSO, S. ALVAREZ, D. MALICET, C. MENIÑO COTÓN, M. TRIESTINO

S. Recall that any element g in G may be written in unique way
g = g` · · · g1, gi ∈ S,

with the property that if gi = s then gi+1 6= s−1 (we write compositions from right to left).
This is called the normal form of g. For any s ∈ S, we define the set

Ws := {g ∈ G | g = g` · · · g1 in normal form, with g1 = s} .

If X denotes the Cayley graph of G with respect to the generating set S (which is a 2n-
regular tree), with the right-invariant distance, then the sets Ws are exactly the 2n connected
components of X \ {id}, with Ws being the connected component containing s. The choice of
the right-invariant distance gives the isometric right action of G on X: x ∈ X 7→ xg ∈ X. It
is easy to see that the generators S play ping-pong with the sets Ws: for any s ∈ S, we have
(X \Ws−1) s ⊂ Ws. Using the action on the circle, we can push this ping-pong partition of
the Cayley graph of G to a partition of the circle into open intervals with very nice dynamical
properties. Given s ∈ S, we define

(3.1) Us :=
{
x ∈ S1

∣∣∣∣∣∃ neighbourhood Ix 3 x s.t. lim
n→∞

sup
g/∈Ws,‖g‖≥n

|g(Ix)| = 0
}
.

In [13] it is proved the following:

Theorem 3.1 (Deroin, Kleptsyn, and Navas). Let G ⊂ Diffω
+(S1) be a finitely generated,

locally discrete, free group of real-analytic circle diffeomorphisms, with minimal invariant set
Λ. Let S0 be a system of free generators for G and write S = S0∪S−1

0 . Consider the collection
{Us}s∈S defined in (3.1). We have:
1. every Us is open;
2. every Us is the union of finitely many intervals;
3. any two different Us have empty intersection inside the minimal invariant set Λ;
4. the union of the Us covers all but finitely many points of Λ;
5. if s ∈ S, t 6= s then s(Ut) ⊂ Us−1.

For s ∈ S, and a connected component I = (x−, x+) ⊂ Us such that a right (resp. left)
neighbourhood of x− (resp. x+) is contained in a connected component J− (resp. J+) of the
complement S1 \ Λ, denote by Î the interval resulting from removing J− and J+ (whenever
they are non-empty) to I. Then denote by Ûs the subset of Us, formed by the union of the
reduced intervals Î, for I connected component of Us. By construction, and G-invariance of
Λ, the family {Ûs}s∈S satisfies all the properties 1. through 5. of Theorem 3.1, and moreover
they are pairwise disjoint.

Definition 3.2. Let G ⊂ Homeo+(S1) be a finitely generated, free group of circle homeomor-
phisms and let S = S0 ∪ S−1

0 be a symmetric free generating set. A collection {Ûs}s∈S of
subsets of S1 is a ping-pong partition for (G,S) if it verifies the following conditions:
1. every Ûs is non-empty, union of finitely many open intervals;
2. any two different Ûs have empty intersection;
3. if s ∈ S, t 6= s then s(Ut) ⊂ Us−1 .

The skeleton of the ping-pong partition is the data consisting of
(1) the cyclic order in S1 of connected components of ⋃s∈S Ûs, and
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(2) for each s ∈ S, the assignment of connected components

λs : π0

 ⋃
t∈S\{s}

Ût

→ π0
(
Ûs−1

)
induced by the action.

Remark 3.3. In [13] the definition of the sets Us (there called M̃γ) is slightly different based on
a control on the sum of derivatives along geodesics in the group. Here the definition that we
adopt is simply topological, as we consider how neighbourhoods are contracted along geodesics
in the group. This difference in the definition leads to possibly different sets: one can show
that Us contains the corresponding M̃s, and the complement Us \ M̃s is a finite number of
points, which are topologically hyperbolic fixed points x for some element g in the group, but
with derivative g′(x) = 1.

Even with the different definition, the proof of Theorem 3.1 proceeds as in [13]. The hardest
part is to prove property 2., which is Lemma 3.30 in [13], and property 4, which actually
occupies most part of [13] (because it comes as a consequence of property (?)). For the
other properties, we will give more details and references when proving the more general
Theorem 7.3.

Remark 3.4. Ping-pong partitions and skeletons for free groups already appear in [31,33] as
ping-pong actions and configurations, respectively, with slightly different conventions.

Let us end this section by stating Theorem B for the particular case of free groups. For
this, we first need the following:

Definition 3.5. Let ρν : (G,S)→ Homeo+(S1), ν = 1, 2, be two injective representations of a
finitely generated, free group with a marked symmetric free generating set S = S0 ∪ S−1

0 . Let
{Uν

s }s∈S, be a ping-pong partition for ρν(G,S), for ν = 1, 2. We say that the two partitions
are equivalent if they have the same skeleton.

Proposition 3.6. Let ρν : (G,S) → Homeo+(S1), ν = 1, 2, be two injective representations
of a finitely generated, free group with a marked symmetric free generating set S = S0 ∪ S−1

0 .
Suppose that the actions on S1 have equivalent ping-pong partitions. Then the actions are
semi-conjugate.

The proof of this result is somehow classical (see [36, Theorem 4.7] and [33, Lemma 4.2]).
We will extend this result to virtually free groups in Section 6.

4. Algebraic set-up: virtually free groups and Bass-Serre theory

4.1. Bass-Serre theory in a nutshell. The basic principle of Bass-Serre theory is to describe
the algebraic structure of a group studying actions on trees. By trees we mean simplicial
trees, namely connected graphs without cycles or, more formally, connected, simply connected,
one-dimensional CW complexes. The trees have oriented edges, and the group actions on trees
preserve the orientation. A tree is locally finite if each vertex has only finitely many edges
attached to it. Serre’s book [42] is probably the exemplary reference for an introduction to
the theory (see also [15] for a more detailed reference). That such a point of view is fruitful, it
can be already perceived in one of its first applications: a group G is free if and only if there
exists a free action of G on a tree (a free action is an action with trivial stabilizers). It then
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appears almost tautological that a subgroup of a free group is free (Nielsen-Schreier theorem).
Also virtually free groups can be characterized in a similar way [15, Cor. IV.1.9]:
Theorem 4.1 (Karrass, Pietrowski, and Solitar [28]). A group G is virtually free if and only
if there exists a proper action of G on a tree. Moreover, if G is finitely generated, the tree may
be taken to be locally finite and the action cocompact.

The fundamental notion in Bass-Serre theory is that of graph of groups and its fundamental
group. The definitions are more intuitive when starting from a (left) action of a group G on
a tree X. Denote by X = (V,E) the quotient graph X/G, whose vertices correspond to the
orbits of the vertices of X under the action of G, and similarly do its edges. One defines
the graph of groups (X;Gv, Ae) attaching to any vertex v ∈ V of X the stabilizer Gv of a
vertex in the orbit it represents, and to any edge e ∈ E of X, the stabilizer Ae of one edge
in the orbit (observe that Ae = Ae, where e denotes the edge e with reversed orientation).
Choosing the representatives of the vertices in an appropriate way, one can see an edge group
Ae as the intersection of the vertex groups Go(e) and Gt(e) (here we denote by o(e) ∈ V and
t(e) ∈ V respectively the origin and the target of the oriented edge e ∈ E; if an edge is fixed,
the two vertices on it are fixed, too). One formally writes this introducing boundary injections
αe : Ae → Go(e), ωe : Ae → Gt(e).

Reciprocally, starting from a graph of groups (X;Gv, Ae), one constructs a tree X, called
the Bass-Serre tree, and a group G, called the fundamental group of (X;Gv, Ae) and denoted
by π1(X;Gv, Ae), such that:

• the group G acts on X and the quotient graph X/G is isomorphic to X,
• the stabilizer of any vertex in X is isomorphic to the group Gv, where v ∈ V is the
projection of the vertex to X,
• the stabilizer of any edge in X is isomorphic to the group Ae, where e ∈ E is the
projection of the edge to X.

Clearly, starting from a left action of a group G on a tree X, then G is isomorphic to the
fundamental group of the graph of groups it defines, and the action on the Bass-Serre tree is
conjugate to the action of G on X. At the level of combinatorial group theory, from an action
of a group G on a tree X, one derives a presentation for G. For this, we fix a spanning tree
T = (V,ET ) ⊂ X. One has the isomorphism

(4.1) G ∼=

〈
Gv, E

∣∣∣∣∣∣∣∣∣
rel(Gv) for v ∈ V,
e = e−1 for e ∈ E,
e = id for e ∈ ET ,
e−1αe(g)e = ωe(g) for e ∈ E, g ∈ Ae

〉
where rel(H) denotes the relations in the group H. The second and third sets of relations
imply that G is generated by the vertex groups Gv and the symmetric set of edges S ⊂ E \ET
(here symmetric means that one has the relations s = s−1 for s ∈ S). In particular, the
classical fundamental group π1(X, ∗) (which is a free group of rank 1− χ(X)) is naturally a
subgroup of π1(X;Gv, Ae), freely generated by the symmetric set of edges S.

As standard particular classes of graphs of groups we find:
(1) Amalgamated products. When the graph of groups has simply two vertices and one

edge, the fundamental group of the graph of groups is the amalgamated product of the
vertex groups over the edge group:

G1 ∗A G2 = 〈G1, G2 | rel(Gi), α(a) = ω(a) for a ∈ A〉 .
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(2) HNN extensions. When the graph of groups has one only vertex and a self-edge, the
fundamental group of the graph of groups is an HNN extension of the vertex group:

G0∗A =
〈
G0, s | rel(G0), s−1α(a)s = ω(a) for a ∈ A

〉
.

Remark 4.2. Every fundamental group of a graph of groups is obtained by iterating amalga-
mated products and HNN extensions.

4.2. A first result: structure of virtually free groups acting on the circle. After this
digression we come back to groups acting on the circle. From Karrass-Pietrowski-Solitar
theorem we derive a very precise description of virtually free groups in Homeo+(S1). In [22],
Ghys proves that a finitely generated group G of real-analytic circle diffeomorphisms with
minimal invariant Cantor set has a finite-index, normal free subgroup H such that the quotient
G/H is abelian (see Remarque 4.4 in [22]). Here we generalize this result:

Theorem 4.3. Let G ⊂ Homeo+(S1) be a finitely generated virtually free group (possibly
virtually cyclic). Then G is free-by-finite cyclic: there exists a normal free subgroup H ⊂ G of
finite index such that the quotient G/H is cyclic.

The proof takes inspiration from a standard procedure for finding a finite-index free subgroup
inside a virtually free group [14, II.3.6] (see also [15, §. I.7-9]).

Proof. By Theorem 4.1, the group G is isomorphic to the fundamental group of a graph of
groups (X;Gv, Ae) with finite vertex groups. Take

m := l.c.m.v∈V |Gv|,
and define a homomorphism π : G → Zm as follows. Observe that as Gv ⊂ Homeo+(S1) is
finite, it must be cyclic.

Claim. There exist homomorphic embeddings πv : Gv ↪→ Zm such that πo(e)|αe(Ae) and
πt(e)|ωe(Ae) coincide for any e ∈ E.

Proof of Claim. Here we consider Zm = ( 1
m
Z)/Z = {0, 1

m
. . . , m−1

m
}. For any v, the rotation

number rot : Gv → R/Z has image {0, 1
|Gv | , . . . ,

|Gv |−1
|Gv | }. As |Gv| divides m, the map πv(g) =

rot(g) defined on Gv takes values in Zm. The relations e−1αe(g)e = ωe(g) say that the
restrictions πo(e)|αe(Ae) and πt(e)|ωe(Ae) coincide, as the rotation number is invariant under
conjugacy. �

From the presentation (4.1) of the fundamental group of a graph of groups, we get that the
πv’s from the Claim extend to a morphism π : G→ Zm, defined on generators as follows:{

π(g) = πv(g) if g ∈ Gv,
π(e) = 0 if e ∈ E.

The kernel H of this morphism has trivial intersection with every vertex group, so the kernel
acts freely on the Bass-Serre tree of G and hence is free. �

Remark 4.4. The proof may suggest that the morphism π : G→ Zm is given by the rotation
number. This is not true, because the free subgroup H is the kernel of π and for a general
group G ⊂ Homeo+(S1) the rotation numbers of generators of H can be arbitrary (think of
the case G = H). However, one may want to interpret π as a rotation number relative to H.

As in [16, Prop. 3.22] (inspired by [10, Prop. 2.4]), we have the following:
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Proposition 4.5. Let G be a free-by-finite cyclic group
1→ H → G→ Zm → 0,

then G is the subgroup of a semi-direct product F (S0) oZm, with F a free group of finite rank
and Zm acts as a permutation of S = S0 ∪ S−1

0 .

Remark 4.6. Actually Proposition 4.5 is obtained by a slightly stronger statement: if one
denotes by Γ the quotient of the action of the finite-index, normal free subgroup H ⊂ G on the
Bass-Serre tree of G, then the quotient G/H ∼= Zm acts by graph automorphisms of Γ. Fixing
an orientation on Γ and letting S0 be the set of edges, each one chosen with one orientation,
one defines the free group F (S0) and the action of Zm on S0 extends to an action on F (S0).

Example 4.7. In the case of G = PSL(2,Z) ∼= Z2 ∗Z3 one gets that G is a subgroup of F6 oZ6.
Denoting by s1, . . . , s6 the generators of F6, a generator of Z6 acts as a cyclic permutation of
{s1, . . . , s6}. (See [16, Ex. 3.25].)

Notice that it seems unclear whether, for given G ⊂ Homeo+(S1) one can take as semi-direct
product F o Zm a subgroup of Homeo+(S1) containing G. However we have the following:

Theorem 4.8. Let G = F (S0)oZm be a semi-direct product, where Zm acts on S = S0 ∪S−1
0

by permutations. Then there exists a locally discrete group in Diffω
+(S1) isomorphic to G,

acting with an invariant Cantor set.

Proof. Denote by σ the permutation of S defined by a generator of Zm and let σ = γ1 · · · γr
the cycle decomposition of σ. After Remark 4.6 a cycle γ of σ acts only in two different ways:
it can preserve the orientation of the edges of the graph Γ, or it can invert it. In the first case
we proceed as follows.

In the following, given t ∈ S1 = R/Z we denote by Rt : S1 → S1 the rotation by t. Take
a partition of S1 into m cyclically ordered intervals I1, . . . , Im of equal length. Let k be the
length of the cycle γ. Choose a generator f ∈ S0 ∪ S−1

0 inside this cycle. Realize f as a
diffeomorphism with finitely many fixed points, all hyperbolic, in the following way: start with
an interval, say I1, and choose two disjoint sub-intervals I−1 , I+

1 ⊂ I1 (they depend on γ, but
we avoid writing explicitly the dependence); for i = 1, . . . ,m/k denote by I±1+k i the images
Ri(k/m)(I±1 ), which are contained in I1+k i = Ri(k/m)(I1); declare that f has exactly 2m/k fixed
points, one in each interval I±1+k i, with those in I+

1+k i which are attracting, whereas those in
I−1+k i are repelling; we can choose such an f such that

(4.2) f

S1 \
m/k⋃
i=1

I−1+k i

 =
m/k⋃
i=1

I+
1+k i,

and such that the rotation by k/m commutes with f . Next, define σ(f) := R1/mfR
−1
1/m:

informally speaking, one has to copy what f does to the (right) adjacent intervals of the
partition. Repeat this procedure up to σk−1(f). If the cycle has edge inversions, we do
slightly the same thing. Let 1 ≤ j < k = |γ| be such that σjfσ−j = f−1 in G (and
thus σk−jf−1σj−k = f); consider a sub-interval I+

1 ⊂ I1 as before, but then define instead
I−1 = Rj/m(I+

1 ), which is contained in I1+j, and choose f such that (4.2) holds, and moreover
Rj/mfR

−1
j/m = f−1. Then, realize all the cycles together so that the intervals I±1 , for different

cycles, are pairwise disjoint. (See Figure 4.1 for an illustration of the construction in the case
of one cycle.) �
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R1/6

s1

s2 = R1/6s1R
−1
1/6

s3

s4

s5

s6

Figure 4.1. Realizing an action of F6 o Z6, where a generator of Z6 acts as a
cyclic permutation of the generators of F6.

Corollary 4.9. Any finitely generated free-by-finite cyclic group which is not virtually cyclic
is isomorphic to a locally discrete group in Diffω

+(S1) acting with a minimal invariant Cantor
set.

Proof. Let G be a free-by-cyclic group which is not virtually cyclic. Using Proposition 4.5, G
is a subgroup of a semi-direct product F o Zm. By Theorem 4.8, F o Zm is isomorphic to a
locally discrete subgroup G̃ of Diffω

+(S1) with invariant Cantor set Λ̃. As G is a subgroup of
F oZm, it is isomorphic to a subgroup of G̃ and hence locally discrete in Diffω

+(S1). Moreover,
as G̃ does not act minimally, neither can G. Finally, as G is not virtually cyclic, Hector’s
lemma (mentioned in the introduction) implies that G cannot act with a finite orbit, and
therefore it also has an invariant Cantor set Λ ⊂ Λ̃. �

Proof of Theorem C. Direct consequence of Theorem 4.3 and Corollary 4.9. �

Remark 4.10. Following the arguments appearing in this section, for the particular cases of
amalgamated products and HNN extensions, one finds the following.

• Let G ⊂ Homeo+(S1) be a virtually free group which decomposes as an amalgam of
finite cyclic groups. Then G ∼= Zkm ∗Zk

Zk`, for some k, `,m ∈ N, so that G is the
central extension

0→ Zk → G→ Zm ∗ Z` → 1.
• Let G ⊂ Homeo+(S1) be a virtually free group which decomposes as an HNN extension
of a finite cyclic group Zm. Then there exists an integer k diving m such that G
has center isomorphic to Zk and the quotient G/Zk is isomorphic to the free product
Z ∗ Zm/k, so that G is the central extension

0→ Zk → G→ Z ∗ Zm/k → 1.

5. Ping-pong

5.1. The statement. Here we discuss the extension of the classical Klein’s ping-pong lemma
to graph of groups. Although this is analogous to working with normal forms, we were not able
to locate a place in the literature where it is stated in this dynamical form. For particular cases,
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this is originally due to Fenchel and Nielsen (the now-published notes [19] were circulating in
the 50s) and it appears in detail in the work of Maskit [34, Ch. VII]. Observe that for general
graphs of groups, our ping-pong lemma is difficult to use, as one needs efficient ways of solving
the membership problem for αe(Ae) ⊂ Go(e) (cf. [27]).

Definition 5.1. Consider a graph X = (V,E) and let G = π1(X;Gv, Ae) be the fundamental
group of a graph of groups. Choose a spanning tree T = (V,ET ) ⊂ X, and let S = E \ ET
be the collection of oriented edges not in T . We denote by StT (v) = {e ∈ ET | o(e) = v} the
star of v in T ; given e ∈ ET and v ∈ V , we also write v ∈ C(e, T ) if the edge e belongs to the
oriented geodesic path in T connecting o(e) to v.

Given an action of G on a set Ω, a family of subsets � = {Xv, Zs}v∈V,s∈S is called an
interactive family if:
(IF 1) Xv, Zs (for v ∈ V, s ∈ S) are pairwise disjoint sets; the Zs are non-empty, and if

Gv 6= αe(Ae) for some e ∈ E such that o(e) = v, then Xv 6= ∅;
(IF 2) for every s ∈ S and O ∈ � \ {Zs}, one has s(O) ⊂ Zs;
(IF 3) αs(As)(Zs) ⊂ Zs for s ∈ S;
(IF 4) (Go(s) \ αs(As))(Zs) ⊂ Xo(s) for s ∈ S;
(IF 5) for v ∈ V and e ∈ StT (v) such that Gv 6= αe(Ae), Xv contains a non-empty Xe

v ;
(IF 6) αe(Ae)(Xe

o(e)) ⊂ Xe
o(e) for e ∈ ET ;

(IF 7) if e ∈ ET , v ∈ V are such that v ∈ C(e, T ), then
(
Go(e) \ αe(Ae)

)
(Xv) ⊂ Xe

o(e) (in
particular this holds for v = t(e));

(IF 8) if e ∈ ET , s ∈ S are such that o(s) ∈ C(e, T ), then
(
Go(e) \ αe(Ae)

)
(Zs) ⊂ Xe

o(e).

In addition, one says that the interactive family is proper if the following holds:
(IF 9) for s ∈ S, the restriction of the action of αs(As) to Zs is faithful, and similarly, for

e ∈ ET , the restriction of the action of αe(Ae) to Xe
o(e) is faithful;

(IF 10) if there exists a vertex v ∈ V such that Xv 6= ∅, then there exists a (possibly differ-
ent) vertex w ∈ V such that the union of all the images from (IF 4,7,8) inside the
corresponding Xw misses a point;

(IF 11) if S = {s, s} and Xv = ∅ for every v ∈ V , then we require that there exists a point
p ∈ Ω \ (Zs ∪ Zs) such that s(p) ∈ Zs and s(p) ∈ Zs.

Remark 5.2. Condition (IF 11) is an ad hoc condition introduced to cover the degenerate case
G ∼= G0 oZ (for some G0). This case never occurs in our applications to dynamics of virtually
free groups on the circle, as such semi-direct product gives a virtually cyclic group. We will
use this condition explicitly only in Lemma 5.6.

Remark 5.3. Observe that conditions (IF 3,6) actually imply (and thus they are equivalent to)
the corresponding equalities αs(As)(Zs) = Zs and αe(Ae)(Xe

o(e)) = Xe
o(e).

The next two subsections are devoted to the proof of the following:

Theorem 5.4 (Generalized ping-pong lemma). Consider a graph X = (V,E) and let G =
π1(X;Gv, Ae) be the fundamental group of a graph of groups. Choose a maximal subtree
T = (V,ET ) ⊂ X, and let S = E \ ET be the collection of oriented edges not in T .
Then any action of G on a set Ω which admits a proper interactive family for (Gv, Ae), is

faithful.
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5.2. Basic cases. First we discuss the two particular cases appearing in [34].
Lemma 5.5 (Ping-pong for amalgamated products; see VII.A.10 of [34]). Assume that
the graph X consists of a single edge e between two distinct vertices o(e) and t(e). Let
G = π1(X;Gv, Ae) ∼= Go(e) ∗Ae Gt(e) be the fundamental group of a graph of groups.
Then any action of G on a set Ω, admitting a proper interactive family for (Gv, Ae) is

faithful.

Proof. For simplicity, we write G1 = Go(e), G2 = Gt(e) and A = αe(Ae) = ωe(Ae) ⊂ G1 ∩G2.
In this case we have that X is a tree, so S = ∅. Observe that if G2 = A, then G ∼= G1, so that
the statement follows trivially from (IF 7,9). Therefore we can assume G1, G2 6= A. Conditions
in Definition 5.1 reduce to the following:
(IF 1) Ω contains two non-empty disjoint subsets X1, X2;
(IF 5) there are subsets Xe

1 ⊂ X1, Xe
2 ⊂ X2;

(IF 6) A(Xe
1) ⊂ Xe

1 and A(Xe
2) ⊂ Xe

2 ;
(IF 7) (G1 \ A)(X2) ⊂ Xe

1 and (G2 \ A)(X1) ⊂ Xe
2 ;

(IF 9) the restriction of the actions of A to Xe
1 and Xe

2 are both faithful;
(IF 10) there is at least one proper inclusion (G1 \ A)(X2) ⊂ X1 or (G2 \ A)(X1) ⊂ X2.
These conditions are close to that of proper interactive pair in [34], with minor differences. The
lines of the proof in [34] work, but we detail for clarity. If g ∈ G1 ∪G2 is not the identity, then
(IF 7,9) guarantee that g does not act trivially. Without loss of generality, we can assume from
(IF 10) that there exists a point x ∈ X1 which is not in (G1 \A)(X2). If g ∈ G is not conjugate
into G1 ∪ G2, then, up to make a conjugacy, we can write g as a product g = gnhn · · · g1h1,
with gi ∈ G1 \ A and hi ∈ G2 \ A (normal form for amalgamated free products [30]). Then
using (IF 7) we get

h1(x) ∈ Xe
2 , g1h1(x) ∈ Xe

1 , . . . hn · · · g1h1(x) ∈ Xe
2

and finally g(x) = gnhn · · · g1h1(x) ∈ (G1 \A)(Xe
2). As x is not in (G1 \A)(Xe

2), we must have
g(x) 6= x, and thus g does not act trivially on Ω. �

Lemma 5.6 (Ping-pong for HNN extensions; see VII.D.12 of [34]). Assume that the graph
X consists of a single vertex 0 with a self-edge s. Let G = π1(X;G0, As) ∼= G0∗As be the
fundamental group of a graph of groups.
Then any action of G on a set Ω admitting a proper interactive family for (G0, As), is

faithful.

Proof. For simplicity, we write A = As. First we rule out the case αs(A) = ωs(A) = G0, for
which we introduced condition (IF 11). Then G ∼= G0 o Z and every element g ∈ G writes in
a unique way as a product g0s

n, g ∈ G0, n ∈ Z. If n = 0, then by (IF 9) g = g0 cannot act
trivially, unless g = id. Otherwise, if n 6= 0, take the point p ∈ Ω \ (Zs ∪ Zs) given by (IF 11).
Then sn(p) ∈ Zs ∪Zs and g(p) = g0s

n(p) ∈ Zs ∪Zs as well, for G0 = αs(A) = ωs(A) preserves
both Zs and Zs after (IF 3). Thus g(p) 6= p.

Since now we can assume αs(A) 6= G0. The vertex 0 is the “spanning tree” in X and
S = {s, s}. Conditions in Definition 5.1 reduce to:
(IF 1) Ω contains non-empty disjoint subsets X0, Zs, Zs;
(IF 2) s(X0 ∪ Zs) ⊂ Zs and s−1(X0 ∪ Zs) ⊂ Zs;
(IF 3) αs(A)(Zs) ⊂ Zs and ωs(A)(Zs) ⊂ Zs;
(IF 4) (G0 \ αs(A))(Zs) ⊂ X0 and (G0 \ ωs(A))(Zs) ⊂ X0;
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(IF 9) the restrictions of the actions of αs(A) to Zs and of ωs(A) to Zs are faithful;
(IF 10) the union of the images (G0 \ αs(A))(Zs) ∪ (G0 \ ωs(A))(Zs) misses a point in X0.
In the language of [34], (X0, Zs, Zs) is a proper interactive triple for G, which guarantees that
the action on Ω is faithful. (Notice that there is however a minor difference compared to the
statement in [34], as here we require additionally in (IF 9) that edge groups act faithfully; this
is because at the end we want to ensure that the action on Ω is faithful.) �

Lemma 5.7 (Ping-pong for generalized HNN extensions). Assume that the graph X consists
of a single vertex 0 with n self-edges s1, . . . , sn. Let G = π1(X;G0, As) be the fundamental
group of a graph of groups.

Then any action of G on a set Ω, admitting a proper interactive family for (G0, As) is
faithful.

Proof. As in the proof of Lemma 5.6, the case αs(As) = G0 for every s ∈ S must be treated
separately, as in this case G ∼= G0 o Fn. As the same proof as before works, with minor
changes, we pass directly to the case αs(As) 6= G0 for some s ∈ S. If n = 0 there is nothing
to prove, and if n = 1 the statement is the one in Lemma 5.6. So we assume n > 1 and
proceed by induction. As in the proof of Lemma 5.6, the vertex 0 is the “spanning tree”
in X and S = {si, si}. Also, only conditions (IF 1–4,9,10) say something non trivial about
the interactive family, and they reduce to the conditions listed in the proof of Lemma 5.6,
for every s1, . . . , sn, with (IF 1) requiring additionally that all the subsets X0, Zsi

, Zsi
be

pairwise disjoint, (IF 2) dictating further inclusions, and (IF 10) requiring that the union of
all images miss a point. In particular, by Lemma 5.6, we have that the action restricted to
G1 := 〈G0, s1〉 ∼= G0∗As1

is faithful.
Then we consider a new graph of groups (X̂;G1, As), where the graph X̂ is obtained from

X by contracting the edge s1, G1 is the new vertex group, and all the edge groups remain the
same, with boundary injections αsi

: Asi
→ G1, ωsi

: Asi
→ G1 obtained from the previous

ones by post-composition with the natural injection G0 ⊂ G1.
Consider the new subset X1 := X0 ∪ Zs1 ∪ Zs1 ⊂ Ω. We want to verify that �′ =
{X1, Zs}s 6=s1,s1 defines a proper interactive family for the new graph of groups. Again, we
need only verify conditions (IF 1–4,9,10). Observe that (IF 1) is easily verified, and for (IF
2,3,9) there is no new condition to verify. So we only need to check (IF 4,10).

For (IF 4) we want to prove that for every s 6= s1, s1, one has (G1 \αs(As))(Zs) ⊂ X1. Take
g ∈ G0 \ αs(As) ⊂ G1 \ αs(As); in this case g(Zs) ⊂ X0 ⊂ X1 by the old condition (IF 4).
Next, take an element g ∈ G1 \G0 ⊂ G1 \ αs(As) and write

g = gks
εk
1 · · · g1s

ε1
1 g0,

where k ≥ 1, εj ∈ {±1}, gj ∈ G0, where if gj ∈ αs1(As1) and εj = 1 then εj+1 = 1, while
if gj ∈ ωs1(As1) and εj = −1 then εj+1 = −1 (normal form for HNN extensions [30]). If
g0 /∈ αs(As), then g0(Zs) ⊂ X0 by the old condition (IF 4). Otherwise g0(Zs) ⊂ Zs by the
old condition (IF 3). In both cases, g0(Zs) does not intersect Zs1 ∪ Zs1 , so that applying the
following letter, one has sε11 g0(Zs) ⊂ Zs1∪Zs1 (because of the old condition (IF 2)). Proceeding
in this way (see [34, VII.D.11]), one has g(Zs) ⊂ X1, as desired.

Finally, let us verify (IF 10). Observe that by (IF 3), the old (IF 10) can be reformulated as⋃
s∈S

G0(Zs) ∩X0 ⊂ X0 is proper;
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the discussion in the previous paragraph gives the equality for every s 6= s1, s1: G1(Zs)∩X0 =
G0(Zs) ∩X0. Thus one has that the inclusion⋃

s∈S\{s1,s1}
G1(Zs) ∩X0 ⊂ X0 is proper,

which readily implies that the inclusion⋃
s∈S\{s1,s1}

G1(Zs) ∩X1 ⊂ X1 is proper. �

5.3. Proof of Theorem 5.4. Notice first that if Xv = ∅ for every v ∈ V , then all edge groups
must be isomorphic and coincide with every vertex group. Therefore one can contract the
spanning tree T to a single vertex, and the group G is isomorphic to a semi-direct product
G0 o Fn, already covered in Lemma 5.7. From now on we assume Xv 6= ∅ for some v ∈ V .

We proceed by induction on the number of edges of a spanning tree T of the graph X
(the number of edges of a spanning tree does not depend on the spanning tree). If there
is no edge in T , then we are in the case covered by Lemma 5.7. So let X = (V,E) be a
graph with a marked spanning tree T = (V,ET ) with at least one edge, (X;Gv, Ae) a graph of
groups, and G its fundamental group. Let us fix an edge e0 ∈ ET such that the corresponding
inclusions in (IF 10) miss a point for o(e0), and write for simplicity 1 = o(e0), 2 = t(e0),
A = αe0(Ae0) = ωe0(Ae0) ⊂ G1 ∩G2. As in Lemma 5.5, conditions (IF 1,5–7,9,10) guarantee
that the action restricted to G0 := 〈G1, G2〉 ∼= G1 ∗A G2 is faithful.

As in the proof of Lemma 5.7, we define a new graph X̂ = (V̂ , Ê) obtained from X by
contracting the edge e0: V̂ = V/1∼2 ∼= (V \ {1, 2}) ∪ {0}, Ê = E \ {e0, e0}. In the following,
we write V0 := V \ {1, 2} ⊂ V̂ . We also denote by T̂ the image of the spanning tree T under
contraction, and we notice that the set S of edges in the complement of ET is not affected
by contraction, so that we still denote by S the complement E

T̂
in Ê. Then we define a new

graph of groups (X̂;Gv, Ae), where all the vertex groups Gv, v ∈ V0, and edge groups Ae,
e ∈ Ê, remain the same, while G0 is the vertex group of the vertex 0, which is the image of
e0 under contraction. Observe that boundary injections are naturally defined, as G1 and G2
are naturally identified as subgroups of G0 ∼= G1 ∗A G2. We define X0 := X1 ∪X2. We want
to verify that the new family �′ = {X0, Xv, Zs}v∈V0,s∈S is an interactive family for the new
graph of groups. Condition (IF 1) is clear. Since we have not modified what depends on S,
conditions (IF 2,3) follow from the old ones.

Let us verify condition (IF 4). If s ∈ S is such that o(s) 6= 1, 2 in X, then this reduces to the
old condition (IF 4). So let us assume o(s) ∈ {1, 2}, and without loss of generality we assume
o(s) = 1. Then condition (IF 4) follows from the normal form in amalgamated products
[30] and the old (IF 3,4,6–8). More precisely, take an element g ∈ G0 \ αs(As) (observe that
αs(As) ⊂ G1 ⊂ G0). If g ∈ G1 \ αs(As), there is nothing new to verify. Thus we can assume
g ∈ G0 \G1 and write g as a normal form

g = gkhk · · · g1h1g0 or g = hk · · · g1h1g0,

where k ≥ 1, g0 ∈ G1, gi ∈ G1 \ A, hi ∈ G2 \ A for i ≥ 1. If g0 ∈ αs(As), then g0(Zs) = Zs by
(IF 3), otherwise g0(Zs) ⊂ X1 by (IF 4). In both cases, when applying h1 ∈ G2 \ A, one has
h1(Zs ∪X1) ⊂ Xe0

2 because of (IF 7,8). Therefore h1g0(Zs) ⊂ Xe0
2 . Proceeding in this way,

one ends up with g(Zs) ⊂ X0.
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Next, let us introduce the subset

Ω1 := (G1 \ A)
 ⋃
v∈C(e0,T )\{1,2}

Xv ∪
⋃

s∈S : o(s)∈C(e0,T )\{1,2}
Zs


where, recalling our notation C(e0, T ), the first union is taken over vertices v ∈ V0 such that
e0 is in the geodesic path from 1 to v in T , and similarly the second one is defined over edges
s ∈ S such that e0 is in the geodesic path from 1 to o(s) in T , and o(s) ∈ V0. By the old
conditions (IF 7,8), we have Ω1 ⊂ Xe0

1 . Similarly, we introduce the subset

Ω2 := (G2 \ A)
 ⋃
v∈C(e0,T )\{1,2}

Xv ∪
⋃

s∈S : o(s)∈C(e0,T )\{1,2}
Zs


where unions are taken over vertices v ∈ V0 and edges s ∈ S verifying analogous properties
with respect to e0. Then Ω2 ⊂ Xe0

2 by the old conditions (IF 7,8).
For e ∈ E

T̂
such that o(e) = 0 in X̂ (that is, o(e) ∈ {1, 2} in X), we introduce subsets

Xe
0 ⊂ X0. Let us also introduce some extra notation. Let i ∈ {1, 2} be the vertex such that

o(e) = i in X and the vertex i′ be the one in {1, 2} different from i; for k ≥ 0, define

Y ′k = ((Gi′ \ A)(Gi \ A))k (Ωi′),
Yk = (Gi \ A) ((Gi′ \ A)(Gi \ A))k (Ωi′) = (Gi \ A)(Y ′k),

which are respectively subsets of Xf
i′ and X

f
i , where f ∈ {e0, e0} is such that i′ = o(f). Then

we define
Xe

0 := Xe
i ∪

⋃
k≥0

Y ′k ∪ Yk,

which is a subset of Xe
i ∪X

e0
1 ∪Xe0

2 ⊂ X0, as required for (IF 5). We have to verify that this
is the good choice for the other conditions.

Let us check (IF 6). The only new condition that we have to prove is that if an edge
e in X̂ satisfies o(e) = i ∈ {1, 2} in X, then αe(Ae)(Xe

0) ⊂ Xe
0 . For this, we observe that

after the old condition (IF 6), αe(Ae)(Xe
i ) = Xe

i and the corresponding restriction of the
action is proper. This immediately implies that the restriction of the action of αe(Ae) to Xe

0
is also faithful (IF 9). Take now an element a ∈ αe(Ae) \ A ⊂ Gi \ A, then, working with
the definitions of Yk and Y ′k, one verifies that a(Y ′k) ⊂ Yk and a(Yk) ⊂ Yk ∪ Y ′k; similarly, if
a ∈ αe(Ae)∩A ⊂ G1 ∩G2, then a(Yk) ⊂ Yk and a(Y ′k) ⊂ Y ′k (in this last case, when k = 0, one
has to use the definition of Ωi′ as an image by Gi′ \A, which is A-invariant). This gives (IF 6).

Let us check (IF 7). There are two cases where the old condition (IF 7) does not apply
directly. First, assume that v = 0, and e ∈ E

T̂
is in the geodesic path in T from o(e) to v

(using our notations, we are assuming 0 ∈ C(e, T̂ )). Observe that if this happens for v = 1
in X then this happens also for v = 2 in X (because we can concatenate the geodesic path
with e0, if it does not contain e0 already), and vice versa. Then the old condition (IF 7) gives
that

(
Go(e) \ αe(Ae)

)
(X1 ∪X2) ⊂ Xe

o(e), as wanted. Second, assume that v ∈ V0, and o(e) = 0.
Then we argue as for (IF 4) using the normal form in amalgamated products, and we use the
definition of the subsets Yk, Y ′k (that we made on purpose) to get (G0 \ αe(Ae)) (Xv) ⊂ Xe

0 .
Similarly one proves condition (IF 8).

It remains to verify condition (IF 10). We want to prove that for the new vertex 0 ∈ V̂ , the
union of all the images from the new (IF 4,7,8) inside X0 = X1 tX2 misses a point. As we
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have started with old condition (IF 10) being satisfied by the vertex 1 ∈ V , we will simply
look at the intersection of such new images with X1 ⊂ X0. But then, using the normal form
as before, we get that the new images in X1 under elements in G0 are contained in images in
X1 under elements of G1, so the new (IF 10) follows from the old condition (IF 10). �

5.4. The arboreal partition. In this section we explain how interactive families are naturally
defined for proper actions of a group on a tree. In fact, the list of conditions in Definition 5.1
of interactive family have been deduced by looking carefully at the properties enjoyed by these
natural partitions on trees. We do not claim originality for this part: experts in Bass-Serre
theory know this matter very well, and it appears in many places in the literature, with slight
modifications (see for instance [9, §12.3] or [18, §3.2]). Indeed, typically one looks at the
partition induced on the boundary of the tree.

Consider an orientation-preserving proper action α : G→ Isom+(X) of a group G on a tree
X. In the following we shall only consider right actions. Let T = TG ⊂ X be a connected
fundamental domain for the action α. By such a notion, we mean here that T is a minimal
connected subset containing exactly a point of every orbit of the action on the simplicial tree
X. Furthermore, we require that the boundary ∂T consists only of vertices of the tree (T
may fail to be closed). We denote by {Xc = XG

c }c∈π0(X\T ) the collection of the connected
components of the complement of T in X. We also denote by ec the edge of Xc which is
adjacent to T , oriented outwards. By the moment we do not put any further restriction on
the action (and on the group).

For any c ∈ π0(X \ T ), we define
Wc = WG

c := {g ∈ G | T.g ⊂ Xc}.
Let G◦ be the set of elements in G which fix some vertex in T :

G◦ := {g ∈ G | g fixes a vertex in T}.
As the action has finite stabilizers, the set G◦ is finite. We have a partition

G = F t
⊔

c∈π0(X\T )
Wc,

where F ⊂ G◦. In the rest of this section we study how this partition behaves under the
regular action of the group G on the right.

Lemma 5.8. For any c, d ∈ π0(X \ T ) and g ∈ G such that Xc.g ⊂ Xd, then
Wcg ⊂ Wd.

Proof. If h ∈ Wc then T.h ⊂ Xc. The condition implies T.hg ⊂ Xd, as wanted. �

Lemma 5.9. Take c, d ∈ π0(X \ T ) and g /∈ G◦. Then
Xc.g ⊂ Xd if and only if g ∈ Wd and g−1 /∈ Wc.

Proof. Denote by γg the geodesic path going from T to T.g. The condition g−1 /∈ Wc is
equivalent to ec.g not being the last edge of γg. In turn, this is equivalent to the fact that
Xc.g does not intersect γg and hence T . This gives the statement. �

Lemma 5.10. Take c, d ∈ π0(X \ T ) and g ∈ G◦. Then
Xc.g ⊂ Xd if and only if ec.g ⊂ Xd.
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Proof. As ec ⊂ Xc, the nontrivial direction is the “if” part. An element in G◦ is an elliptic
isometry of the tree: the edge ec turns around T ∩ T.g. More precisely, the geodesic path
from T ∩ T.g to ec turns around the origin of the path. Give to ec the orientation pointing
outwards T (this is our convention). Then ec.g points outwards T ∩ T.g, so if ec.g ⊂ Xd then
Xc.g cannot intersect T , so Xc.g ⊂ Xd. �

The above lemmas easily imply the following:
Proposition 5.11. Take c, d ∈ π0(X \ T ) and g ∈ G. The following properties are equivalent:
1. Wcg ⊂ Wd.
2. Xc.g ⊂ Xd.
3. One has

(1) either g ∈ Wd and g−1 /∈ Wc,
(2) or g ∈ G◦ and ec.g ⊂ Xd.

To summarize the content of this proposition, we introduce the following sets:
Definition 5.12. Given two vertices c, d ∈ π0(X \ T ), not necessarily distinct, we define

Wc→d :=
{
g ∈ G

∣∣∣Wcg
−1 ⊂ Wd

}
.

Thus, by Proposition 5.11, the set Wc→d coincides with{
g ∈ G

∣∣∣ g−1 ∈ Wd, g /∈ Wc

}
∪
{
g ∈ G◦

∣∣∣ ec.g−1 ⊂ Xd

}
.

Remark 5.13. The sets Wc→d are not defining a partition of the group. For example the
identity is in every Wc→c as well as any other element in G acting trivially on the tree.
Remark 5.14. The definition of Wc→d may appear counterintuitive because of the presence of
inverses. We will see that it is motivated by Lemma 7.1, which makes the connection between
the action of the group G on the circle and that on a tree X. This connection changes the
side of the action: since we are interested in studying the dynamics on the circle (for which we
use the classical convention of left actions), this morally explains why we want Wcg

−1 ⊂ Wd if
g ∈ Wc→d.

5.5. Arboreal ping-pong. Here we verify that the arboreal partition defines an interactive
family, in the sense of Definition 5.1 (but for right actions!). For this we maintain the notation
introduced in the previous subsection. That is, we have an action α : G → Isom+(X) of
the group G on a tree X, and we choose a connected fundamental domain T . This gives a
presentation of G as the fundamental group of the graph of groups (X;Gv, Ae), as we now
describe. The set of complementary edges S correspond to the edges of the fundamental
domain T which only have one endpoint in T ; denote by T the injective projection of T \ S
to X, which is a spanning tree. The groups Gv and Ae are clearly defined as stabilizers for
the action α : G → Isom+(X), and so are defined the boundary injections. We will write
X = (V,E) as usual. Observe that the set of vertices V lifts to the set of vertices of the
fundamental domain T and similarly does the set of edges ET .

The interactive family will be defined for the action on X. The family of subsets � =
{Xv, Zs} will be defined taking unions of subsets of the form Xc ⊂ X, c ∈ π1(X \ T ).

• Given a complementary edge s, oriented such that o(s) is a vertex of T (and hence of
T in the lift to X), the associated stable letter (still denoted by s) acts on X as an
hyperbolic isometry, and hence has an oriented translation axis X(s) which contains
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the oriented edge s; the complement X(s) \ T has two connected components, and
the orientation of X(s) dictates which component is positive, and which is negative,
and we denote them respectively by X+(s) and X−(s). Then, we define Zs as the
connected component of X \ T which contains X+(s) (as X+(s) = X−(s) this gives
that Zs is the connected component of X \ T containing X−(s)).
• For v ∈ V , the subset Xv is defined as the (disjoint) union of the connected components
Xc of X \ T such that o(ec) = v in the tree X, and which are not one of the Zs.
• Given e ∈ E such that o(e) = v is a vertex of T , we define the subset Xe

v to be the union
of the connected components Xc of X \T such that ec is the image of e by some element
of the vertex group Gv. Observe that with this choice we have Xv = ⊔

e∈St
X

(v) X
e
v ,

where StX(v) = {e ∈ E | o(e) = v} denotes the star of v in the quotient graph X.
It is routine to check that the family of subsets � = {Xv, Zs} defined above forms an

interactive family. We give some detail of proof as it will important for Theorem A.
Proposition 5.15. Given an orientation-preserving proper action α : G → Isom+(X) of a
group G on a tree X, and a connected fundamental domain T ⊂ X, the family of subsets
� = {Xv, Zs} defined above constitutes an interactive family for the action of G on X.

Proof. As the subsets Xv, Zs are defined by taking union of different connected components,
it is clear that they are pairwise disjoint. If there exists e ∈ E such that o(e) ∈ V and
Go(e) 6= αe(Ae), then taking g ∈ Go(e) \ αe(Ae), one has e.g 6= e, o(e.g) = o(e), so that g
sends T inside the connected component Xc of X \ T containing e.g, and Xc ⊂ Xo(e). This
proves (IF 1). The definition of the subsets Zs gives (IF 2) easily. For (IF 3), observe that
s is the edge of X(s) sharing exactly one vertex with T and oriented as X(s), so that also
X+(s) shares exactly one vertex with s; the subgroup αs(As) fixes the edge s, and hence the
vertex X+(s) ∩ s. This implies that αs(As) preserves Zs, so that (IF 3) is proved. The other
properties (IF 4–8) are deduced by analogous arguments. �

Remark 5.16. We also observe that the collection of subsets {Xe
v , Zs} satisfies a strengthening

of the properties of interactive family. Indeed the subsets Xs
v , for s ∈ S such that o(s) = v,

are such that (Gv \ αs(As)) (Zs) ⊂ Xs
v , which is stronger than (IF 4), and additionally

αs(As)(Xs
v) = Xs

v .

5.6. Finite-index subgroups. Let H ⊂ G be a subgroup of finite index. Then the action
α : G → Isom+(X) restricts to an action of H. Thus we have subsets WH

c ⊂ H. Let TG
be a connected fundamental domain for the action of G, and let TH ⊃ TG be a connected
fundamental domain for the action of H. The inclusion X \ TH ⊂ X \ TG induces a map
ι : π0(X \ TH)→ π0(X \ TG), defined by ι(d) = c if and only if XH

d ⊂ XG
c .

Lemma 5.17. With the above notations, for any c ∈ π0(X \ TG) we have
WG
c ∩H =

⊔
ι(d)=c

WH
d .

Proof. Clear from the definitions. �

Example 5.18. As an illustrative example, let us describe the situation for the classical action
of G = PSL(2,Z) ∼= Z2 ∗ Z3 on its Bass-Serre tree and the one of its derived subgroup. Let us
denote by a and b the generators of the factors Z2 and Z3 respectively. Recall that the derived
subgroup H, which is the kernel of the natural projection to Z2 × Z3 is a free subgroup of
index 6 in G. It is generated by the two commutators [b, a] = bab2a and [b2, a] = b2aba. The
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TG

Z3a Z2 Z3

Z2b
2

Z2b

Z2ba

Z2b
2a

Z3ab
2

Z2ab

Z3aba

Z3ab
2a

Figure 5.1. The Bass-Serre tree of PSL(2,Z).

Bass-Serre tree X of G is formed by the cosets {Z2g,Z3g}g∈G as set of vertices, with edges
given by pairs (Z2g,Z3g). The tree is represented in Figure 5.1. The group G acts on X by
right multiplication and a fundamental domain for the action is given by the edge (Z2,Z3).
One can choose for the fundamental domain TH the subtree spanned by the three vertices
Z3,Z3[b, a],Z3[b2, a], removing any two of this vertices, as they belong to the same orbit (let
us say that we keep Z3). The complement X \ TH has four connected components, two of
them adjacent to the vertex Z3 and the other two adjacent to the vertices Z3[b, a],Z3[b2, a]
respectively (and actually containing them). They refine the connected components of X \ TG.
See Figure 5.2.

6. Topological conjugacy

In this section we formalize the notion of ping-pong partition for an action on the circle,
and then we prove Theorem B, which states that the ping-pong partition determines the
semi-conjugacy class of the action. The definition is similar to that appearing in [36] of basic
partition, even though the possible presence of torsion elements demands further requirements.

6.1. Ping-pong partitions.

Definition 6.1. Let I = {I} be a collection of finitely many disjoint open intervals of the
circle S1. A gap of I is a connected component of the complement of ⋃I∈I I in S1. We denote
by J the collections of gaps of the partition I.

Given a homeomorphism g : S1 → S1 and I ∈ I, we say that the image g(I) is I-Markovian
if it coincides with a union of intervals I0, . . . , Im ∈ I and gaps J1, . . . , Jm ∈ J (where m ≥ 1).
We will also informally write that g expands the interval I.

Remark 6.2. Unfortunately, the previous definition does not really capture the properties of
the dynamics, as there is an ambiguity for the cases g(I) ∈ I: sometimes we would like to
consider it as a weak case of Markovian image, some other times we rather want to see it as a
case of weak contraction.

For the next fundamental definition we recall our notation StX(v) = {e ∈ E | o(e) = v} for
the star of a vertex v ∈ V in the graph X = (V,E) (see § 5.5).
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Z2b
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Z3ab
2

Z3ab

Figure 5.2. The action of the derived subgroup of PSL(2,Z).

Definition 6.3 (Ping-pong partition). Let G ⊂ Homeo+(S1) be a virtually free group and
(α : G→ Isom+(X), T ) a marking. Let G = {Gv, αs(As)s}v∈V,s∈S be the preferred system of
generators for G.

A ping-pong partition for (G,α, T ) is a collection Θ = {U e
v , Vs}v∈V,e∈St

X
(v),s∈S of open subsets

of the circle S1, satisfying the following properties.

(PPP 1) Letting Uv = ⋃
e∈St

X
(v) U

e
v , the family {Uv, Vs}v∈V,s∈S defines an interactive family in

the sense of Definition 5.1, with three additional requirements: for any v ∈ V
• the subsets U e

v , for e ∈ StT (v), are the subsets required for (IF 5),
• the subsets U s

v , for s ∈ S such that o(s) = v, are such that (Gv \ αs(As)) (Vs) ⊂
U s
v , strengthening (IF 4), and moreover αs(As)(U s

v ) = U s
v ,

• the subsets U e
v , for e ∈ StX(v), are pairwise disjoint.

(PPP 2) Every atom of Θ is the union of finitely many intervals.
(PPP 3) For every element g ∈ G and every connected component I of some O ∈ Θ

• either there exists O′ ∈ Θ such that g(I) ⊂ O′,
• or the image g(I) is I-Markovian, where I is the collection of connected compo-
nents of elements of Θ.

In addition, if Θ defines a proper interactive family, we will say that the ping-pong partition
is proper.
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Remark 6.4. Let J be the family of gaps of a ping-pong partition Θ. Then it is not difficult
to see that condition (PPP 3) implies the following dual condition on gaps: for every J ∈ J
and g ∈ G

• either there exists O ∈ Θ such that g(J) ⊂ O,
• or g(J) ∈ J .

6.2. Dynamics of a ping-pong partition.
Proposition 6.5. Let Θ be a proper ping-pong partition for some marked virtually free group
(G,α, T ) of circle homeomorphisms. Then the action of G on S1 has no finite orbit, and thus it
admits a unique minimal invariant set Λ, which is either the circle or a Cantor set. Moreover,
the minimal invariant set Λ is contained in the closure of the intervals of the partition Θ.

Proof. The fact that a minimal invariant set Λ never is a finite orbit can be obtained by
showing that the action of G on S1 does not preserve a Borel probability measure, and this
can be shown by using the inclusion relations of a proper interactive family.1 �

The following observation will be very useful in the rest of the section.
Lemma 6.6. Let Θ = {U e

v , Vs} be a ping-pong partition for a marked virtually free group
(G,α, T ) of circle homeomorphisms, with collection of intervals I.
1. For v ∈ V , e ∈ StX(v), let I ⊂ U e

v be a connected component of the partition, g ∈ G and
assume that g(I) is I-Markovian. Then g ∈ Gv.

2. For s ∈ S, let I ⊂ Vs be a connected component of the partition, g ∈ G and assume that
g(I) is I-Markovian. Then g ∈ αs(As)s.

Proof. We only detail the first part of the statement, the second one is analogous (using
properties (IF 2,4,8)). Assume I ⊂ U e

v for some v ∈ V . Since Θ defines an interactive
family (PPP 1), by (IF 2,7), an element which does not belong to Gv must send I inside a
connected component of some other Uw or Vs, contradicting that g expands I. So we must
have g ∈ Gv. �

Remark 6.7. It follows from Lemma 6.6 that if g1, g2 ∈ G and I ∈ I are such that g1(I) and
g2(I) are I-Markovian then g1g

−1
2 is a generator, namely g1g

−1
2 ∈ G.

We deduce directly the following generalization of Remark 6.4.
Lemma 6.8. With the notations as in Lemma 6.6, let J denote the collection of gaps of I.
Then for every g1, g2 ∈ G and J1, J2 ∈ J , we have that the images gi(Ji) either coincide or are
disjoint.

Proof. Suppose that the intersection g1(J1) ∩ g2(J2) is not empty, but we do not have equality
g1(J1) = g2(J2). After Remark 6.4, there exists O ∈ Θ (more precisely a connected component
I ⊂ O), such that g1(J1), g2(J2) ⊂ I ⊂ O. Observe that both inclusions must be proper, as
gaps are closed and I is open. Thus, denoting by I−i , I+

i the connected components of atoms
of Θ that are respectively left and right adjacent to the gap Ji, we must have by (PPP 3) that
also gi(I±i ) ⊂ I. We deduce that the inverse images g−1

1 (I), g−1
2 (I) are I-Markovian, therefore

by Remark 6.7 we must have g−1
2 g1 =: h ∈ G. But then the image h(J1) intersects J2, but

does not equal J2, and this contradicts Remark 6.4. �

1Alternatively, one can pass to a finite-index subgroup H ⊂ G which is free, and refine the partition Θ to
obtain a ping-pong partition ΘH for H. Then we get a ping-pong partition for a free group (in the classical
sense), and the statement follows easily.
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The following lemma is a rephrasing of Lemma 6.6, just passing to the inverses.
Lemma 6.9. With the notations as in Lemma 6.8, let J ∈ J be a gap and g ∈ G a generator.
1. For v ∈ V , e ∈ StX(v), assume g(J) ⊂ U e

v . Then g ∈ Gv.
2. For s ∈ S, assume g(J) ⊂ Vs. Then g ∈ αs(As)s.

6.3. Refinement and its properties. Let Θ = {U e
v , Vs} be a ping-pong partition for a

marked virtually free group (G,α, T ) of circle homeomorphisms, with collection of intervals
I and gaps J . We still denote by G = {Gv, αs(As)s} the preferred generating system of G
and consider the collection J̃ := G(J ) of images of gaps. We introduce the refined partition
Θ̃ = {Ũ e

v , Ṽs} as follows: for any O ∈ Θ, define Õ := O \ ⋃
J̃∈J̃ J̃ . In other words, Θ̃ is

the partition whose family of gaps is the collection of images J̃ . We have the following
fundamental result.
Proposition 6.10. With the notation as above, the refined partition Θ̃ = {Ũ e

v , Ṽs} is a
ping-pong partition.

Proof. Let us start verifying (PPP 1): we have to check requirements (IF 1–8) and three
additional properties.

Observe that every Õ ∈ Θ̃ is obtained from the corresponding open subset O ∈ Θ by
removing finitely many proper closed subsets, so if O is nonempty, so is Õ. This proves (IF 1,5)
and also the first and last extra requirements appearing in (PPP 1).

We next consider the block of requirements (IF 2–4). For this, fix s ∈ S; observe that after
Lemma 6.9 and relations in (4.1), we have

(6.1) Ṽs = Vs \ αs(As)s
 ⋃
J∈J

J

 = Vs \ sαs(As)
 ⋃
J∈J

J

 .
Take Õ ∈ Θ̃ \ {Ṽs}, by (IF 2) for Θ we have s(Õ) ⊂ Vs and we want to verify that s(Õ)
intersects no image of gap in Vs. After (6.1) such an image is of the form sa(J) with J ∈ J
and a ∈ αs(As); then we write

s(Õ) ∩ sa(J) = s
(
Õ ∩ a(J)

)
and we observe that such intersection must be empty, since a(J) ∈ J̃ and Õ is defined in
such a way that it has empty intersection with every new gap in J̃ . This proves (IF 2).
Property (IF 3) follows immediately from (IF 3) for Θ and (6.1). We are left to verify the
strengthened version of (IF 4) appearing in (PPP 1). After (PPP 1) for Θ, we know that(
Go(s) \ αs(As)

)
(Ṽs) ⊂ U s

o(s) and similarly as for (IF 2) we want to verify that such images
intersect no new gap J̃ ∈ J̃ in U s

o(s). For simplicity we write v = o(s). After Lemma 6.9 there
exist h ∈ Gv and J ∈ J such that h(J) = J̃ . Take g ∈ Gv \ αs(As) and write

g(Ṽs) ∩ h(J) = g
(
Ṽs ∩ g−1h(J)

)
;

observe that g−1h ∈ Gv, thus g−1h(J) ∈ J̃ and therefore the intersection Ṽs ∩ g−1h(J) is
empty. This proves the strengthened version of (IF 4). Finally, for any v ∈ V and e ∈ StX(v);
after Lemma 6.9 we have

(6.2) Ũ e
v = U e

v \Gv

 ⋃
J∈J

J

 .
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When e ∈ S, the expression (6.2) above and the second extra condition in (PPP 1) for Θ give
the second extra condition in (PPP 1) for Θ̃. When e ∈ ET the same arguments proves (IF 6)
for Θ̃. Finally, the last two requirements (IF 7,8) are also proved with arguments analogous to
those for (IF 4).

That Θ̃ satisfies (PPP 2) is obvious from the definition of Θ̃. We must check (PPP 3).
In the following, we denote by ∆ ⊂ S1 the collection of endpoints of connected components

I ∈ I (equivalently of all J ∈ J ), and similarly ∆̃ ⊂ S1 is the collection of endpoints for the
refined partition Θ̃. Note that as J̃ = G(J ) we have the analogous relation

(6.3) ∆̃ = G(∆).

Claim 1. Let x, y ∈ ∆̃ be the endpoints of an interval Ĩ of the refined partition Θ̃. Then there
exists g ∈ G such that g(x) and g(y) are both in ∆, endpoints of (possibly distinct) intervals of
Θ.

Proof of Claim. Without loss of generality we can assume that x, y are respectively the left
and right endpoints of Ĩ. If x, y ∈ ∆, we take g = id (the identity belongs to G by definition).
Now assume that only one of the two points belongs to ∆, for example x ∈ ∆ and y ∈ ∆̃ \∆.
By definition there exists I ∈ I that contains Ĩ ∪{y} ⊂ I. By equality (6.3) there exists g ∈ G
such that g(y) ∈ ∆. Since g(I) contains an element of ∆ it must be I-Markovian by (PPP 3)
for the partition Θ. We deduce that g(x) ∈ ∆.

Now assume that both x, y ∈ ∆̃\∆. Under this assumption, there exists I ∈ I that contains
the closure of the interval Ĩ. Take g1, g2 ∈ G such that g1(x), g2(y) ∈ ∆ and assume that
g1(y) /∈ ∆ and g2(x) /∈ ∆. Arguing as in the previous case, we have that both g1(I) and g2(I)
are I-Markovian and thus by Remark 6.7, the composition g = g2g

−1
1 belongs to G. Moreover,

since Ĩ contains no point of ∆̃ = G(∆), there exist two intervals I1, I2 ∈ I, with the following
properties:

• g1(x) is the leftmost point of I1,
• g2(y) is the rightmost point of I2,
• g1(y) ∈ I1 and g2(x) ∈ I2.

The first two properties give that the intersection g−1
1 (I1)∩g−1

2 (I2) equals Ĩ, so g(I1) = g2g
−1
1 (I1)

has nontrivial intersection with I2. However the third property implies that g(I1) = g2g
−1
1 (I1)

neither contains, nor is contained inside, I2. As g ∈ G, this contradicts (PPP 3) of Θ. �

Claim 2. Let x, y ∈ ∆̃ be the endpoints of an interval Ĩ of Θ̃ and g ∈ G. Assume that
g(Ĩ) ∩ ∆̃ 6= ∅. Then g(x), g(y) ∈ ∆̃.

Proof of Claim. If x, y ∈ ∆ then for every g ∈ G we have g(x), g(y) ∈ G(∆) = ∆̃. So we will
assume below that x or y is not in ∆. Without loss of generality, we can assume x /∈ ∆. Let
I ∈ I be the interval containing Ĩ. Assume without loss of generality that I ⊂ U e

v , the case
I ⊂ Vs being analogous.

By Claim 1 there exists h ∈ G such that h(x), h(y) ∈ ∆. In particular h(I) is I-Markovian
(because x ∈ ∆̃ \∆) and h ∈ Gv by Lemma 6.6. On the other hand we have already proved
that Θ̃ defines an interactive family (PPP 1) and, after the hypothesis g(Ĩ)∩ ∆̃ 6= ∅, the image
g(I) cannot be included inside a connected component of some other U f

w or Vs (we use the
same argument as in the proof of Lemma 6.6). So g ∈ Gv and we have g′ ∈ Gv ⊂ G where
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g′ = gh−1. So we have g(x) = g′(h(x)) ∈ g′(∆) ⊂ ∆̃ and, similarly, g(y) ∈ ∆̃, thus proving
the claim. �

We can now conclude. Let Ĩ ∈ Ĩ be a connected component of the refined partition, and
let g ∈ G be a generator. Assume that g(Ĩ) is contained in no Õ ∈ Θ̃, we want to prove that
g(Ĩ) is Ĩ-Markovian. If g(Ĩ) contains a point of ∆̃, then we conclude by Claim 2. It remains
to exclude the case that g(Ĩ) is contained in a gap J̃ ∈ J̃ , but this is done by repeating our
previous arguments (or use (PPP 1)). Indeed, assume g(Ĩ) ⊂ J̃ ; using (PPP 3) for Θ we
have that J̃ is a “new” gap (i.e. J̃ ∈ J̃ \ J ), so there exists I ∈ I such that J̃ ⊂ I. Assume
I ⊂ U e

v (the case I ⊂ Vs is treated similarly), then by Lemma 6.6 we have g ∈ Gv. Let
J ∈ J and h ∈ G be such that h(J̃) = J . By Remark 6.9 we also have h ∈ Gv, so that the
composition hg ∈ Gv ⊂ G takes Ĩ inside the gap J . But this contradicts the fact that Ĩ has
trivial intersection with every G-image of gaps in J . �

6.4. Equivalence of ping-pong partitions. We keep the notation introduced in the previ-
ous section.

Definition 6.11 (Equivalence of partitions). Let (G,α, T ) be a marked virtually free group,
with preferred generating set G = {Gv, αs(As)s}v∈V,s∈S and let ρ, ρ′ : G→ Homeo+(S1) be two
representations having interactive families Θ = {U e

v , Vs}, Θ′ = {U e
v
′, V ′s} respectively. Denote

by I, I ′ the corresponding sets of connected components. A map θ : I → I ′ is a ping-pong
equivalence if the following conditions are satisfied:

(PPE 1) θ is a bijection which preserves the cyclic ordering of the intervals;
(PPE 2) θ preserves the inclusions relations of the two ping-pong partitions:

• if g ∈ G, I1, I2 ∈ I are such that ρ(g)(I1) ⊂ I2, then ρ′(g)(θ(I1)) ⊂ θ(I2), and,
in case of equality, equality is preserved,
• whereas if g ∈ G and I are such that ρ(g)(I) is I-Markovian, union of intervals
I0, . . . , Im ∈ I and gaps J1, . . . , Jm ∈ J , then ρ′(g)(θ(I)) is I ′-Markovian, union
of the intervals θ(I0), . . . , θ(Im) ∈ I ′ and gaps θ(J1), . . . , θ(Jm) ∈ J .

Remark 6.12. A ping-pong equivalence θ : I → I ′ induces a “map” from ∆ to ∆′ (the
collections of endpoints of I and I respectively), which we still denote by θ; however such a
map θ : ∆→ ∆′ may fail to be a bijection, and even worse, it can happen that a point x ∈ ∆
has two different images in ∆′. This is because we do not want to distinguish the cases where
two intervals in I are separated by a single point or a nontrivial gap (the semi-conjugacy class
of the action is the same).

Remark 6.13 (Equivariance). With abuse of notation, let θ : ∆ → ∆′ denote the (possibly
multivalued) map induced by the ping-pong equivalence θ : I → I ′, as discussed in Remark 6.12
above. As a consequence of the definition of ping-pong equivalence, if g ∈ G and x1, x2 ∈ ∆
are such that ρ1(g)(x1) = x2 then ρ′(g)(θ(x1)) = θ(x2).

6.5. Proof of Theorem B.

Lemma 6.14. With the notation as above, let Θ,Θ′ be two ping-pong partitions with a ping-
pong equivalence θ : I → I ′. Then θ extends to a ping-pong equivalence θ̃, where Ĩ, Ĩ ′ denote
the collections of connected components of Θ̃, Θ̃′, respectively.
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Proof. We will work with the (possibly multivalued) induced map θ : ∆→ ∆′ (Remark 6.12).
Let y ∈ ∆̃ \∆ and consider g ∈ G and x ∈ ∆ such that ρ(g)(x) = y. Equivariance (Remark
6.13) forces to define

θ̃(y) = θ̃(ρ(g)(x)) := ρ′(g)(θ(x)).
We have to prove that the previous definition is coherent with the dynamics. In order to do
this, consider the interval I ∈ I of the partition Θ which contains y. Assume that we have
two pairs (g1, x1) and (g2, x2) satisfying gi ∈ G and xi ∈ ∆ so that ρ(g1)(x1) = ρ(g2)(x2) = y.
Then the images ρ(g1)−1(I) and ρ(g2)−1(I) must be I-Markovian. By Remark 6.7 we must
have g−1

2 g1 ∈ G. Applying (PPE 2) to the intervals I1 and I2 having x1 and x2 respectively
as an endpoint, we see that ρ′(g−1

2 g1)(θ(x1)) = θ(x2), which proves that θ̃(y) is well defined.
Note that this argument shows directly that θ̃ satisfies the two conditions of (PPE 2) (for
this, note that if an inclusion ρ(g)(I1) ⊂ I2, then the image ρ(g−1)(I2) is I-Markovian, so the
inclusions relations are prescribed by the images of the endpoints).

Let us prove (PPE 1) for θ̃. Since θ̃ = θ in restriction to ∆, we see that θ preserves the
cyclic ordering of ∆. Hence it is enough to check that for every I ∈ I the restriction θ̃|I
preserves the cyclic order. We assume that I ∩ ∆̃ 6= ∅. Note that by construction of θ̃ we have
the equivariance relation which holds for every g ∈ G expanding I:

θ̃(I ∩ ∆̃) = ρ′(g)−1 (θ (ρ(g)(I) ∩∆)) .

Since ρ(g) and ρ′(g) preserve the orientation and since (PPE 1) holds for θ, we see that θ̃
preserves the cyclic ordering of I ∩ ∆̃. This achieves the proof of (PPE 1) for θ̃. �

Proof of Theorem B. Write ∆0 = ∆ and recursively ∆k+1 = ∆̃k = G(∆k). Then by Proposition
6.10 and Lemma 6.14, one gets ping-pong equivalences θk : ∆k → ∆′k. Observe that the sets
∆k define an increasing sequence of finite sets, with the union ∆∞ = ⋃

k∈N ∆k accumulating
on the minimal invariant set Λ (because ∆∞ = ⋃

k∈N ∆k is the union of the orbits of points in
∆0). Observe that by Proposition 6.5 we have that the minimal invariant set is unique, and
either the circle or a Cantor set. Similar considerations work for ∆′∞.

By a limit process the maps θk : ∆k → ∆′k define a circular order bijection θ∞ : ∆∞ → ∆′∞
which extends uniquely to a continuous equivariant bijection θ∞ : Λ→ Λ′ which preserves the
circular order. By the definition of ping-pong equivalence we get that ρ′(s)(θ∞(x)) = θ∞(ρ(x))
for all x ∈ Λ. The lift of θ∞ to Λ + Z ⊂ R extends to a monotone non-decreasing map defined
on R commuting with integer translations, which gives the semi-conjugacy. �

7. DKN partitions for virtually free groups

In this section we use the arboreal partitions described in §§ 5.4–5.6 to obtain a ping-pong
partition of the circle for a locally discrete, virtually free group G ⊂ Diffω

+(S1) as done by
Deroin-Kleptsyn-Navas in [13] for free groups.

7.1. From the arboreal partition to the DKN partition. Suppose that G ⊂ Diffω
+(S1)

is a locally discrete, virtually free group (we are supposing that G is not virtually cyclic). Fix
a word norm ‖ · ‖ on G given by a finite generating system. Let α : G→ Isom+(X) be a proper
cocompact action on a locally finite tree, with fundamental domain T . Then as we described
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in the previous section, we have the sets Wc, that define an arboreal partition. Inspired by
[13], we “push” the arboreal partition to the circle, defining the following subsets:

UE :=
{
x ∈ S1

∣∣∣∣∣∃ neighbourhood Ix 3 x s.t. lim
n→∞

sup
g/∈E,‖g‖≥n

|g(Ix)| = 0
}

for any subset E of G. We shall use frequently the shorthand notation Uc instead of UWc . The
sets Uc determine all the sets of the form UWch:

Lemma 7.1. Given h ∈ G and E ⊂ G, the sets UEh and h−1(UE) coincide.

Proof. Let us first make a change of variable
(7.1) sup

g/∈Eh,‖g‖≥n
|g(Ix)| = sup

gh−1 /∈E,‖g‖≥n
|g(Ix)| = sup

g/∈E,‖gh‖≥n
|gh(Ix)|.

Then by the triangle inequality, the quantity in (7.1) can be bounded as follows:
sup

g/∈E,‖g‖≥n+‖h‖
|gh(Ix)| ≤ sup

g/∈E,‖gh‖≥n
|gh(Ix)| ≤ sup

g/∈E,‖g‖≥n−‖h‖
|gh(Ix)|.

As the set h(Ix) is a neighbourhood of h(x), taking the limit on each term as n→∞, this
implies that if x ∈ UEh then h(x) ∈ UE, as wanted. �

Furthermore, the inclusion relations for the sets Wcg can be naturally transferred to the
sets UWcg (this should be compared with [36, §5.1]).

Lemma 7.2. For any pair of subsets E ⊂ F of G, one has UE ⊂ UF .

Proof. As we have E ⊂ F , we have the reversed inclusion of the sets {g /∈ E} ⊃ {g /∈ F}.
This implies that for any I ⊂ S1, for any n ∈ N one has the inequality
(7.2) sup

g/∈E,‖g‖≥n
|g(I)| ≥ sup

g/∈F,‖g‖≥n
|g(I)|.

Take any point x ∈ UE. By definition, there exists an open neighbourhood Ix 3 x such that
lim
n→∞

sup
g/∈E,‖g‖≥n

|g(Ix)| = 0.

As (7.2) holds for every n ∈ N, we must have inequality also when taking the limit as n→∞,
thus

lim
n→∞

sup
g/∈F,‖g‖≥n

|g(Ix)| = 0.

Hence UE ⊂ UF . �

Our aim is to prove that {UG
c }c∈π0(X\TG) defines a DKN partition of the circle, in the sense

that it possesses properties which are analogue to those of the partition from Theorem 3.1 for
free groups.

Theorem 7.3. Let G ⊂ Diffω
+(S1) be a virtually free group, with minimal invariant set Λ.

Let α : G → Isom+(X) be a proper action on a locally finite tree and let T be a connected
fundamental domain. The collection {Uc}c∈π0(X\T ) satisfies the following properties:
1. every Uc is open;
2. every Uc is the union of finitely many intervals;
3. any two different Uc have empty intersection inside Λ;
4. the union of the Uc covers all but finitely many points of Λ;
5. if g ∈ Wc→d then g(Uc) ⊂ Ud.



28 J. ALONSO, S. ALVAREZ, D. MALICET, C. MENIÑO COTÓN, M. TRIESTINO

Remark 7.4. The marking (α, T ) of G gives an isomorphism G ∼= π1(X;Gv, Ae). Let g ∈ Gv

and c, d ∈ π0(X \ T ) be such that Xc and Xd are adjacent to v (when lifting the vertex v ∈ V
to a vertex of T ⊂ X). In this case, the condition g ∈ Wc→d implies g−1 ∈ Wd→c (Lemma
5.10). As a consequence, Item 5. of Theorem 7.3 above gives the equality g(Uc) = Ud. (Observe
that we can possibly have c = d, and in such case g ∈ αe(Ae) for some edge e ∈ E satisfying
o(e) = v.)

In what remains, we proceed step by step, as in [13], separating the proofs of the different
properties of the sets Uc. We start in § 7.2 with the most elementary proofs. In Theorem 3.1
the second and fourth properties were the most delicate part to verify, requiring sophisticated
tools of one-dimensional dynamics. Here we can use the good behaviour of the partition when
passing to a finite-index free subgroup to reduce to what already proved with Theorem 3.1.
This is done in § 7.3.

7.2. Elementary properties.

Lemma 7.5. The sets Uc are open.

This follows from the definition (in [13, Prop. 2.4], where the definition of the sets Uc is
different, this property follows from a classic argument of control of affine distortion).

Lemma 7.6. For two different c, d, the intersection Uc ∩ Ud is contained in the complement
of the minimal set Λ of G.

Indeed, for a point x that lies in the intersection Uc ∩ Ud, we have that there exists a
neighbourhood Ix 3 x such that

lim
n→∞

sup
g/∈Wc∩Wd,‖g‖≥n

|g(Ix)| = 0.

However, the intersection Wc ∩Wd is empty, so the neighbourhood Ix is contracted by every
sufficiently long iteration of elements in G. This is in contradiction with the existence of
elements with hyperbolic fixed points in the minimal set (Sacksteder’s theorem [39, § 3.2]).
See [13, Prop. 2.5].

Lemma 7.7. If g ∈ Wc→d then g(Uc) ⊂ Ud.

Proof. Indeed, by Proposition 5.11 we have Wcg
−1 ⊂ Wd, and using Lemmas 7.1 and 7.2, we

get g(Uc) = UWcg−1 ⊂ Ud. �

7.3. A finite number of connected components. In this subsection, we will make use of
the notation introduced in § 5.6.

Proposition 7.8. Each Uc has only a finite number of connected components.

This follows from the proposition below together with property 2. of Theorem 3.1.

Proposition 7.9. With the above notations, let H ⊂ G be a free subgroup of finite index. For
any c ∈ π0(X \ TG) we have

UG
c ∩ Λ =

(finitely many points) t
⊔

ι(d)=c
UH
d

 ∩ Λ.

In particular, the union of the UG
c covers all but finitely many points of Λ.
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Before giving the proof, we start with some preliminary lemmas.

Lemma 7.10. With the above notations, let H ⊂ G be a free subgroup of finite index. Then
for any c ∈ π0(X \ T ), we have

UG
c =

{
x ∈ S1

∣∣∣∣ ∃ neighbourhood Ix 3 x s.t. lim
n→∞

sup
{
|g(Ix)| | g ∈ H, g /∈ WG

c , ‖g‖ ≥ n
}

= 0
}
.

Proof. In other words, we want to prove that in order to define Uc it is enough to take
account of the contraction of a neighbourhood under the finite-index subgroup. For this, let
Σ = {t1, . . . , tk} be a set of representatives of G/H, that is, any element g ∈ G may be written
in the (unique) form

g = th, h ∈ H, t ∈ Σ.
Let D be a bounded subset in X containing all the images T.Σ. Then there exists a large
n0 (depending on D), such that when h ∈ H satisfies ‖h‖ ≥ n0, then D.h and T.h are in the
same connected component of X \ T . For any n ≥ n0 one has that{

g = th
∣∣∣ t ∈ Σ, h ∈ H,D.h * XG

c , ‖h‖ ≥ n
}

coincides with {
g ∈ G

∣∣∣ g /∈ WG
c , ‖g‖ ≥ n

}
,

up to finite subset. Hence{
g = th

∣∣∣ t ∈ Σ, h ∈ H,T.h * XG
c , ‖h‖ ≥ n

}
coincides with {

g ∈ G
∣∣∣ g /∈ WG

c , ‖g‖ ≥ n
}

up to finite subset.
By compactness, for any ε > 0 there exists δ > 0 such that if |J | < δ then |t(J)| < ε

for any t ∈ Σ. For any δ > 0, there exists some large n ≥ n0 such that if h ∈ H verifies
T.h * XG

c , ‖h‖ ≥ n and |h(I)| < δ, then

|g(I)| = |th(I)| ≤ ε.

This gives the statement. �

Lemma 7.11. With the previous notation, if ι(d) = c then we have

UH
d ⊂ UG

c .

Proof. By Lemma 5.17, we have WH
d ⊂ WG

c ∩H. Therefore after Lemma 7.2 we get

UH
d ⊂ UH

WG
c ∩H .

On the other hand the previous Lemma 7.10 says that the set UH
WG

c ∩H
coincides with UG

c . �

Lemma 7.12. Let G be a virtually free group acting on the circle with a minimal invariant
set Λ which is not a finite set. Let H ⊂ G be a finite-index subgroup. Then Λ is the minimal
invariant set for the action of H.
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Proof. By the so-called Poincaré lemma, if G contains a subgroup H of finite index, then it
contains a normal subgroup H ′ of finite index, which moreover is contained in H (one defines
H ′ to be the intersection of the conjugates of H). Let Λ′ be a minimal invariant set for H ′.
As H ′ is normal in G, all the images g(Λ′) are invariant sets for H ′. As H ′ has finite index,
there are at most finitely many different images g1(Λ′), . . . , gn(Λ′). Moreover, they must verify

Λ = g1(Λ′) ∪ . . . ∪ gn(Λ′).

Since Λ is infinite, so must be Λ′ and therefore Λ′ is the unique minimal invariant set for H ′.
Therefore G preserves Λ′ and so Λ′ = Λ, as wanted. �

Proof of Proposition 7.9. From the previous Lemma 7.11 we get the inclusion

UG
c ⊃

⊔
ι(d)=c

UH
d .

On the other hand Theorem 3.1 applied to H tells that the partition UH
d covers all the minimal

set Λ but finitely many points (after Lemma 7.12, the minimal set for H is the same as for
G). �

This clearly implies Proposition 7.8 and also concludes the proof of Theorem 7.3.

7.4. Making the DKN partition a ping-pong partition. After having established The-
orem 7.3, we want to prove that the partition into subsets {Uc}c∈π0(X\T ) gives an interactive
family in the sense of Definition 5.1. This is an immediate consequence of the fact that the
DKN partition comes from the arboreal partition, preserving the inclusion relations (Lemmas
7.1 and 7.2), and we have already remarked that the latter defines a ping-pong partition
(Proposition 5.15). However, some extra verification is needed to prove that the interactive
family is proper: condition (IF 10) does not follow directly from Proposition 5.15, but is a
consequence of the dynamics of the action (Theorem 7.3).

By Theorem 7.3, the open subsets Uc are individually the union of finitely many open
intervals, their union covers the minimal set Λ except a finite number of points, and two of
them can intersect only in the complement of Λ. The fact that two Uc may intersect gives
problem to properly define a ping-pong partition. We contour this by reducing the Uc similarly
as done after Theorem 3.1: if an endpoint of a connected component of Uc belongs to a gap
J ⊂ S1 \Λ (that is, a connected component of the complement S1 \Λ), we remove Uc ∩ J from
Uc. As Uc has finitely many connected components, we only have to do this operation finitely
many times. We denote by Ûc ⊂ Uc the open subset obtained at the end of this removal
process. Using the invariance of the set Λ, it is not difficult to verify that the new collection
Ûc also verifies the list of properties of Theorem 7.3, with the additional property that all Ûc
are now pairwise disjoint, and the complement of their union is a non-empty finite union of
gaps and finitely many points of Λ. (This reduction leads to a partition which is closer to
those appearing in [36].)

Next, we gather together different Ûc to obtain an interactive family, following the procedure
described in § 5.5 for the arboreal partition. This gives a family of open subsets ΘDKN =
{U e

v , Vs}v∈V,s∈S of the circle that we call the DKN ping-pong partition We denote by I the
collection of connected components of elements of ΘDKN and by J the collection of gaps of I
(Definition 6.1).

Let us verify that ΘDKN is indeed a ping-pong partition, in the sense of Definition 6.3.
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Lemma 7.13. Let G ⊂ Diffω
+(S1) be a locally discrete, virtually free group of real-analytic

circle diffeomorphisms. For any marking (α : G→ Isom+(X), T ), the DKN ping-pong partition
ΘDKN = {U e

v , Vs}v∈V,s∈S verifies (PPP 1).

Proof. Properties (IF 1,5) are satisfied by the DKN ping-pong partition, by construction. After
5. in Theorem 7.3, and Lemmas 7.1 and 7.2, the dynamics on the subsets Uc behaves exactly
as that on the connected components Xc of X \ T (where X is the tree of the marking). We
have already proved (Proposition 5.15) that the arboreal ping-pong partition {Xv, Zs} defines
an interactive family, and thus we obtain directly from 5. in Theorem 7.3, Lemmas 7.1 and
7.2 that the corresponding collection defined with the subsets Uc satisfy the inclusion relations
(IF 2–4,6–8) (but remember that they are not necessarily disjoint). Next, we observe that the
subsets Ûc defining the U e

v , Vs are obtained from the subsets Uc by cutting them at well-chosen
points of the minimal invariant subset Λ, which is G-invariant. This implies that the same
inclusion relations (IF 2–4,6–8) that are valid for the collections of Uc are also valid for the
collections U e

v , Vs of Ûc. The extra three conditions appearing in (PPP 1) are also satisfied by
construction of ΘDKN , as they are valid for the the arboreal partition (Remark 5.16). �

That every element of ΘDKN is the union of finitely many intervals is a direct consequence
of Item 2. of Theorem 7.3. So (PPP 2) is also verified.

Lemma 7.14. Under the hypotheses of Lemma 7.13, the partition ΘDKN satisfies condition
(PPP 3) of Definition 6.3.

Proof. By the properties of an interactive family (that we have verified in Lemma 7.13), we
are reduced to consider the two cases for which it is not clear that a contraction occurs.

Claim. If I is a connected component of U e
v and g ∈ Gv then either g(I) is contained in an

interval I ′ ∈ I or g(I) is I-Markovian.
Similarly, if I is a connected component of Vs and g ∈ αs(As)s, then either g(I) is contained

in an interval I ′ ∈ I or g(I) is I-Markovian.

Proof of Claim. We only treat the first situation, the second one is completely analogous.
We want to prove that if g(I) contains points of a gap, then it must be I-Markovian. This
follows from the definition of the DKN partition ΘDKN : as gaps in J are points or closure of
connected components of the complement of Λ, the image g(I) = (x−, x+) cannot have that
a right (resp. left) neighbourhood of x− (resp. x+) is contained in a gap, otherwise Λ would
have isolated points. �

This gives (PPP 3) for the partition ΘDKN . �

Summarizing, we have:

Proposition 7.15. Let G ⊂ Diffω
+(S1) be a locally discrete, virtually free group of real-analytic

circle diffeomorphisms. For any marking (α : G→ Isom+(X), T ), the DKN ping-pong partition
is a ping-pong partition (in the sense of Definition 6.3).

7.5. Getting a proper ping-pong partition. We were not able to find an elementary
argument to show that the DKN partition defines a proper ping-pong partition (and we are
not even sure that this is always the case!). Anyhow, refining the DKN ping-pong partition as
in § 6.3 gives what we need.
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Proposition 7.16. Let G ⊂ Diffω
+(S1) be a locally discrete, virtually free group of real-analytic

circle diffeomorphisms. For any marking (α : G → Isom+(X), T ), there exists some k ∈ N
such that after refining ΘDKN k times, one gets a proper interactive family.

Proof. By Proposition 6.10 and Lemma 7.13, every refinement of the DKN ping-pong partition
is an interactive family. For k ≥ 1 we denote by Θk the k-th refinement of ΘDKN . The
verification of (IF 9) that the edge groups act faithfully is an easy consequence of the fact
that they are finite cyclic groups acting on the circle (hence every nontrivial element has no
fixed point). Observe also that the circumstance under which (IF 11) must be verified never
occurs under our assumptions, as this would imply that G is virtually cyclic (Remark 5.2).

We want to prove that there exists k ∈ N such that Θk satisfies (IF 10). If Uv = ∅ for every
v ∈ V , then there is nothing to check. So we can assume Uv 6= ∅ for some v ∈ V . Verifying
(IF 10) of ΘDKN comes up to verify that there exists a gap J ∈ J which is sent inside a
connected component I ∈ I of some open set Uv, v ∈ V , by some generator g ∈ Gv. Observe
first that a gap J ∈ J must be sent inside some I ∈ I by some generator g ∈ G, otherwise the
collection of gaps J would be G-invariant, giving a finite orbit for the action of G (recall that
this does not occur because G is locally discrete and not virtually cyclic). What may happen,
invalidating (IF 10), is that for every g ∈ G and J ∈ J , the image g(J) either belongs to J or
is contained in an open set Vs, s ∈ S (with this last possibility occurring at least for one gap,
by the previous remark). To contour this, we consider refinements Θk of ΘDKN . Indeed, by
construction of ΘDKN , all points of ∆0 belong to Λ and, denoting by ∆k the set of endpoints
Θk, as ∆k = G(∆k−1) (apply (6.3) inductively), one has that the union ⋃k∈N ∆k is the G-orbit
of ∆0, which is dense in Λ. As Uv is an open set, which contains points of Λ (Theorem 7.3),
there exists k ∈ N such that ∆k ∩ Uv 6= ∅, so that for such k, the k-th refinement Θk of ΘDKN

is proper. �

Remark 7.17. One can be more precise and show, using combinatorial arguments, that the
first refinement Θ1 is always proper.

We are finally in position to give the proof of the main result.
Proof of Theorem A. Let Θk be the proper k-th refinement of ΘDKN given by Proposition
7.16. After Proposition 7.16 and Proposition 6.10, the partition Θk is the refinement of a
ping-pong partition, and hence a ping-pong partition itself. �

8. Pointing out some difficulties

We conclude this text with an example that explains that the properties defining a ping-pong
partition are extremely delicate. Simply requiring that the circle be partitioned into finitely
many intervals, with generators mapping them in an appropriate way, is not enough for us:
the generators must come from a marking (α : G→ Isom+(X), T ) of the group. The point is
that we have to be sure that for every atom of the partition there is no ambiguity on which
generators perform contractions inside it.

As an illustration, consider the group G = F2 o Z4 = 〈f, g | g4 = id, g2fg2 = f−1〉,
with generators acting as in Figure 8.1 (left): g is the rotation R1/4, and f is a North-
South map. Although G is virtually free, the previous presentation does not come from a
marking. However, replacing the generator f with h = g2f , one obtains the presentation
G ∼= Z2 ∗ Z4 = 〈g, h | g4 = id, h2 = id〉, which comes from a marking. The partition in
Figure 8.1 (left) is then replaced by that in Figure 8.1 (right), which is now a ping-pong
partition in our sense.



PING-PONG PARTITIONS AND LOCALLY DISCRETE GROUPS OF Diffω
+(S1), I 33

g

f

g

g2f

Figure 8.1. Two partitions for the same action of the group G = F2 o Z4 ∼=
Z2 ∗ Z4. Only the right one is a ping-pong partition in our sense.
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