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ABSTRACT
Among various power reduction methods, variable bit-width arith-
metic units have been proposed in approximate computing litera-
ture. In this paper, we add a variable bit-width memory unit in a
RISC-V processor. Integrating both computation and memory units
with variable bit-width leads to a power reduction: from 7% to 29%
for Sobel filter application and from 13% to 24% for an application
that computes the position of a robotic arm (forwardk2j). We also
propose a global energy model for a RISC-V processor with vari-
able bit-width units (for computation and memory). This model
allows us to evaluate the impact of various parameters in both the
software application (e.g., the amount of instructions that can be
executed with a reduced bit-width) and the hardware architecture
(e.g., impact of potential reduction for each unit).
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1 INTRODUCTION
Approximate computing provides several techniques to investigate
various trade-offs between application accuracy and energy or per-
formance [5]. For instance, several approximate units have been
proposed. Due to constraints in terms of energy and/or silicon area
in embedded systems, integer approximate units have been imple-
mented [2]. However such integer approximate units have been
mostly evaluated separately, i.e., not in a complete processor with
a running application. The stand-alone evaluation of approximate
units is not sufficient for an estimation of global energy reduction
of a given application.

We aim to evaluate the potential interest of variable bit-width
integer units. In this type of unit, only a configurable number of
most significant bits (MSBs) is active. The number of active MSBs
is configurable at runtime. We target general purpose embedded
systems workloads. These variable bit-width units are integrated
into a RISC-V processor to evaluate their impact on applications in
terms of accuracy and energy reduction.

Previous work [6] proposes a RISC-V processor with variable
bit-width arithmetic operators that are the most common in the
literature, e.g., approximate additions [2], approximate multiplica-
tions [3]. The results indicate moderate energy gains due to the
fact that only the computation units are approximated; all the other
parts are accurate.

Our first contribution extends the previous work with bit-width
configuration in the data memory, i.e., load/store only the active
MSBs from/in the data memory. We evaluate the energy reduction
with configurable bit-width in both computation and data memory
units.
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.

Our second contribution consists of a generic energy model
that includes both software and architecture parameters. It aims to
allow software and hardware designers to investigate the effects
of potential optimizations performed on software and/or on units
in approximate computing. The software designer can have, an
early-stage insight into the limits of energy reduction reachable for
a given application. The proposed energy model allows a hardware
designer to find the most important architectural parameters that
could be optimized for energy efficiency and to have an idea on the
possible energy reduction in the optimization process.

The paper is organized as follows. Section 2 discusses the related
work. Section 3 presents the extended RISC-V and the energy model
per instruction. Section 4 presents the results of accuracy vs energy
trade-off study. Section 5 describes our global energy model. Section
6 concludes the paper.

2 RELATEDWORK
Several strategies have been proposed in approximate computing
for the reduction of computation costs (e.g., energy) [5]. For ex-
ample, approximate units have been implemented [4],[19],[3],[16],
[2], [1]. The energy consumption of several instructions have been
evaluated in several architectures. For example, the energy con-
sumption of individual instructions have been estimated for two
different ARM processors: Cortex-A7 and Cortex-A15 in [15] and on
a RISC processor in [13]. However all the above energy estimations
are for accurate instructions.

To reduce the energy consumption of accurate instructions, ap-
proximate units have been proposed for low power computation
and low power storage. For example [7] implements a 16-bit multi-
plier with supply voltage scaling method to reduce the bit-width of
the operator; as a result, the energy consumption of the multiplier
is reduced by up to 39%. [2] proposes an accuracy-configurable ap-
proximate (ACA) adder, which reduces energy consumption by up
to 30%. However the proposed operators are evaluated separately
and are not evaluated on an application executed inside a complete
processor.

Global energy evaluation solutions on applications have been
proposed. For example [10] and [8] evaluate approximate instruc-
tions on applications such as: FFT, LU, Raytracer. The results in-
dicate that the energy can be reduced by up to 50% in [10] and
up to 35% in [8]. However the proposed solutions are only for
floating-point applications and the estimated energy models are
for arithmetic and memory units and do not include applications
parameters.

In [6], the evaluation of variable bit-width integer units is per-
formed on a Sobel filter in a RISC-V processor. However only the
integer additions and multiplications units are approximated and
that seems not sufficient for a high energy reduction.

To the best of our knowledge, we are the first to evaluate the
energy reduction with both variable bit-width integer arithmetic
and data memory units on applications and to propose a generic



energy model that combines architecture and software parameters
to estimate the global energy reduction due to optimizations of
applications source code and/or hardware units in approximate
computing.

3 RISC-V PROCESSORWITH VARIABLE
BIT-WIDTH UNITS

Figure 1 presents the RISC-V processor [9] extended with variable
bit-width units for both computation (a.EXE) and memory units
(a.LSU ). a.EXE performs computations on a number of active MSBs.
a.LSU handles the load/store from/in the data memory of words
composed of a variable number of active MSBs. One dedicated
instruction is added to configure the bit-width for a.EXE and a.LSU.

Figure 1: Extended RISC-V Architecture

3.1 RISC-V experimental environment
The aim of our experiments is to investigate the accuracy vs energy
trade-off of a given application executed with variable bit-width
integer operators. Most of the benchmarks proposed in the state of
the art are implemented in floating-point. The evaluated applica-
tions are converted into fixed-point format before executing them
in the extended RISC-V. To perform the experiments, we annotate
the source code with pragmas that indicate the data format and
delimits the parts of the fixed-point C source code to be executed
with reduced bit-width. A compiler support based on LLVM is im-
plemented to handle pragmas directives [14]. The RISC-V spike
simulator [12] is augmented with the capabilities to count, for a
given application, the number of instructions executed for each
class. For each instruction class, this number is multiplied with the
average energy value of the instruction class provided in Subsec-
tion 3.2. The sum of the energy values for each instruction class
models the total energy consumed by the application.

3.2 Energy per instruction
The energy model per instruction is constructed using measure-
ments on a in-house 28nm FD-SOI test-chip. This chip includes a
processor core that follows the architecture described on Figure 1,
connected to 256KB of memory, split into 64KB of instruction mem-
ory and 192KB of data memory. The energy consumption variations
due to the input data are under 15%, and hence in what follows
we utilize an average value. We split the RISC-V instructions into
classes of similar energy consumption. The accurate instructions
classes (and their average energy values related to the multiplica-
tion) are: arithmetic and logic instructions (al: 0.68), multiplications
(mul: 1), branch instructions (br: 1.56), store (st: 0.78) and load (ld:

0.71). The memory is implemented in a low-voltage technology,
which explains why the ld and st instructions consume less energy
than a multiplication.

The energy values of variable bit-width multiplication and arith-
metic and logic instructions are obtained by considering that the
consumption of the a.EXE part varies with the bit-width as specified
in [7], whereas the energy consumption of the other core parts are
the same as in the accurate case. By looking at the data memory,
we estimate that 40% of the accurate energy is not scalable, and the
60% varies linearly with the bit-width. Note that this percentage is
dependent on the design of the memory. Setting it to a value rep-
resentative for another memory implementation does not invalid
our investigation method. The implementation of the approximate
operators introduces an overhead energy. This overhead is caused
by the extra elements needed to partition the operators into sev-
eral threshold voltage domains, and it is taken into account in our
model. Figure 2 presents the energy values of accurate and variable
bit-width instructions classes.
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Figure 2: Relative energy values of variable bit-width and
accurate instructions

4 IMPACT OF VARIABLE BIT-WIDTH UNITS
ON BENCHMARK APPLICATIONS

The evaluation is performed on two applications cases studies from
the Axbench suite [18]: Sobel filter and forwardk2j. Sobel filter is
a kernel used in image processing for edge detection. To evaluate
the accuracy in Sobel filter with reduced bit-width, we utilize the
structural similarity metric (SSIM) [17] that is more correlated to
human perception of image quality than other metrics such as the
root mean square error (RMSE) or the peak signal to noise ratio
(PSNR) [11]. The forwardk2j is a kernel used in robotics. It takes as
input the angles of a 2-joint robotic arm and computes the position
of its end-effector. To evaluate the errors induced by the reduced
bit-width, we utilize the relative error metric. To compute the qual-
ity metric values of the above benchmarks, we consider as reference
values, the outputs returned by the original floating-point program.
Several optimizations have been applied on the applications source
code to reduce the costs due to, for example, address computa-
tions, loop indexing. Figure 3 and Figure 4 present the instruction
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Figure 3: Sobel filter instructions breakdown

a.
al

a.
mu
l

a.
me
m al mu
l

me
m br

0

100K

200K

300K

400K

500K

N
um

be
r

of
in

st
ru

ct
io

ns

a.
co
mp

a.
me
m

a.
in
st

0

10

20

30

40

50

60

70

80

90

P
er

ce
nt

ag
e

of
a.

in
st

(%
)

Figure 4: Forwardk2j instructions breakdown

breakdown of the two evaluated applications. Sobel filter includes
73.7% of instructions that can be executed with reduced bit-widths,
in which 44.3% of variable bit-width data memory instructions
and 29.3% of variable bit-width computation instructions including
arithmetic and logic instructions (a.al) and multiplication instruc-
tions (a.mul). Forwardk2j includes 81.8% of instructions that can
be executed with reduced bit-widths, in which 70.1% of variable
bit-width computation instructions and 11.7% of variable bit-width
data memory instructions.

We compare the potential in terms of energy reduction on the
two applications when executed with only variable bit-width com-
putation units and when executed with both variable bit-width
computation and data memory units. Figure 5 indicates that the
energy reduction when executing Sobel filter with only variable
bit-width for computation instructions (a.comp) is up to 7%. This
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Figure 5: Sobel filter accuracy vs energy trade-off
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Figure 6: Forwardk2j accuracy vs energy trade-off

low energy reduction is due to the fact that the application in-
cludes less computation instructions compared to other types of
instructions, e.g., the branch instructions, the data memory access
instructions. When the bit-width reduction is extended when ac-
cessing the data memory (a.mem), the energy can be reduced by up
to 29% for bit-width equal to 4 bits.

Figure 6 indicates that the energy reduction when executing the
forwardk2j application with only variable bit-width computation
instructions (a.comp) is up to 13% for bit-width equal to 4 bits. The
energy reduction with only a.comp is higher in forwardk2j than in
Sobel filter because the fraction of variable bit-width computation
instructions is higher in forwardk2j application than in Sobel filter.
The integration of reduced bit-width memory access instructions
(a.mem) improves the energy reduction. Figure 6 indicates that
when the bit-width reduction is extended when accessing the data
memory, the energy can be reduced by up to 24% for bit-width
equal to 4 bits.



5 GLOBAL ENERGY MODEL
This section proposes a global energy model including both soft-
ware parameters, e.g., the fraction of approximate instructions; and
architecture parameters, e.g., the energy function of the bit-width,
to evaluate the impact of variable bit-width units on the energy
consumption of general applications. The proposed energy model
allows software designers to have an overview of the global en-
ergy reduction, knowing the instruction breakdown and the energy
consumption of each instruction class. Furthermore, in addition to
RISC-V extensions with variable bit-width computation and data
memory instructions, the computation and memory units them-
selves could be optimized by hardware designers to improve the
energy reduction. The proposed global energy model allows to esti-
mate the energy reduction on a given application when hardware
units are optimized.

5.1 Notations
Table 1 defines the notations in our global energy model.

SW parameters Description
NAm Number of approx. data

memory inst.
NAc Number of approx.

computation instructions
NA = NAm + NAc Number of approx. inst.

NĀ Number of non-approx. inst.
N = NA + NĀ Total number of inst.
fAm =

NAm
NA

Fraction of approx. data
memory instructions

fAc =
NAc
NA

Fraction of approx.
computation instructions

fA = fAc + fAm Fraction of approx. inst.
fĀ = 1 − fA Fraction of non-approx. inst.

Archi. parameters Description
oc , om Energy overhead for

computation and data memory inst.
r Ratio of non-scalable energy

eAm Average energy of an approx.
data memory inst.

eAc Average energy of an approx.
computation inst.

eĀ Average energy of a
non-approx. inst.

Global parameters Description
b , B Bit-width , maximum possible bit-width.

The bit-width is configurable in 1 ≤ b ≤ B
EA Energy consumed by all approx.

inst. of an application
EĀ Energy consumed by all non-approx.

inst. of an application
ET Energy total of an application
α Energy reduction of an application

Table 1: Software and architecture parameters

Let us consider a program as a set of approximate and non-
approximate instructions. Approximate instructions are the approx-
imate data memory instructions, i.e., approximate load and store
(a.ld, a.st); and the approximate computation instructions (a.al,
a.mul).

5.2 Energy reduction
Let ET (b) be the total energy consumed by an application executed
with b bits (with 1 ≤ b ≤ B).

ET (b) = EA(b) + EĀ (1)

EA(b) = NAm × eAm (b) + NAc × eAc (b) (2)

EĀ = NĀ × eĀ = (N − NA) × eĀ (3)
When an application is executed with reduced bit-width (i.e.,

b < B), the energy consumption with accurate execution is reduced.
The energy reduction α is estimated with Equation 4:

α(b) =
(
1 − ET (b)

ET (B)

)
(4)

ET (b)
ET (B)

=
NAm × eAm (b) + NAc × eAc (b) + (N − NA) × eĀ
NAm × eAm (B) + NAc × eAc (B) + (N − NA) × eĀ

(5)

Equation 5 expressed with fractions of approximate instructions
gives:

ET (b)
ET (B)

=
fAm × eAm (b) + fAc × eAc (b) +

(
1
fA

− 1
)
× eĀ

fAm × eAm (B) + fAc × eAc (B) +
(

1
fA

− 1
)
× eĀ

(6)

Let eAc be the average energy consumed by a variable bit-width
computation instruction, eAm the average energy value consumed
by a variable bit-width data memory instruction.

At full-width (b = B), eAc (B) and eAm (B) are calculated with the
following formulas:

eAc (B) = eĀc × (1 + oc ) (7)
eAm (B) = eĀm × (1 + om ) (8)

where oc > 0 and om > 0 are the energy overheads when im-
plementing the variable bit-width computation and data memory
instructions, respectively.

The estimation of eAc (b) is described in Subsection 3.2. By look-
ing at the data memory, we estimate the energy value eAm (b) with
the following formulas:

eAm (b) = eAm (B) × (r + (1 − r ) × b/B), (9)
where r ∈ [0, 1] is non-scalable ratio from the energy consumed by
a memory instruction.

5.3 Case study: impact of hardware units and
software parameters

The utilisations of the general model are twofold, as follows.
First, a hardware designer can use the model to have an overview

on the impact of an optimized unit on the global energy reduction
for a given application. For example, when the energy consumed
by a unit, e.g., a multiplier, is reduced in half by optimizations,
the proposed energy model allows estimating the global energy
reduction on a given application on the complete processor.

We estimate at various bit-widths the global energy reduction
when one unit is optimized at a time. The global energy model in
Equation 6 is instantiated with the energy values per instructions
presented in Subsection 3.2 and the average fraction of approximate
instructions (computation and data memory) of Sobel filter and
forwardk2j, deduced from the instructions breakdown presented
on Figures 3 and 4: fA = 0.77, fAc = 0.49 and fAm = 0.28.

Figure 7 presents the potential in terms of energy reduction
for the optimized hardware units for each bit-width. For example,
Figures 7a, 7b, 7c indicate that for b = 8 bits, when the energy of an
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Figure 7: Energy reduction of optimized variable bit-width units
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Figure 8: Bit-widths for a given value of energy reduction
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Figure 9: Energy reduction for a given bit-width

approximate instruction is reduced by up to 60%, the global energy
reduction at application level is equal to 31% for computation units
and 34% for memory units. For b = 16 bits the energy reduction
decreases: 24% with adders, 25% with multipliers and 29% with
memory units. This investigation suggests that the optimization
of memory units has more potential in terms of energy reduction
than the optimization of computation units in our extended RISC-V.
In our experiments, despite the fact that fAc is almost the double

of fAm , the energy reduction with memory units is higher than the
energy reduction in computation units.

Second, depending on the software parameters, one can use the
model to either search an acceptable bit-width for computation de-
pending on the energy budget or to estimate the energy reduction
for a given accuracy. Figures 8 and 9 provide to a software designer
an insight on the energy reduction, knowing the fraction of variable
bit-width instructions. In a given application, for a required energy



reduction, the figures determine the adequate bit-width for compu-
tations and memory storage. Inversely, the designer knowing the
required bit-width for a given accuracy, can have an estimation of
energy reduction based on the fraction of approximate instructions.

Figure 8 indicates, for a given application, the fraction of approx-
imate instructions (fAc and fAm ), based on the required energy
reduction and the bit-width required for an acceptable quality of
result. For example Figure 8a shows that if a software designer de-
sires a reduction of energy by 20%, and the acceptable application
error recommends 8 bits, the application would require at least 35%
of approximate data memory instructions, i.e., fAm = 0.35.

The energy reduction depends both on the bit-width and the
fraction of approximate instructions, as presented in Figures 8a, 8b
and 8c. Figure 8a indicates that the energy can be reduced by up to
20%with bit-width from 1 to 20 bits with at least 25% of approximate
memory instructions. Figure 8b indicates that the energy can be
reduced by up to 30% with bit-width from 1 to 14 bits with at least
40% of approximate memory instructions. Figure 8c shows that the
reduction of the total energy consumption by 50% can be never
reached with the evaluated applications on the RISC-V architecture
if the user requires high accuracy. Because computing with 1, 2 or
3 bits is rarely possible in terms of accuracy.

Figure 9 presents the energy reduction, depending on the bit-
width, for fractions of variable bit-width instructions fAc and fAm
in [0, 1]. For example, with fA = 0.8 and fAm = 0.83, the energy
can be reduced by: up to 48% for b = 4 bits, up to 40% for b = 8 bits,
and up to 26% for b = 16 bits.

5.4 Analogy to Amdahl’s law
The proposed energy model is similar to the Amdahl’s law. In par-
allel computing, the Amdahl’s law indicates that the speedup in an
application execution depends both on the number of processors
and on the percentage of the parallel part in the algorithm. Sim-
ilarly, on approximate computing, the results indicate that when
energy consumption is estimated at application level, the energy
reduction does not depend only on the degree of approximation,
but depend also on the percentage of approximate instructions of a
given program as presented in Figure 9. For energy efficiency, the
aim is to be on the right upper part of Figure 9.

6 CONCLUSION
This paper extends a RISC-V processor equipped with variable
bit-width arithmetic units by adding a variable bit-width memory
unit. All variable bit-width units are configurable at runtime with
a number of active MSBs. The impact of both variable bit-width
arithmetic and memory units on the output accuracy and on the
energy consumption are evaluated on two applications: Sobel filter
and forwardk2j.

Moreover, we propose a generic energy model that combines
hardware and software parameters to evaluate the reachable energy
reduction due to reduced bit-width computation on applications.
The aim is to perform an early evaluation of the impact, in terms of
energy reduction, of optimizations performed by a software and/or
hardware designer. A software designer, knowing the software pa-
rameters, i.e., the fraction of approximate instructions, can have an
early estimation of the bit-width required to execute an application
for a targeted energy reduction. The hardware designer can know
in which parts of the architecture optimizations are required for
more energy reduction on a given application.

To increase energy reduction in approximate computing at appli-
cation level, the implementation of more approximate instructions
other than the arithmetic and memory ones, e.g., instructions for

loops indexing, branch control, with low impact on the output
quality, could be a challenge in approximate computing.
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