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Preface

Originally introduced in [145, 152], Hybrid High-Order (HHO) methods provide a
framework for the discretisation of models based on Partial Differential Equations
(PDEs) with features that set them apart from traditional ones. The construction
hinges on discrete unknowns that are broken polynomials on the mesh and on its
skeleton, from which two key ingredients are devised:

(i) Local reconstructions obtained by solving small, embarassingly parallel prob-
lems inside each element, and typically conceived so that their composition
with the natural interpolator of sufficiently smooth functions yields a physics-
and problem-dependent projector on local polynomial spaces;

(ii) Stabilisation terms that penalise residuals designed at the element level so
as to ensure stability while preserving the approximation properties of the
reconstruction.

These ingredients are combined to formulate local contributions, which are then
assembled as in standard Finite Element methods. From this construction, several
appealing features ensue: the support of polytopal meshes and arbitrary approxima-
tion orders in any space dimension; an enhanced compliance with the physics; a
reduced computational cost thanks to the compact stencil along with the possibility
to locally eliminate a large portion of the unknowns. This monograph provides an in-
troduction to the design and the mathematical aspects of HHO methods for diffusive
problems, along with a panel of applications to advanced models in computational
mechanics.

The support of polytopal meshes is perhaps the most defining feature of HHO
methods. Mesh generation and adaptation is often the bottleneck of computer as-
sisted modelling: despite the enormous progress in this field, traditional unstructured
meshes suffer from intrinsic drawbacks, and disposing of discretisation methods that
deliver high-order approximations on polytopal meshes constitutes a veritable tech-
nological jump. Let us consider a few examples. Capturing geometric microstructures
in the domain traditionally requires the use of small elements, which can significantly
add to the computational burden. With polyhedral meshes, on the other hand, one
can incorporate such geometric features into larger agglomerated elements [17, 36],
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thus achieving a significant cost reduction without compromising the accuracy. In
the context of conforming Finite Element methods, local mesh adaptation requires
special strategies to either prevent or treat hanging nodes. When conforming mesh
refinement is performed, one typically faces the choice of accepting a degradation
of the mesh quality or renouncing the benefit of nested meshes. Polyhedral methods,
on the other hand, can usually treat hanging nodes seamlessly, and even support in-
novative strategies such as adaptive coarsening [36]; see, e.g., the a posteriori-based
adaptive HHO algorithm devised in [160] for electrostatic models. The seamless
support of meshes that are nonconforming in the traditional sense is also crucial for
models that feature inner interfaces. In geosciences applications, e.g., accounting for
the presence of fractures or faults in the subsoil is paramount to accurately reproduce
the flow patterns. In petroleum basin modelling, fractures are typically incorporated
into the numerical models by the mutual sliding of two portions of a corner-point
grid along the fracture plane, resulting in highly nonconforming meshes [191]. Poly-
topal methods offer a true advantage in this case, as no special strategy is required to
handle this situation; see, e.g., [105, 106], where HHO methods for Darcy flow and
passive transport in fracture porous media are devised and analysed, or [55], where
fracture networks are simulated using Virtual Element methods.

Another key feature of HHO methods is compliance to the physics, meaning that they
can incorporate fundamental properties of the model into the design. Let us examine
a few examples. In the context of diffusive conservation laws in divergence form,
e.g., HHO schemes can typically be interpreted as enforcing polynomial moments
of local balances with conservative numerical approximations of the fluxes; see,
e.g., [117] and [161, Section 4.3.2.5] concerning scalar linear diffusion problems,
[72, 148] concerning linear and nonlinear elasticity, [56, 73] on linear and nonlinear
poroelasticity, and [68] for the incompressible Navier—Stokes equations. Another
example of compliance to the physics is provided by the robustness with respect to
the variations of the problem coefficients; see, e.g., [146] concerning anisotropic
heterogeneous diffusion problems in mixed formulation. In some cases, robustness
can be extended to obtain a seamless treatment of singular limits of PDE models.
A first example is provided by the Péclet-robust HHO scheme of [143], which fully
supports locally degenerate diffusion with exact solutions that exhibit jumps inside
the domain; see also [151] for further insight into this topic. Another example is
provided by [69], where the authors propose an HHO scheme for the Brinkman
problem fully robust in the Darcy limit. In this case, a novel approach to the analysis
was also devised in order to identify the local (Darcy- or Stokes-dominated) regime
inside each element. A third example of physics-compliant HHO scheme is provided
by [68, 156], where non-dissipative discretisations of the convective term in the
incompressible Navier-Stokes equations are proposed.

The construction of HHO methods is conceived so as to enable efficient sequential
and parallel implementations in arbitrary space dimension [114]. Both the recon-
struction and the stabilisation terms are devised at the element level, and the cou-
pling among neighboring elements only occurs via the common face unknowns. As
a result, element unknowns can be eliminated prior to the assembly step by com-
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puting a local Schur complement; see, e.g., [161, Section 4.3.2.4] and [153, Section
3.3.1]. This procedure is often referred to as “static condensation” in the Finite Ele-
ment literature, a term reminescent of its origins in computational mechanics [203,
211]. For the HHO approximation of degree k > 0 of a scalar three-dimensional
diffusion problem, the number of degrees of freedom after static condensation is
%(k + 2)(k + 1)Ngages, With Nyees denoting the number of non-Dirichlet mesh faces.
For high polynomial degrees, this is a dramatic improvement over, e.g., vanilla im-
plementations of Discontinuous Galerkin methods, where the number of degrees of
freedom is %(k +3)(k +2)(k + 1)Ng], with N denoting the number of mesh elements.
The improvement is even more dramatic when considering more complex models
such as those encountered in incompressible fluid mechanics. As noticed in [153]
in the context of the linear Stokes problem, it is possible in this case to devise a
static condensation strategy that, for any polynomial degree, leads to global systems
with only one pressure unknown per element; cf. also [156, Remark 6] for the ex-
tension of such strategy to the fully nonlinear Navier—Stokes problem. As of today,
HHO methods have been implemented in several open source codes including, on
the academic side, the SpaFEDte (https://github.com/SpaFEDTe/spafedte.
github.com), the HArD::Core (https://github.com/jdroniou/HArDCore)
and the POLYPHO (http://www.comphys.com) libraries and, on the indus-
trial side, the Code_Aster (https://www.code-aster.org) and Code_Saturne
(https://www.code-saturne.org) simulators by EDF.

To close this introductory section, we provide a brief historical overview of the
development of HHO methods. Hybrid High-Order methods in primal form were
originally introduced in [145] in the context of quasi-incompressible linear elasticity
models, with the first fully referenced publication [152] dating back to 2014. The
early steps in the development of the method were, on one side, the identification
of equilibrated tractions [148], on the other side, its extension to locally variable
coeflicients [149] and more general, possibly degenerate scalar second-order models
[143]. In parallel, the Mixed High-Order method was introduced in [146], and its
link with primal HHO methods first recognised in [8]. Among the first applications
to engineering problems, we can cite the a posteriori-driven adaptive algorithm for
electrostatics devised in [160]; see also [155]. A keystone in the understanding of
the relations between HHO and other hybrid methods is [117], where bridges are
built with Hybridisable Discontinuous Galerkin and High-Order Mimetic methods.
Further progress in this direction is made in [58], where a unified framework com-
prising a large number of mixed and hybrid methods is proposed, and in [144],
where HHO methods are bridged with Nonconforming Virtual Elements, and a
stable gradient reconstruction is proposed which enables the interpration of both
methods as a Gradient Discretisations [173]. At the same time, a large effort was
undertaken for the application, and corresponding analysis, of HHO methods to
complex models, that are more realistic from the point of view of scientific and
engineering applications. A first remarkable contribution is the HHO method for the
Cahn-Hilliard problem designed and analysed in [107], which constitutes the first
application to nonlinear problems. Landmark contributions in this direction are the
papers [140, 141], which study the application of the HHO method to fully nonlinear,
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Leray—Lions type elliptic models. Here, a systematic development of the tools for
the design and analysis of HHO methods for nonlinear problems was undertaken,
leading to key functional analysis results of broader applicability. A first example of
such results is the development of a framework for the study of the approximation
properties of projectors on local polynomial spaces, which also resulted in a change
of the canonical way of introducing HHO methods [161]. Another valuable set of
results are Sobolev embeddings and compactness for bounded sequences of HHO
functions, which are the cornerstone of the convergence analysis by compactness.
The application of HHO methods to more complex models of engineering interest
subsequently focused mainly on incompressible fluid-mechanics, solid-mechanics,
and geosciences. Concerning the first applicative field, key contributions include the
HHO method for the Stokes problem developed in [8], later hacked in [98, 154] to
handle robustly small values of the viscosity and large irrotational body forces, and
the HHO methods for the Navier—Stokes problem developed and analysed in [156]
and [68], where a conservative formulation based on Temam’s device is proposed. A
recent contribution inspired by the HHO literature is [97], where Bingham pipe flows
are considered. We can also cite [9], where the influence of dominant-convection
on the order of convergence is evaluated using the Oseen model. Key contributions
to the application of HHO methods to problems in solid-mechanics include [72],
concerning nonlinear elastic models valid under the small deformation assumption,
[60] on the application of HHO methods to Kirchhoff-Love plate bending problems,
and, more recently, [4] on finite deformations of hyperelastic materials. Applications
of the HHO technology to problems in geosciences include fluid flows in fractured
porous media [105, 106], miscible fluid flows in porous media [14], as well as linear
and nonlinear poroelasticity [56, 73] possibly including stochastic coefficients [71].
Finally, more recent methodological developments include, in particular, the exten-
sion of the HHO method to meshes with curved faces [67], the treatment of unfitted
interface problems [90] based on the CutFEM technology [89], and its application to
highly-oscillatory elliptic models [115]. We also point out here the analysis frame-
work for methods in fully discrete formulation developed in [142], which shows the
benefits of this approach originally adopted in the context of HHO methods when
applied to other recent polytopal technologies.

Other polytopal methods

Discretisation methods that support polytopal meshes and, possibly, arbitrary ap-
proximation orders have experienced a vigorous development over the last decade.
Novel approaches to the design and analysis have been developed or rediscovered
borrowing ideas from other branches of mathematics such as topology and geometry,
or expanding past their initial limits the original ideas underlying Finite Element or
Finite Volume methods. A brief historical perspective focusing on diffusive prob-
lems is sketched in what follows.

Since their introduction, usually attributed to Tihonov and Samarskii [267], Finite
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Volume methods have been extensively used for the discretisation of PDE models
expressed as linear or nonlinear conservation laws in divergence form. The classical
Two-Point Flux Approximation scheme requires, however, strict conditions of mesh-
data compliance for consistency; see, e.g, the reference monograph [188]. Several
lowest-order polytopal methods have therefore been developed in the Finite Volume
spirit in an attempt to circumvent these conditions. In Multi-Point Flux Approxi-
mation methods [1-3, 7, 180], consistent approximations of the flux are obtained
through local reconstructions involving elements that share a common node. In
Mixed [171] and Hybrid [187] Finite Volume methods, a similar result is achieved
by introducing auxiliary unknowns at faces, which can in some cases be eliminated
resorting to local interpolation. In the Discrete Duality Finite Volume method [137,
165, 205], two simultaneous discrete versions of the conservation law are solved on
the primal and dual meshes, using both vertex and cell unknowns. All of the above-
mentioned methods possess local conservation properties on the primal mesh, and
enable an explicit identification of continuous approximations of the normal trace
of the flux. We refer the reader to [162, 168] for a more comprehensive list and a
critical review of Finite Volume and related methods on generic polytopal meshes.
Over the years, polytopal Finite Volume methods have been applied to a variety of
linear and nonlinear PDE models including, e.g.: fully nonlinear elliptic problems
in divergence form [15, 169], miscible fluid flows in porous media [102, 104], the
incompressible Navier—Stokes equations [172], etc.

While classical Finite Element methods are restricted to certain element geometries,
extensions to more general meshes are possible in some cases. Any polytopal mesh
can be, for example, split into a simplicial conforming mesh over which standard
Finite Element methods can be applied, possibly with some modifications. In [219],
this idea is applied to construct mixed Finite Element methods on polytopal meshes
by solving local discrete problems; see also [271, Section 7] for a discussion on
this and related approaches. Conforming P! elements on a simplicial submesh are at
the core of the Vertex Approximated Gradient method, see [189] and [173, Section
8.5], which additionally uses barycentric eliminations to prevent the submeshing
from introducing additional unknowns, and mass-lumping to mitigate the issues of
P! elements on coarse meshes in case of heterogeneities. It is also possible to con-
struct Finite Elements on certain types of polytopal elements without resorting to
submeshing. Various constructions of H'-conforming polygonal Finite Elements are
explored, e.g., in [261], where the authors compare Laplace [111, 207], Wachspress
[272], and mean value shape functions on convex polygons. Further related works in-
clude [262, 263]. Similar constructions are also possible for mixed Finite Elements.
In [216], H(div)-conforming Finite Elements on polygons and certain polyhedra
are constructed using barycentric coordinates. A general construction of scalar and
vector Finite Element families on convex polygonal and polyhedral elements where
basis functions are expressed in terms of barycentric coordinates and their gradients
is proposed in [197], inspired by the Finite Element Exterior Calculus formalism
[20, 24, 25]. Similar ideas are developed in [108] to devise H(curl) and H (div)
Finite Elements on polytopal meshes with the minimum number of degrees of free-
dom ensuring the appropriate global continuity. Constructions extending classical
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properties of nonconforming and penalised Finite Elements also include the ones
at the root of Cell Centered Galerkin [139] and generalised Crouzeix—Raviart [158]
methods. In the former case, a special subspace of piecewise linear polynomials with
optimal approximation properties is identified and used within an interior penalty
Discontinuous Galerkin formulation. In the latter case, a construction is proposed
yielding the continuity at interfaces of the average values of traces on a simplicial
submesh which need not be constructed in practical computer implementations.

Lowest-order polytopal methods have also been developed starting from points of
view entirely different from those underpinning Finite Elements and Finite Volumes.
A particularly fruitful (direct or indirect) source of inspiration has been the classical
work of Whitney on geometric integration [275].

Mimetic Finite Differences are derived by mimicking the Stokes theorems to
formulate discrete counterparts of differential operators and L>-products; see, e.g.,
[218, 231] concerning the first extensions of this approach to polygonal and poly-
hedral meshes, [86] on the convergence theory for mixed/hybrid versions of the
method (with primary unknowns on the mesh faces), and [82] on the nodal version
(with unknowns at the mesh vertices). A complete exposition of the mathematical
aspects underpinning the Mimetic Finite Difference method can be found in the
research monograph [50], where a panel of applications to various models is also
discussed. [174] showed that the mixed and hybrid flavors of the Mimetic Finite
Difference method [86, 87] are algebraically identical to Mixed and Hybrid Finite
Volume methods, and that all these methods can be regarded as three different pre-
sentations of a generic family, the Hybrid Mimetic Mixed method. The relation
between Hybrid Mimetic Mixed and the lowest-order version of HHO methods has
been studied in [152, Section 2.5] for pure diffusion and in [143, Section 5.4] for
advection-diffusion-reaction.

In the Discrete Geometric Approach, originally introduced in [134] and extended
to polyhedral meshes in [132, 133], as well as in Compatible Discrete Operators
[62, 63], formal links with the continuous operators are expressed in terms of Tonti
diagrams [268, 269]. The latter enable the identification of analogies among physical
theories based on notions borrowed from algebraic topology. Compatible Discrete
Operator methods have been applied to a variety of models mainly issued from
applications in fluid mechanics, and including steady incompressible creeping flows
[64] and advection-diffusion equations [96]. The Discrete Geometric Approach, on
the other hand, has a variety of applications to problems in electromagnetism, in-
cluding: electrostatics [256], the Schrodinger equation [257], eddy currents with a
cohomology-based approach [164], and the explicit solution of the Maxwell equa-
tions [131]. Both the Compatible Discrete Operator method and the Discrete Geo-
metric Approach are strongly related to Hybrid Mimetic Mixed and nodal Mimetic
Finite Difference methods (see [61]), and also with the lowest-order version of Mixed
High-Order methods (see [146, Section 3.5]).

Several of the methods discussed above have been lately bridged or incorporated
into more recent technologies; see, e.g., [58].

High-order discretisations on general meshes that are possibly physics-compliant
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can be obtained by the Discontinuous Galerkin approach. Discontinuous Galerkin
methods were originally introduced in [252] for the approximation of first-order PDE
models, while their application to the discretisation of second-order PDE models on
standard meshes has been considered starting from the late 1970s in [21, 31, 32, 167,
274], building on the original work of Nitsche [242, 243] on the weak enforcement
of boundary conditions. A second stage was inaugurated by the pioneering works
[123, 124, 126-128] of Cockburn, Shu, and coworkers in the late 1980s tackling
hyperbolic and parabolic problems, which lead to an impetuous development, fur-
ther boosted by the landmark papers [39, 40] by Bassi, Rebay and coworkers on the
application to the full viscous compressible Navier—Stokes model. This second stage
culminated in the unified analysis of [23]. A third development stage was thrusted
by [36] (see also the Ph.D. thesis [265] from which this work emanates), where
Discontinuous Galerkin methods were first applied to polyhedral meshes obtained
by element agglomeration, and by [147], where a complete set of analysis tools
for polytopal Discontinuous Galerkin methods were first established; we also refer
to [19], where bubble stabilisation techniques on polygonal meshes in dimension 2
were developed. Subsequent works that deserve to be mentioned here include [17, 91,
92]. Despite their enormous success, Discontinuous Galerkin methods can, however,
have practical limitations in some cases. For problems in incompressible fluid me-
chanics, inf—sup stability is in general not available for equal-order approximations
on general meshes; see, e.g., the discussion in [150, Sections 6.1.2 and 6.1.5]. This
typically requires the introduction of non-physical pressure stabilisation terms. For
similar reasons, ad hoc strategies are required for quasi-incompressible problems in
linear elasticity; see, e.g., [159] and references therein. Additionally, unless special
measures are taken, denoting by d the space dimension, k the polynomial degree, and
N¢; the number of mesh elements, the number of discrete unknowns in Discontinuous
Galerkin methods for scalar problems grows as (k:;‘l)Ncl, and can therefore become
unbearably large, particularly for three-dimensional problems. Notice that remedies
are possible, including, e.g. the variation with fewer coupled unknowns very re-
cently pointed out in [232] valid for general polyhedral meshes or, in the context of
the discretisation of conservation laws on standard meshes, the use of nodal bases
such as, e.g., the ones discussed in [206, Chapter 6]. An extensive comparison of
Discontinuous Galerkin and HHO methods on a variety of flat and curved two- and
three-dimensional meshes, including an assessment of the respective computational
cost, is contained in [67], to which we refer for further details.

A very fruitful attempt to overcome the limitations of Discontinuous Galerkin meth-
ods was undertaken in [99, 122], leading to Hybridisable Discontinuous Galerkin
methods. The key idea is here, starting from problems in mixed formulation, to intro-
duce auxiliary face unknowns enforcing the continuity of numerical fluxes through
interfaces. The resulting methods are amenable to hybridisation and static conden-
sation, and have a more favorable scaling of the number of discrete unknowns in
terms of the polynomial degree when compared to Discontinuous Galerkin meth-
ods. While most of the literature focuses on standard meshes, it has been recognised,
e.g., in [117] that the canonical versions of Hybridisable Discontinuous Galerkin
methods naturally extend to more general polytopal meshes. A different paradigm
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for the extension to certain polytopal elements is provided by the very recent M-
decomposition techniques [119—121]. A recurrent research topic in the Hybridisable
Discontinuous Galerkin literature is the identification of superconvergent variations,
motivated by the analogy with classical mixed Finite Elements pointed out in [122].
In this respect, HHO methods have brought two significant conceptual advances (see
[117]): first, local reconstructions have been incorporated into the formulation of the
method rather than being used for post-processing; second, subtle local stabilisation
terms have been identified that satisfy richer consistency properties. As a result,
superconvergence of the scalar variable in HHO methods is built-in rather than
serendipitous. Achieving similar results is possible for Hybridisable Discontinuous
Galerkin methods using enhanced element spaces [224, 245]. Several links among
Hybridisable Discontinuous Galerkin and other methods were pointed out over the
years. Specifically, links with the Local Discontinuous Galerkin method of [99, 130]
and with the Staggered Discontinuous Galerkin method of [112] are highlighted in
[129, Section 6], where it is also shown that the Weak Galerkin methods of [236,
237, 273] enter the Hybridisable Discontinuous Galerkin framework; see also [116]
on this subject.

Another important family of arbitrary-order discretisation methods that support gen-
eral polytopal meshes is that of Virtual Elements. These can be described as Finite
Element methods where explicit expressions for the basis functions are not available
at each point, hence the term “virtual” in reference to the function space they span.
The degrees of freedom are selected so as to allow the computation of suitable
(problem-dependent) projections of virtual functions onto local polynomial spaces,
which are used in turn to formulate the Galerkin consistency terms. The polynomial
projections are typically nonconforming, so that this procedure results in a variational
crime. For this reason, stabilisation terms inspired by Mimetic Finite Differences are
required, which can be interpreted as penalisations of the difference between the
virtual solution and its projection. In their original formulation, Virtual Elements
were developed based on conforming virtual spaces; see, e.g., [43, 44] for the H L
conforming case, [84] for the H(div)-conforming case, [54] for the H*-conforming
case with s > 1, and [45] for a more general overview of both the H(div)- and
H (curl)-conforming cases. More recently, a high-order version of the Mimetic Dif-
ference Method for a pure diffusion problem was proposed in [230], which was later
reinterpreted as a nonconforming Virtual Element method and analysed in [26]. It
was first recognised in [117, Section 2.4] that the resulting method could be inter-
preted as a variation of the original HHO method with depleted element unknowns.
An attempt to provide a unifying perspective on various familes of hybrid and mixed
methods was made in [58] where, in particular, bridges were built between HHO
and Mixed High-Order methods on one side and mixed and nonconforming Virtual
Element methods on the other. Unified analyses of conforming and nonconforming
Virtual Element methods for diffusive problems have been recently proposed in [95],
where a standard Finite Element approach is adopted, and in [142], based on the third
Strang lemma; see Appendix A. For further insight on Virtual Element methods we
refer the reader to Section 5.5.
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Audience

This book is primarily intended for graduate students and researchers in applied
mathematics and numerical analysis, who will find valuable analysis tools of general
scope. It can also prove a precious instrument for graduate students and researchers
in engineering sciences and computational physics interested in the mathematical
aspects underpinning HHO and polytopal methods. The book addresses both basic
and advanced models encountered in these fields, and pays particular attention to
practically relevant issues such as robustness with respect to the model parameters.
The reader is assumed to be familiar with the standard theory of conforming Finite
Elements, including weak formulations of model problems and error analysis, and
to have some acquaintance with the basic PDEs in continuum mechanics. Special
care has been devoted to making the exposition as self-contained as possible. The
general level of the book is best suited for specialised graduate-level courses, which
can be constructed from selections of chapters. The material in the book has already
been utilised by the authors to give lectures and courses at University of Montpellier
(France), Monash University (Australia), Institut Henri Poincaré (France), Univer-
sity of Bergamo (Italy), University of Nice (France), and several other prestigious
institutions.

Outline

This book is subdivided into two parts comprising, respectively, five and four chap-
ters. Part I lays the foundations of HHO methods by introducing the discrete setting
and discussing the construction and analysis of HHO schemes for linear models with
diffusion. Part II addresses the application of HHO methods to advanced models:
nonlinear diffusion operators, linear elasticity, and incompressible flows. The expo-
sition is completed by two appendices: the first one provides the main analysis tools
for HHO discretisations of linear models, while the second one addresses the main
issues related to the practical implementation of HHO methods.

For each of the models considered in this book, the exposition follows the same steps:
first, we introduce the appropriate local reconstruction operators, use them to build
the local contribution to the discrete problem, and show how the latter is assembled;
second, we discuss the well-posedness of the discrete problem highlighting its key
stability properties; third, we carry out a convergence analysis. For linear problems,
the third step follows the abstract analysis framework of Appendix A. For nonlinear
problems, we develop ad hoc analysis strategies while still taking inspiration from
the concepts of stability and consistency used in the linear case.

We mention here that, throughout the book, we make the following abuse of lan-
guage (which is somehow standard in the context of numerical methods): when
writing “polynomial of degree k” we actually mean “polynomial of degree k or
less”. We also often do not make explicit that these polynomials are actually poly-
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nomials of several variables (and that the degree always refer to the total degree).

Let us also notice that, the focus of this book being on polytopal methods, the expo-
sition typically concentrates on space dimensions d > 2. The one-dimensional case
entails relevant simple modifications, briefly mentioned in Remarks 1.13 and 2.10.

Foundations

Chapter 1 establishes the setting for the development and analysis of HHO methods.
We start by discussing the appropriate notion of polytopal mesh. The main difference
with respect to the corresponding notion for Discontinuous Galerkin methods (see,
e.g., [150, Chapter 1]) lies in the definition of mesh faces which, for HHO methods,
are portions of hyperplanes. Since this book focuses on the so-called #-convergence
analysis (with & denoting, as usual, the meshsize), we next introduce the notion of
regular mesh sequence, which generalises the classical one encountered in Finite
Element methods; see, e.g., [113, p. 111]. This concept is central to derive the basic
geometric and functional inequalities needed for the analysis. Notice that, in this
manuscript, we do not address the p- or hp-versions of the HHO method, where
convergence is attained by increasing the polynomial degree rather than reducing
the meshsize; see Remark 2.30 for references on this subject. The following step
consists in introducing some relevant function spaces: Lebesgue spaces, global
and broken Sobolev spaces, as well as local and broken polynomial spaces. We
also prove some key functional results, namely (direct and) inverse Lebesgue and
Sobolev embeddings on local polynomial spaces, as well as continuous and discrete
local trace inequalities on mesh faces. The last section of Chapter 1 addresses the
cornerstone of HHO methods, namely projectors on local polynomial spaces. We
focus on two particularly relevant instances: L2-orthogonal projectors, obtained by
minimising the difference with respect to the projected function in the L?-norm, and
elliptic projectors, where the H'-seminorm of the difference is minimised instead.
In both cases, we study their continuity and approximation properties following the
approach proposed in [140, 141], and based on the classical results of [178]; see also
[77, Chapter 4].

In Chapter 2 we introduce the basic principles of HHO methods using as a model
problem the Poisson problem. The starting point for the local construction is the
following key remark: given an integer k > 0 and a mesh element 7', the elliptic
projection of degree (k + 1) of a smooth function v can be computed using only the
L?-orthogonal projections of v of degree k on T and on each of its faces. This suggest
the construction of a scheme where we take as discrete unknowns polynomials of
degree k over T and its faces, without imposing any continuity property between
the mesh element unknown and the face unknowns, or among the face unknowns
themselves (which can, therefore, exhibit jumps at the element vertices in two space
dimensions and edges in three space dimensions). The natural local interpolator
consists in L?-projecting smooth functions onto polynomials of degree k over T,
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and polynomials of degree k over each face of 7. Starting from this set of discrete
unknowns, we devise inside the mesh element a potential reconstruction of degree
(k + 1) defined so that its composition with the local interpolator coincides with
the elliptic projector. This local reconstruction emulates an integration by parts
formula over T with element-based and face-based unknowns playing the role of the
function in volume and boundary integrals, respectively. From the reconstruction,
we build a local contribution composed of two terms: the first is a consistent Galerkin
contribution, while the second is a stabilisation for which a set of abstract design
conditions are provided. Having defined a local contribution, the next step consists in
formulating and studying the discrete problem. We start by defining a global space of
discrete unknowns which incorporates the single-valuedness of unknowns attached to
interfaces, as well as the Dirichlet condition on boundary faces. Vectors of discrete
unknowns in this space satisfy a discrete counterpart of the Poincaré inequality,
which yields the well-posedness of the discrete problem obtained by element by
element assembly of local contributions. The discrete problem can be equivalently
reformulated in terms of local balances, with numerical normal traces of the flux
that are continuous across mesh interfaces. We next estimate the discretisation error
applying the abstract results of Appendix A. Specifically, we show that the energy
norm of the error converges as #**! and that, under the usual elliptic regularity
assumption, its L>-norm converges as #X*2. The latter result highlights one of the
most distinctive features of HHO methods [117], namely the fact that element-
based discrete unknowns superconverge to the L2-orthogonal projection of degree
k of the exact solution. To close the chapter, we briefly discuss the extension to
more general boundary conditions and provide numerical evidence supporting the
theoretical estimates both in two and three space dimensions.

In Chapter 3 we consider the application of the HHO method to more complex
models. We first treat the case of anisotropic and heterogeneous diffusion under
the assumption that the diffusion coefficient is piecewise constant on a partition of
the domain to which the mesh complies. This kind of models are relevant, e.g., in
geosciences applications, where they are used to describe Darcy flows in porous
media. The starting point is in this case an oblique version of the elliptic projector
which embeds a dependence on the local diffusion coefficient. Having assumed
that the latter is constant inside each element, the oblique elliptic projection of
degree (k + 1) of a smooth function can still be computed from its L?-orthogonal
projections of degree k on the element and each of its faces. Thus, we can build an
HHO method from the same set of discrete unknowns as for the Poisson problem
by introducing a diffusion-dependent potential reconstruction which, combined with
the local interpolator, yields the oblique elliptic projector. A delicate point in this
case is the robustness of the method with respect to the variations of the diffusion
coefficient. We give a detailed account of this point in the analysis by tracking
the dependence of the multiplicative constants on these variations. Specifically, we
derive an energy-norm error estimate that is (i) fully robust with respect to the
heterogeneity of the diffusion coefficient, meaning that this error is uniform with
respect to the jumps of the coefficient across interfaces, and (ii) partially robust
with respect to the diffusion anisotropy, with a mild dependence on the square root
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of the local anisotropy ratio. We then extend the model by including first-order
transport terms and reaction terms. The discretisation of the former hinges on two
contributions devised at the local level: (i) a local reconstruction of the advective
derivative which emulates an integration by parts formula (but which, in general,
does not return a projector when composed with the local interpolator), and (ii) a
stabilisation term which introduces some upwinding by penalising the difference
between element- and face-based unknowns. A key point consists in this case in
ensuring the robustness of the method when the advection term is locally dominant,
corresponding to large values of a local Péclet number. Also in this case, we provide
a detailed account of this point in the analysis by tracking the dependence of the
constants in the energy-norm error estimate. Specifically, we show that, when using
discrete unknowns of degree k > 0, each element T of diameter ir contributes to the

. k . . . .
error with a term of order hT+ ? in the advection-dominated regime and, coherently

with the results for pure diffusion, of order h?“ in the diffusion-dominated regime.
This estimate also covers all intermediate regimes, and carries out to the singular
limit corresponding to locally vanishing diffusion, thus making the method fully
robust with respect to dominant advection. We also prove error estimates in the
L?-norm under the usual elliptic regularity assumption. Notice that, in this case, we
cannot prevent a dependence on the global anisotropy ratio and Péclet number, since
these quantities appear in the elliptic regularity estimate. We close the chapter with
a numerical illustration including two- and three-dimensional tests.

Chapter 4 addresses two additional topics on purely diffusive models: a posteriori
error analysis and locally varying diffusion. The goal of a posteriori error analysis
consists in estimating through a computable quantity the error between a known
numerical approximation and the unknown exact solution. This information can be
used, e.g., to drive local mesh refinement by identifying those elements where the
error is larger. This is a crucial point to fully exploit the potential of high-order
methods when the exact solution exhibits singularities, as is often the case for the
complex geometries encountered in applications. Following the seminal ideas of
Mikhlin [233] and Ladeveze [221] based on the Prager—Synge equality [248], we
derive an upper bound for the error — defined as the difference between the potential
reconstruction and the exact solution — in terms of three estimators measuring,
respectively, the lack of conformity of the method, the residual of the equation in
strong form, and the stabilisation. The upper bound is guaranteed, meaning that
the estimators are fully computable from known quantities. The estimators are also
locally efficient, that is, they provide local lower bounds of the error, making them
suitable to drive mesh refinement. Their practical performance in this context is
numerically demonstrated by solving three-dimensional singular problems with an
adaptive HHO algorithm. Interestingly, the support of general polyhedral elements
can be exploited in this case to perform local mesh coarsening instead of refinement,
which does not require to generate a novel mesh at each refinement iteration. Mesh
coarsening as a means to reduce the computational cost while preserving geometric
accuracy was first proposed in [36] in the context of Discontinuous Galerkin methods,
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and later pursued in [38, 41, 66] with particular focus on computational fluid-
mechanics.

The second section of Chapter 4 extends the results of Chapter 3 to models where
the diffusion coefficient varies smoothly inside the mesh elements. A key difference
with respect to the piecewise constant diffusion case is that we introduce here a richer
reconstruction of the gradient using the full space of vector-valued polynomials of
total degree k, instead of the gradients of polynomials of total degree (k + 1). This
strategy, different from the one adopted in [149], is precursor to the developments
of Chapter 6, where more complex nonlinear diffusion models are considered. The
main result of this section is an energy-norm error estimate which shows that, when
the diffusion coefficient varies inside mesh elements, the contribution to the error
of every mesh element is proportional to a full power (as opposed to the half power
found in Chapter 3) of the local anisotropy ratio. We also derive an L2-norm estimate,
showing that, also in this case, the HHO method enjoys a superconvergence property
of the element-based unknowns towards the L2-orthogonal projection of degree k
of the exact solution.

In Chapter 5 we study links between HHO methods and various other classical or
modern methods. We start by presenting a variant of the HHO method of Chapter
2, in which the element unknowns are polynomials of degree £ = k — 1 or k + 1
instead of ¢ = k. We show that the principles behind the design of HHO methods
can easily be adapted to this choice of unknowns, and lead to numerical schemes
that have the same O(h**!) convergence rates in energy norm as the standard HHO
method corresponding to £ = k. A particular treatment has to be made in the case
(k,£) = (0,—1), where the absent element unknowns have to be reconstructed by
averaging face unknowns. In this case, the corresponding potential reconstruction is
linked, through the interpolator of smooth functions, to a slightly different elliptic
projector in which the closure equation involves a certain average over the element
faces rather than the average over the element itself. The approximation properties
of this modified elliptic projector are analysed, and turn out to be similar to the ones
of the classical elliptic projector. An O(h¥*?) superconvergence rate in L>-norm is
established for the (k, £)-variant of the HHO method, except in the case (k,£) = (1,0).
Numerical tests show indeed that, if (k, £) = (1, 0), the rate of convergence in L>-norm
stagnates to O(h**1) = O(h?), the same rate as in the energy norm.

Next, we consider two low-order methods and present their links with HHO.
On matching simplicial meshes, it is shown that the variant of the HHO method
corresponding to (k,£) = (0,—1) is identical to the non-conforming P! finite element
method. On generic polytopal meshes, we prove that the standard HHO scheme for
k = 0 is a particular case of the Hybrid Mimetic Mixed method [174]. Hence, HHO
schemes can be seen as high-order extensions on generic polytopal meshes of these
two low-order methods.

We then analyse the links between the HHO method and the Mixed High-Order
method of [146]. This latter discretises the mixed formulation of the Poisson prob-
lem, a saddle-point problem on the pair of unknowns potential-flux. The potential
unknowns are broken polynomials of degree k on the mesh; the flux unknowns are
gradients of polynomials of degree k inside the elements, and polynomials of degree
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k on each face — representing normal components of the fluxes. As for the HHO
method, the design of the Mixed High-Order scheme relies on local reconstructions
in the elements from the flux unknowns: a divergence in the space of polynomials of
degree k, and a flux in the space of gradients of polynomials of degree (k + 1). When
composed with the natural interpolator, the former coincides with the L>-orthogonal
projector, while the latter is polynomially consistent up to the degree (k + 1). As
usual in mixed methods, the global space accounts for the continuity of the normal
fluxes across the interface. We present an hybridisation of the Mixed High-Order
method in which this continuity condition is removed from the space and accounted
for by introducing Lagrange multipliers, polynomials of degree k on the faces that
can be interpreted as additional potential unknowns — transforming thus the space
of potential unknowns into the standard space of unknowns for the HHO method
of degree k. After designing a potential-to-flux operator, we conclude this analysis
by proving an algebraic equivalence between the Mixed High-Order scheme, its
hybridised version, and the HHO scheme (when the stabilisation term is chosen in a
form that involves the potential-to-flux operator).

The next link between the HHO method and other polytopal methods revolves
around Virtual Element Methods: we give a presentation of the HHO scheme for the
Poisson problem in the form of a Virtual Element scheme. We start by identifying a
space of broken H' functions on the mesh that is in one-to-one correspondence with
the space of HHO unknowns. These functions do not have explicit representations,
but are fully determined by the standard HHO degrees of freedom (L>-projections
on polynomials of degree k on the mesh elements, and L2-projections on polyno-
mials of degree k on the mesh faces). Through this correspondence, the potential
reconstruction becomes the elliptic projector, and we can thus interpret the Galerkin
contribution of the HHO scheme in terms of the elliptic projections of virtual func-
tions. The stabilisation term is then seen as a penalisation of the defect between
virtual functions and polynomials of degree k + 1. The same process carried out on
the (k,€)-version of the HHO method, with £ = k — 1, gives the non-conforming
Virtual Element Method of [26]. For the sake of completeness, we also briefly
address Conforming Virtual Element methods in two space dimension, study the
corresponding relevant projector, and discuss the difference with respect to HHO
methods.

The final section of this chapter shows that HHO methods can be embedded
into the Gradient Discretisation Method (GDM). The GDM is a generic framework
for the design and analysis of numerical schemes for diffusion problems [173].
It consists in designing and analysing schemes, for various elliptic and parabolic
models, using three abstract discrete elements — a finite-dimensional space, and two
reconstruction operators (function and gradient). The accuracy of schemes written
in a GDM form is assessed using three quantities only dependent on the choice
of space and reconstruction operators: a discrete Poincaré inequality, a measure
of approximability properties, and a measure of defect of conformity (how well a
discrete integration by parts is satisfied). We show that a proper choice of the space
and reconstruction operators lead to the HHO method, and we evaluate the three
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aforementioned quantities, showing that they behave as expected for a high-order
scheme.

Applications to advanced models

In Chapter 6 we consider the extension of HHO methods to fully nonlinear elliptic
equations involving Leray—Lions operators [226], which contain the p-Laplacian as
a special case. These operators appear in various physical models including, e.g.,
glacier motion [200], incompressible turbulent flows in porous media [163], flow
around airfoils [199], and can be regarded as a simplified version of the viscous term
in power-law fluids. From a mathematical standpoint, Leray—Lions elliptic problems
involve two important novelties compared to the models covered in Chapters 25,
namely the presence of nonlinearities and the fact that their weak formulation is nat-
urally posed in a non-Hilbertian setting. An important consequence of the first point
is that the convergence analysis cannot solely rely on error estimates. Such estimates
are attainable for particular Leray—Lions operators (notably, the p-Laplacian), but
impossible to prove for other models for which the solution may not be unique [173,
Remark 2.42]. In order to circumvent this difficulty, we resort to compactness argu-
ments inspired by the Finite Volume literature; see, e.g., [ 188] and references therein.
Compactness arguments have been traditionally employed also for the convergence
analysis of conforming Finite Element methods for nonlinear problems (an example
is provided by [227]), and only recently applied to the nonconforming setting; see,
e.g., [147] and references therein. Here, we further extend these techniques to the
fully discrete high-order setting in which HHO methods are formulated. Specifically,
after introducing a discrete version of the W'-”-norm which enables us to emulate
a Sobolev structure on the space of discrete unknowns introduced in Chapter 2,
we show that the latter is continuously and compactly embedded into L4(Q) for
suitable values of the exponent g. This embedding is established by comparing the
order kK > 0 HHO space and operators on a polytopal mesh with its order O version
on a simplicial submesh, and by invoking the discrete functional analysis results
developed in an abstract low-order setting in [173]. Having established this new
framework for the analysis, we follow the usual principles to formulate an HHO
scheme for Leray-Lions elliptic operators. For a given integer k > 0, the local con-
tribution revolves around the reconstruction, introduced in Chapter 4, of the gradient
in the full space of vector-valued polynomials of total degree k. As originally ob-
served in [144, Section 4.1], this choice is required here to preserve a scaling of the
consistency error analogous to the one observed for linear problems. The second
local ingredient is a non-Hilbertian version of the stabilisation term, which ensures
stability with respect to the discrete W!-P-norm. The convergence analysis is then
carried out with two approaches: on one hand, adapting the ideas of Appendix A, we
establish convergence rates for regular solutions of the p-Laplace equation by deriv-
ing error estimates that generalise the ones derived in Chapter 2 for the linear case;
on the other hand, we exploit the novel discrete functional analysis tools developed
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in the first part of this chapter to demonstrate convergence by compactness for more
general Leray-Lions operators. The error estimates are illustrated by a numerical
validation for various values of the index p.

Chapter 7 deals with the linear elasticity model describing the small deformations
of a linear isotropic (Hookean) body under load. We consider the model in its pri-
mal formulation, where the unknown is a vector-valued function representing the
displacement field. The main difference with respect to the scalar diffusion models
considered in Chapters 2 and 3 is that, in this case, the symmetric part of the gradient
(representing the strain tensor) replaces the gradient in the constitutive law linking
the stress and strain fields. A relevant consequence from the mathematical point of
view is that the well-posedness of the continuous problem hinges on Korn’s instead
of Poincaré’s inequality. To derive an HHO discretisation, we start by introducing
a novel (strain) projector on local polynomial spaces obtained by minimising the
difference with respect to the projected function measured by the L>-norm of the
symmetric part of the gradient. Optimal approximation properties for this projector
follow from a discrete counterpart of Korn’s second inequality valid inside mesh
elements, with constant independent of the element shape and with an explicit de-
pendence on the meshsize. Following similar ideas as in Chapter 2 we show that,
given an integer k > 0 and a smooth enough vector-valued function over a mesh ele-
ment 7', the strain projection of degree (k + 1) of the function can be computed from
its L2-projections over T and its faces. On one hand, this prompts us to introduce
an HHO space where the discrete unknowns are vector-valued polynomials of total
degree k over each mesh element and face; equipped with a discrete norm which
mimicks the L2-norm of the strain tensor, this space satisfies a discrete version of
Korn’s first inequality. On the other hand, it suggests to define a local reconstruction
of the displacement field which, composed with the natural interpolator, yields the
strain projector of degree (k + 1). This displacement reconstruction is used to for-
mulate a stabilisation term whereas, for the consistent term, we use the symmetric
part of a full gradient reconstruction defined in the spirit of Chapter 4. This latter
choice enables the treatment of the full physical range for the Lamé parameters.
The analysis for the resulting scheme is carried out using the abstract framework of
Appendix A showing, for k > 1, convergence in #**! and 1**? for the energy- and
L?*-norms of the error, respectively. Crucially, the provided error estimates are robust
in the quasi-incompressible limit corresponding to bodies which deform at constant
volume. This is a crucial advantage with respect to, e.g., lowest-order H'-conforming
Finite Elements, which are known to provide unsatisfactory results in this case; see,
e.g., [30]. We next discuss a possible modification of the method which enables the
use of the lowest-order version corresponding to k = 0. The key idea consists in
adding a novel term penalising the jumps of the displacement reconstruction across
interfaces. This new term allows us to recover stability, from which optimal error
estimates can be inferred. A panel of numerical examples closes this chapter.

Chapters 8 and 9 deal with PDE problems arising in incompressible fluid mechan-
ics. We start in Chapter 8 with creeping flows of Newtonian, uniform density fluids
modelled by the Stokes equations, which express the fundamental principles of mo-
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mentum and mass conservation. In this setting, the conservation of mass takes the
form of a zero-divergence constraint on the velocity, with the pressure acting as the
corresponding Lagrange multiplier. Thus, the weak formulation has a saddle point
structure, whose well-posedness hinges on the inf—sup stability of the pressure-
velocity coupling. Deriving numerical approximations of saddle-point problems is
not straightforward in the classical conforming Finite Element framework since,
unlike coercivity, inf—sup stability is not inherited by the discrete problem; see, e.g.,
[57]. The HHO discretisation of the Stokes problem hinges on the space of vector-
valued discrete unknowns of degree k > 0 introduced in Chapter 7 for the velocity
and on the space of broken polynomials over the mesh of the same degree for the
pressure. Based on the local velocity unknowns, two reconstructions are introduced
inside each element: (i) a velocity reconstruction of degree (k + 1) obtained mim-
icking the procedure introduced in Chapter 2 and (ii) a divergence reconstruction
of degree k which, applied to the interpolate of a local velocity field, yields the
L?-projection of the divergence of that field. These reconstructions are used to for-
mulate the discrete counterparts of the viscous and pressure-velocity coupling terms,
which are then assembled element by element. The choice of the discrete space for
the pressure and the definition of the divergence reconstruction enable the use of
the classical Fortin technique [193] to prove discrete stability and well-posedness.
As for the other models considered in this book, it is possible to reformulate the
HHO method for the Stokes problem in terms of conservative numerical fluxes,
thus building a bridge with Finite Volume methods. The analysis yields convergence
in h**! for the energy norm of the error on the velocity and the L*-norm of the
error on the pressure. An improved estimate in #**? for the L?-norm of the error on
the velocity is derived under a suitable elliptic regularity assumption. To close this
chapter, we address the topic of pressure-robustness. Specifically, we show that, by
hacking the discretisation of the right-hand side, we can reproduce at the discrete
level an important property of the continuous problem, namely that modifying the
irrotational part of body forces only affects the pressure, leaving the velocity field
unaltered. Mimicking this property at the discrete level yields error estimates for the
velocity where the multiplicative constant in the right-hand side is independent of
the pressure, whence the term pressure-robustness.

In Chapter 9 we tackle the HHO discretisation of the full Navier—Stokes equations.
The difference with respect to the Stokes problem considered in Chapter 8 is the
presence of a nonlinear convective term, which is at the root of physically relevant
phenomena such as turbulence. A key remark is that, when wall boundary conditions
are enforced, this term does not contribute to the kinetic energy balance obtained
taking the velocity as a test function in the momentum equation. This property, along
with boundedness and consistency, turns out to be one of the key design element of
the discrete convective trilinear form associated with this nonlinear term. Specifi-
cally, with these assumptions, we show well-posedness of the discrete problem under
the usual small data condition, as well as a convergence estimate similar to the one
obtained for the Stokes problem. For the sake of completeness, we also discuss the
possibility to include a convective (upwind-like) stabilisation term, although numer-
ical experiments indicate that this is typically not necessary in practice. We next
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discuss two discrete trilinear forms that match the design assumptions: the first is
inspired by a skew-symmetric reformulation of the continuous trilinear form, and
hinges on a reconstruction of the gradient in the space of polynomials of degree 2k;
the second is inspired by Temam’s modification [264] of the continuous trilinear
form, originally considered in the context of Finite Element methods. The advantage
of this second trilinear form over the one inspired by the skew-symmetric approach
is that it enables a flux formulation of the HHO scheme for the Navier—Stokes equa-
tions. We next examine the convergence of the method for general, possibly large,
data. Based on the compactness techniques introduced in Chapter 6, we show strong
convergence (up to the extraction of a subsequence) of the velocity in L”(Q)¢ for
pe[l,0)if d =2and p € [1,6)if d = 3, of the strain rate in L>(Q)¥*¢, and of the
pressure in L(Q). These results classically extend to the whole sequence of discrete
solutions when the continuous solution is unique. The numerical performance of
the method is showcased on a panel of classical test cases, including the two- and
three-dimensional lid-driven cavity problems.

Melbourne, Montpellier, June 2019

Daniele A. Di Pietro and Jérome Droniou
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Chapter 1
Setting

In this chapter we introduce the setting for the development and analysis of Hybrid
High-Order (HHO) methods. These methods are built upon general meshes possibly
including polytopal elements and non-matching interfaces. In Section 1.1 we give a
precise definition of polytopal mesh, and introduce the notion of regular sequence of
h-refined polytopal meshes. In Section 1.2 we recall some basic notions on standard
Lebesgue and Sobolev spaces, on the space H(div;Q), and on polynomial spaces.
We next introduce the first building block of HHO methods, namely local polynomial
spaces, and prove some fundamental results for the analysis including, in particular,
the comparison of Lebesgue and Sobolev (semi)norms defined on such spaces as well
as local trace inequalities valid on regular mesh sequences. Section 1.3 is devoted to
the second key ingredient in HHO methods: projectors on local polynomial spaces.
After introducing the corresponding notion, we study their approximation properties
in an abstract framework, then apply the abstract results to two particularly relevant
instances, the L>-orthogonal and elliptic projectors. Finally, Section 1.4 contains
technical results required for non-star-shaped elements.

1.1 Mesh

The starting point to write the HHO discretisation of a PDE problem is a suitable
decomposition (mesh) of the domain in which the problem is set. The meshes
supported by HHO methods are more general than those encountered in standard
Finite Element methods, and possibly include general polytopal elements and non-
matching interfaces. The goal of this section is to introduce precise notions of mesh
and h-refined mesh sequence suitable for the analysis.
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1.1.1 Polytopal mesh

We start by defining the notion of simplex and polytopal set.

Definition 1.1 (Simplex and polytopal set). Let an integer d > 2 be fixed. Given
a set of vertices P = {Py,...,Pg} ¢ R such that the family of vectors {P; —
Py,...,P; — Py} is linearly independent, the interior of the convex hull of P is a
simplex of RY. For each integer i € {0,...,d}, the convex hull of P \ {P;} is a
simplicial face.

A polytopal set (or polytope) is a connected set that is the interior of a finite union
of closures of simplices.

According to the previous definition, if d = 2, a simplex is an open triangle and a
polytope is an open polygonal set; if d = 3, a simplex is an open tetrahedron and a
polytope is an open polyhedral set.

To identify the meshsize and express the shape regularity properties of a set, not
necessarily polytopal, we introduce the following notions:

Definition 1.2 (Diameter and inradius). Given an open bounded connected set
X c R9, we define its diameter hx as

hx = sup{dist(x,y) : x,y € X}. (1.1)

The inradius rx of X is the radius of the largest ball included in X.

Throughout the rest of this book, we make the following assumption, without nec-
essarily recalling it at each occurence, on the domain Q over which the models are
set. Note that this assumption implies in particular that  does not have any cracks,
i.e., it lies on one side of its boundary 9.

Assumption 1.3 (Domain Q) A space dimension d > 2 being fixed, Q is a polytopal
set of R4.

The following definition of polytopal mesh, closely inspired by [173, Definition 7.2],
enables the treatment of meshes as general as the ones depicted in Fig. 1.1:

Definition 1.4 (Polytopal mesh). A polytopal mesh of Q is a couple M, =
(7n, Fr) where:

(i) The set of mesh elements Ty, is a finite collection of nonempty disjoint open
polytopes 7 with boundary 07 and diameter /7 such that the meshsize h
satisfies

h = max hr
TeTh

and it holds
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(a) Matching triangular ~ (b) Nonconforming (c) Polygonal (d) Agglomerated

Fig. 1.1: Examples of polytopal meshes in two and three space dimensions. The
triangular and nonconforming meshes are taken from the FVCAS benchmark [204],
the polygonal mesh from [158, Section 4.2.3], and the agglomerated polyhedral mesh
from [160].

(ii) The set of mesh faces ¥y, is a finite collection of disjoint subsets of Q such
that, for any F € F}, F is a non-empty open subset of a hyperplane of R?
and the (d — 1)-dimensional Hausdorff measure of its relative boundary
F\F is zero. We denote by A the diameter of F. Further assume that
(a) For each F € Fy,, either there exist distinct mesh elements 77,7, € 7y,
such that F c 9T, N 0T, and F is called an interface, or there exists
one mesh element 7 € 7, such that F c T N dQ and F is called a
boundary face;

(b) The set of mesh faces is a partition of the mesh skeleton, i.e.,

| Jor=JF

TeTn Fe¥fy,

Interfaces are collected in the set 7—;: and boundary faces in 7—;}’, so that
Fn = (fﬁ U "f’;lb. For any mesh element 7" € 7j,,

Fr ={Fe%, : FcCoT}

denotes the set of faces contained in d7. Symmetrically, for any mesh
face F € ¥y,
I ={T €9, : FcoT} (1.2)

is the set containing the one or two mesh elements sharing F. Finally,
forall T € 73 and all F € Fr, ntr denotes the unit normal vector to F
pointing out of 7.

Notice that, in the above definition, the terminology “mesh face” is preferred
over “face” or “edge” when d = 2. The reason is twofold: on the one hand, this
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makes the discussion dimension-independent whenever possible; on the other hand,
it emphasises the fact that the mesh faces do not necessarily coincide with the faces of
the polytopal elements in 7;,. The latter fact provides the increased flexibility required,
e.g., to handle nonconforming junctions such as the one depicted in Fig. 1.2: this
case can be simply dealt with by treating each face containing hanging nodes as
multiple coplanar mesh faces.

]

(
Y

Fig. 1.2: Treatment of a nonconforming junction (red) as multiple coplanar faces.
Gray elements are pentagons, white elements are squares.

\

Remark 1.5 (Other notions of polytopal meshes). In the context of Discontinuous
Galerkin methods, the notion of mesh face for polytopal meshes proposed in [36,
147] and [150, Chapter 1] is different from the one introduced in Definition 1.4: in
these references, interfaces and boundary faces are simply defined as, respectively,
the intersection of the closures of two distinct mesh elements and the intersection
of the closure of one mesh element with the domain boundary. As a consequence,
mesh faces are possibly non-planar and even non-connected. This is possible because
Discontinuous Galerkin methods feature only element-based unknowns, and links
among elements are established through boundary terms involving their averages and
jumps across faces. In HHO methods, on the other hand, transmission conditions are
enforced via face-based discrete unknowns, which requires simpler face geometries.

Remark 1.6 (Curved faces). Following [67], it is possible to construct optimally
convergent HHO methods on meshes featuring curved faces that result from high-
order geometric mappings. This requires to adapt the polynomial degree on mesh
faces by accounting for the so-called effective mapping order; see also [65] and the
precursor work [22] on this subject. We also refer the reader to [85] concerning the
extension of the Mimetic Finite Difference method to meshes with curved faces, and
to [52] on similar developments for Virtual Element methods.

1.1.2 Regular mesh sequence

When studying the convergence of HHO methods with respect to the meshsize £,
one needs to make assumptions on how the mesh is refined. The ones provided here
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are inspired by [150, Chapter 1], and refer to the case of isotropic meshes with non-
degenerate faces. Isotropic means that we do not consider the case when elements
become more and more stretched when refining. Non-degenerate faces means, on
the other hand, that the diameter of each mesh face is uniformly comparable to that
of the element(s) the face belongs to. To formulate the regularity assumptions, we
need the notion of matching simplicial mesh, which corresponds to the standard one
in the context of Finite Element methods.

Definition 1.7 (Matching simplicial mesh). M;, = (7;,, %) is a simplicial mesh of
Qif, forall T € 75, T is a simplex of R M, is a matching simplicial mesh of Q
if it is a simplicial mesh and the following additional conditions hold: (i) For any
T,T" € 7, with T” # T, the set 3T N dT"’ is the convex hull of a (possibly empty)
subset of the vertices of T’; (ii) The set F, is composed of the simplicial faces of the
elements in 7.

The following definition introduces the notion of matching simplicial submesh of a
polytopal mesh.

Definition 1.8 (Matching simplicial submesh). Let M;, = (7, 1) be a polytopal
mesh of Q. We say that Mt;, = (T, Ty) is a matching simplicial submesh of M, if
(i) My, is a matching simplicial mesh; (ii) for any simplex T € T, there is a unique
mesh element 7 € 7, such that T C T (iii) for any simplicial face o € §, and any
mesh face F € Fp,, eitherc N F =Qoro C F.

The regularity requirements for sequences of refined polytopal meshes are expressed
in terms of a corresponding sequence of matching simplicial submeshes. We em-
phasise the fact that the simplicial submesh is merely a theoretical tool, and needs
not be constructed in practice.

Definition 1.9 (Regular mesh sequence). Denote by H c (0, +c0) a count-
able set of meshsizes having 0 as its unique accumulation point. A family of
meshes (Mp)nerr = (Tn, Fn)ney is said to be regular if there exists a real num-
ber o € (0, 1), independent of / and called the mesh regularity parameter, such
that, for all & € H, there exists a matching simplicial submesh M, = (T, Tn)
of My, that satisfies the following conditions:

(i) Shape regularity. For any simplex T € T, denoting by /. its diameter
and by r; its inradius, it holds

oh: < rr; (1.3)

(ii) Contact regularity. For any mesh element7 € 7j, and any simplex 7 € T,
where T7 = {r € T, : 7 C T} is the set of simplices contained in 7, it
holds

ohr < hy. (1.4)



8 1 Setting

Remark 1.10 (Matching simplicial mesh sequences). If, for all h € H, My, is match-
ing simplicial, we can simply take 9t;, = M. In this case, the contact regularity
condition (1.4) is trivially verified for any o € (0, 1), and the shape regularity re-
quirement (1.3) coincides with the classical one for Finite Element methods; see,
e.g., [113, Eq. (3.1.43)] or [182, Definition 1.107].

Remark 1.11 (Degenerate faces). A framework allowing for face degeneration has
been proposed in [92] in the context of interior-penalty Discontinuous Galerkin
methods, allowing one to use a discrete trace inequality sharper than (1.54) below;
see also [16, 94]. In principle, one expects that this framework could be used herein
with an appropriate adaptation of the penalty strategy. Notice, however, that the
number of globally coupled unknowns in HHO methods is proportional to the
number of mesh faces, so one should always make sure that the number of faces of
each element stays bounded while refining. This is a key difference with respect to
Discontinuous Galerkin methods, where unknowns are attached to mesh elements,
and faces are defined from the (possible non-planar) intersection of the boundaries of
two neighbouring elements; see [150, Chapter 1]. For this reason, we do not develop
further this point here, and refer to the above references for details.

1.1.3 Geometric bounds on regular mesh sequences

We collect in the following lemma some useful geometric bounds that hold on regular
mesh sequences. Here and throughout the book, |X|, denotes the n-dimensional
Hausdorff measure of a set X.

Lemma 1.12 (Geometric bounds on regular mesh sequences). Let (M) e de-
note a regular mesh sequence in the sense of Definition 1.9. Then, the following
results hold:

(i) Bound on the number of faces. There is an integer Ny > d + 1, depending only
on o and d, such that

max max card(Fr) < Ng. (1.5)
heHTEeT,

(ii) Comparison of element and face diameters. For all h € H, all T € Ty, and all
F € Fr, it holds that
20°hy < hg < hy. (1.6)

(iii) Comparison of diameters and measures of elements and faces. For all h € ‘H,
allT € Ty, and all F € ¥y, it holds that

(1Balag™) f < IT\a < |Balahd (1.7)

and
(|Bd—1|d—1Q2(d71)) R < |Flaoy < 1Baila-1he, (1.8)
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where B, is the unit ball in R™.

Proof. (i) Bound on the number of faces. We start by proving that there is an integer
N > 0, depending only on o and d, such that

max max card(Tr) < N, (1.9)
heHTeT,

which means that every mesh element can be decomposed into a number of submesh
simplices that is bounded uniformly in 4. Since each T € 7}, is contained in a ball of
radius h7 and each T € T} contains a ball of radius r,, we have that

|Balahi = |Tla = Z |7la 2 Z |Balarf

TEIT TeIT
> " Balaohd Eq. (1.3)

TeIr (1.10)
> > 1Bala™ hf Eq. (1.4)

TEIT

= card(T7)|Byla Q2dh¥’

and (1.9) follows with N the smallest natural number greater than o~>¢. For all
heHandall T € 7, let now

Sr={c e, : o CcaIT}

denote the set of simplicial subfaces that lie on the boundary of 7. Then, we have
that
card(Fr) < card(§r) < (d + 1)card(Ty) < (d + 1)N, (1.11)

where we have used in the second bound the fact that a d-simplex has exactly (d + 1)
faces, and (1.9) to conclude. The bound (1.5) follows with

Ns = (d + I)N.

(ii) Comparison of element and face diameters. Let a meshsize h € H, a mesh
element 7 € 7, and a mesh face F € Fr be fixed. Since F C T, it holds that
hr < hr, which is exactly the second inequality in (1.6). To prove the first inequality,
let o € ¥, be suchthat o C F, denote by A, its diameter, and let 7 € T7 be a simplex
such that o is contained in the boundary of 7. Let B4(x,r;) be a ball of radius r;
(the inradius of 7) centred at x and included in 7, and let B, be the intersection of
that ball with the hyperplane parallel to o and going through x (see Fig. 1.3). Then
Bo has diameter 2r,. The homothety H with centre the vertex P, of T opposed to o
that sends x on ¢ has ratio 4 > 1 and sends S, onto H(B,) C o (this is due to the
fact that 7 is a simplex). Hence, the diameter 2Ar, of H(,-) is less than the diameter
of o-, which shows that i, > 2r;.
Hence, it holds that



10 1 Setting

Fig. 1.3: Justification of ks, > 2r, for the proof of (1.6)

hig > hg > 2rr > 20h: > 20°hy, (1.12)

where we have used the shape (1.3) and contact regularity (1.4) conditions in the
third and fourth inequality, respectively.

(iii) Comparison of diameters and measures of elements and faces. The estimates
(1.7) follow from (1.10), noticing that card(Ty) > 1. The upper bound on |F|z-;
in (1.8) is a simple consequence of the definition of #f, which ensures that F is
contained in a ball of radius /g in the hyperplane (of dimension d — 1) that it spans.
For the lower bound, we recall that, with the notations used in the proof of Point (ii),
F contains oo > H(B), where H(,) is a ball, in the hyperplane spanned by F, of
radius Ar; > r;. Hence,

|Fla-1 2 |Ba-tla-1rd™" > |Bacila—1(0®hr)?™",

where the conclusion follows from (1.12). The lower bound on |F|;_; stated in (1.8)
then follows from (1.6). a

Remark 1.13 (Modification in dimension d = 1). In dimension d = 1, Q is an open
interval and a mesh is a subdivision of  into intervals. The concept of regular mesh
sequence in this situation is the following: There exists o > 0 such that, forall &z € H
and all intervalls 7,7’ € 7}, sharing a common endpoint, ohy < hy:. A “face” F is
then just a node and therefore has zero diameter. The relation (1.6) no longer holds,
but is also not necessary to the analysis. Also, whenever a length scale associated to
anode F € ¥y, is needed in this case, one can use, instead of 4r = 0, the average of
the lenghts of the intervals sharing F'.
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1.2 Function spaces

The functional setting for the design and analysis of HHO methods is given by local
and broken versions of the usual Lebesgue, Sobolev, H(div; ), and polynomial
spaces on polytopal meshes. The corresponding notions are introduced in this section.

1.2.1 Lebesgue and Sobolev spaces

We give here the definitions of the usual Lebesgue and Sobolev spaces, recall some
basic facts, and introduce the notion of broken Sobolev space on a polytopal mesh.

1.2.1.1 Lebesgue spaces

Let X denote an open bounded subset of R, n > 1. We consider functionsv : X — R
that are Lebesgue measurable and we denote by fX v(x)dx the Lebesgue integral
of v over X, when it exists (that is, v is non-negative or integrable). Whenever no
ambiguity can arise, we omit both the dependence on x and on the measure from
integrals, and simply write fX v. Let p € [1, 00] be a real number. We set

1

»
P if 1
||V||LP(X) = (L |V| ) 1 P € [ 500)7 (1]3)
inf{M eR : |v(x)] < Mforae. x € X} ifp=oo.

We define the Lebesgue space
LP(X) = {v Lebesgue measurable : ||v||Lrx) < oo} .

Equipped with the norm ||-||z»(x), L”(X) is a Banach space (see, e.g., [185, p. 249]
or [81, Proposition 9.1]). Moreover, if p < +oo, the space C;°(X) spanned by
infinitely differentiable functions with compact support in X is dense in L (X).

Remark 1.14 (The case p = 2). For p = 2, L*(X) is a real Hilbert space when
equipped with the scalar product

(v, w)x :=/Xvw

and the associated norm ||-||x. In what follows, we adopt the convention that the
index X is omitted from both the inner product and the norm when X = Q. The
same notation will be used for the spaces L*(X)¢ and L(X)#*¢ of vector- and tensor-
valued, square-integrable functions. The use of a special notation for the case p = 2
is justified by the fact that the construction underlying HHO methods is inherently
L?-based.
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A useful tool in Lebesgue spaces is the Holder inequality: For all couples of
conjugated Holder exponents (p,g) € [1,00]? such that 117 + é =1, all v e LP(X),

and all w € L9(X), there holds vw € L'(X) and

/X wl < s colwllze .

The particular case p = g = 2 corresponds to the Cauchy—Schwarz inequality. The
following generalisation of the Holder inequality will also be useful to us: For all
(p,q,r) € [1,00] such that % + 411 + % =1,allv e LP(X),w € L9(X)and z € L" (X),
there holds vwz € L'(X) and

/ vwz| < VllLecollwllacollzllzr x)-
X

Most of the time, we will use this inequality with (p,q,r) = (2,2,00) and, for the
analysis of Navier-Stokes equations in Chapter 9, with (p, q,r) = (2,4,4). Straight-
forward generalisations of the Holder inequality to products of four functions will
also be occasionally required in Chapter 9 to estimate boundary contributions related
to the convective term in the momentum equation.

1.2.1.2 Sobolev spaces

Let X be as in the previous section. On the Cartesian basis of R" with coordinates

(x1,...,X,), we denote by d;,i € {1,...,n}, the distributional partial derivative with
respect to x;. For an n-tuple @ = (ay,...,@,) € N, 9%y denotes the distributional
derivative Bf‘ .- 92"y of v, with the convention that 8-~y := v. For all p €
[1, 0], we define the p-norm on R” such that, for all x = (x,...,x,) € R",
1
n P
[x;|P if 1 <p<oo,
llxll, = Z; ' (1.14)
max |x;| if p= o0,
I<i<n

Remark 1.15 (Notation for the Euclidian norm). For the Euclidian norm obtained
taking p = 2 in (1.14) we also use the less obtrusive notation [-| in the following
chapters.

For all real numbers p € [1,00] and all integers s > 0, we define the Sobolev
space
WSP(X) = {v e LP(X) : Va € A}, v € LP(X)},
with
A ={aeN" : |ea| <s}. (1.15)

We notice that
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WoP(X) = LP(X).
The Sobolev norm ||-|lws.»(x) and seminorm |-|ys.»(x) are defined such that

D"V lle o,

@€EA;,

IVilws.»x) :

(1.16)

”aaV”LP(X)-
aeN”, la|l=s

[Vlws.px)

This choice enables a seamless treatment of the case p = co. Equipped with the norm
IIllws.»(x), WP (X) is a Banach space. The usual gradient operator V : whr(X) —
LP(X)" is such that, for all v € WP (X),

61v

Vvi=]|

OV

We classically denote by W, (X) the closure of C*(X) in W*P(X).

Remark 1.16 (Hilbert spaces). For p = 2, we introduce the special notations
H(X):=W*2(X) and Hj(X) = Wo*(X).

These notations are reminescent of the fact that H*(X) and Hj (X) are Hilbert spaces
when equipped with the scalar product

VoWhs(x) = Z (0%v,0%W)x.

@€eA;

The corresponding norm is equivalent to (but not coincident with if s # 0) the one
obtained setting p = 2 in (1.16).

In the context of diffusive PDE problems set on a d-dimensional domain Q as
in Assumption 1.3, the so-called flux (see the introduction to Chapter 2 for this
nomenclature) is a vector-valued function that belongs to the space

i=1

d
H(div; Q) = {T =(11,...,74) € LX(Q)? : Z dti € LZ(Q)} . (1.17)

We classically denote the divergence Zle 0;7; of T by V.. For a given p € [1,0],
we generalise H(div; Q) to the LP setting as
WP(div; Q) = {7 € LP(Q)? : V-1 € LP(Q)}.

Of course, H(div; Q) = W2(div; Q).
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1.2.2 Broken Sobolev spaces

Let M, denote a polytopal mesh of Q in the sense of Definition 1.4. With s and p
as in the previous section, we define the broken Sobolev space

WP (Tp) = {v € LP(Q) : vr e WWP(T) VT € T;}.

The broken Sobolev norm and seminorm are defined similarly to (1.16): For p < oo,

1

2 (Z ”aav”fmﬂ)p ’

Vllws.p () =
aeA; \TeT,
1 (1.18)
P
|V|Ws.p(7;!) = Z (Z ”6&\)”2)],(7,)) .
aeN", |lalli=s \T €T,
For p = oo, we set
IVl sy = ) max 07V scr),
aeAs, h (1.19)
Mwsey = > max[lo7vl|)-

ae Jaf=s "

The case s = 1 will play an important role in the rest of this book, and deserves
further discussion. Functions in W!”(7;) do not admit a global weak gradient in
general. We can, however, define the broken gradient operator V;, : WHP(7;) —
LP(Q)4 such that, for all v € WP (Ty,),

(VhV)\T = VV|T YT € 7. (1.20)
Similarly, setting
WP (div; Tp,) = {7 € LP(Q)4 - Tir € WP(div;T) VT € T},

the broken divergence Vj- : WP(div;7,) — LP(Q) is given by, for all T €
WP(div; 7n),
(Vit)r =V1r VT € Tp.

For any F € ?ﬁ, denote by 77 and T, the distinct elements of 75, such that
F c 0T; N 0T,. In what follows, we assume that the numbering of 77 and 7, is
arbitrary, but fixed, and introduce the jump operator such that, for any function v
smooth enough to admit a (possibly two-valued) trace on F,

e = i) e = (Vi) 1 - (1.21)

Throughout the rest of the book, in order to alleviate the notation, we will omit the
restriction to F' when using the definition (1.21) and simply write [v]r = vi1; = viz,.
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We also let
Rfp =R F = —RLF.

On boundary faces, we take nr to be the unit normal vector to dQ pointing out
of Q. An important characterisation of functions in W”(div; Q) is contained in the
following lemma.

Lemma 1.17 (Characterisation of W?(div; Q)). Let a real number p € [1,00] be
fixed, and let T € WP (T;)?. Then, T € WP (div; Q) if and only if
[t]lp-np =0  YFeF,. (1.22)

Remark 1.18 (Additional regularity). The regularity T € WP (7;,)? can be weakened
into T € WP(div; 7;,), but the values of T on each side of F € ?“h have then to be
understood in a weak sense (these “traces” might not be functions on the interfaces,
see [150, Section 1.2.6] and references therein). This subtlety will however not be
useful in this book.

Proof. Let ¢ € C°(Q). Integrating by parts element by element, and accounting for
the fact that ¢ is smooth inside Q and vanishes on 9Q2, we obtain

/Qr-vzpz > /Tr-vgo

TeT,

== Z /T(V-T)<,0+ Z Z /F(T~nTF)so

TeT, TeT, FeFr

-y /T(V'T)“ D /F(Z T-nTF)¢ (1.23)

TeTn FeFy TeTr

- [@np+ 3 [irlenre.

Fef,

In the third line we exchanged the sums over faces and elements according to

ZZ.:Z Z. (1.24)

TeT, FeFr Fefn, TeTr

and we used the fact that ¢ is continuous across interfaces, while the conclusion holds
using the definition of the jumps across internal faces and the fact that ¢ vanishes
on boundary faces.

Assume that (1.22) holds. Then, (1.23) shows that

/Q Vg = - /Q (Vi)

which precisely states that V-t = V-7 € LP(Q), and thus that T € WP (div; Q).
Conversely, if T € WP(div; Q) then V-t = V-1 and thus
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JRAZEE T

which, combined with (1.23), gives

Z_ /F[T]F'nFSDZO-

Fef,

Fix F € 9‘;1‘ Take g € C°(F) and extend it into ¢ € C°(Q) whose support
does not intersect any other face. With this choice, the relation above shows that
fF[T]p-npg = 0. Since this holds for any g € C;°(F), this shows that [T]r-nF =0
on F, and thus that (1.22) holds. a

The following corollary will often be invoked in the exposition.

Corollary 1.19 (Magic formula for boundary terms). Take p € [1, ], and
let p’ € [1,00] be such that Il, = 1% = 1. Let T € WP(div; Q) n WP (7,)? and

(¢F)Fe, denote a family of functions such that pr € LP'(F) for all F € F,.
Then, it holds

DI /F(Tlr'"TF)sDF= >, /F(T-nF) ©F. (1.25)

TeT, FeFr FeF?

In particular, if pp = 0ort-np =0 forall F € ﬁb,

2. 2. /F(ﬂrnTF) ¢r =0, (1.26)

TeTn FeFr

Remark 1.20 (Regularity assumptions). As in Remark 1.18, we notice that the results
of Corollary 1.19 extend to certain situations where T does not belong to W'?(7;,).
Essentially, if T € WP (div; Q) and the family (¢F)res, are such that (t7-n7r)or
makes sense, for all F' € 7, as an integrable function over F, then (1.25) and (1.26)
hold.

Proof. Exchanging the order of the summations over elements and faces according
to (1.24), we can write

Z Z /F(T|T'HTF) ¢F

TeT, FeFr FeF,

Z. /FMWH > /F(rnF) ¢

Fe7, FeFp

> ( 5 |)¢

F\rem



1.2 Function spaces 17

where we have split the summation over 77, used the definition (1.21) of the jump
operator for the first term in the second line, and invoked Lemma 1.17 to cancel the
normal jumps of T across interfaces. O

A characterisation of W7 (Q) can be deduced from the previous lemma.

Lemma 1.21 (Characterisation of W'-7(Q)). Let a real number p € [1, 0] be fixed.
Then, a function v € WY“P(T3,) is in WP (Q) if and only if

[VlF =0  VFeF. (1.27)
Proof. Let (e');=1.....q be the canonical basis of R?. For i € {I,...,d}, consider
i =vel e WhrP(T;)4.

If v e WhP(Q) then 71 € WHP(Q)? ¢ WP(div; Q) and thus, by Lemma 1.17, for
any F € F1,0 = [t']p-np = [v]re'-np. Since, for any F € ¥}, there is at least one
i such that e’-ny # 0, we deduce that [v]F =0 on F.

Conversely, if [v]r = 0 on any F € ¥\, then [t']r = 0 on all interfaces and

Lemma 1.17 shows that T/ € WP (div; Q). Since V-t! = 9;v, all partial derivatives
of v belong to L”(Q) and thus v € WP (Q). o

1.2.3 Polynomial spaces

The discrete unknowns in HHO methods are local polynomials over mesh elements
and faces. The goal of this section is to make this notion precise and to recall some
fundamental inequalities that hold on local polynomial spaces.

1.2.3.1 The polynomial space I,

Letn > 1 and / > 0 be two integers and, recalling (1.15), set
[+
N! = card(AL) = ( ”) (1.28)
n

We define the space of n-variate polynomials of total degree [ as

Pil = {p R >R 3(Ya)yeat € R such that

p(x) = Z vax® forall x € R”},

acAl

where, for a given multi-index @ € Afl, we have set
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[07

x o= alt e xgn

o
We recall that “polynomial of degree [” is actually an abuse of terminology, com-
mitted throughout the book, for “polynomial of degree [ or less”. The dimension of
the vector space P, is

dim(P) = N.. (1.29)

1.2.3.2 Local and broken polynomial spaces

Definition 1.22 (Local polynomial spaces). Let X ¢ R”, n > 1, be an open
bounded connected set, and let an integer / > 0 be fixed. The local (real-valued)
polynomial space P'(X) is defined as the space spanned by the restriction to X of
functions in the polynomial space P/,

More generally, if V is a finite-dimensional vector space, the V-valued local
polynomial space P'(X;V) is the space of functions f : X — V such that the
components of f on a basis of V belong to P/(X); we note that this definition does
not depend on the chosen basis (if the components in one basis are polynomial, then
the components in any basis are polynomial).

HHO methods hinge on local polynomial spaces defined over mesh elements and
faces.

Proposition 1.23 (Dimension of local polynomial spaces on mesh elements and
faces). Let My, = (T, F1) denote a polytopal mesh in the sense of Definition 1.4.
Then it holds, for all T € Ty,

dim(P(T)) = N/, (1.30)

and, for all F € Ty,
dim(P'(F)) = N!,_|. (1.31)

Proof. Relation (1.30) is an immediate consequence of (1.29), and of the fact that
two polynomial functions that coincide on the set 7', which is non-empty and open
in R", coincide everywhere, so that IP’ld 3f—fire€ P!(T) is an isomorphism.
Relation (1.31), on the other hand, hinges on the assumption that faces are planar
and non-degenerate: For any face F, there is a unique affine hyperplane Hy in R¢
containing F, and in which F is open. Then, there exists an affine bijective mapping
Tr : R4 — Hp. The space P!(HF) can then be described as P/(Hp) = P!, | oT}',
so that P!(H) is isomorphic to P!, | and has dimension N/, . Finally, with the same
argument as for P/(T), since F is non-empty and open in Hr we see that P!(F) is
isomorphic to P/(Hr) (hence also to ]P’ld_l). O

Definition 1.24 (Broken polynomial spaces). Let M;, = (7}, ¥1,) denote a polytopal
mesh of Q in the sense of Definition 1.4, and let an integer / > 0 be given. We define
the broken polynomial space

Pl(T5) = {vn € L'(Q) : vuyr € PI(T) VT € T3}
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Crucially, the functions in P!(7},) are possibly discontinuous at the interfaces in 7—'hl

1.2.4 Convention for inequalities up to a positive constant

Throughout this book, many geometric or functional estimates are written in terms of
inequalities that hold up to a multiplicative quantity depending on some parameters
and independent of others. We therefore write

“A < B (resp. A 2 B) with hidden constant depending only on X, Y, etc.”

to mean that there exists C depending only on X, Y, etc. such that A < CB (resp.
A > CB), or

“A < B (resp. A 2 B) with hidden constant independent of X, Y, etc.”

to mean that there exists C independent of X, Y, etc. such that A < CB (resp.
A > CB). The notation
A~B

is used as a shorthand for A < B and B < A, with the specified dependency of the
hidden constants. Unless otherwise specified, when these notations are used inside
the proof of a certain estimate, it is assumed that the dependency of the hidden
constant is the same as for the estimate itself.

1.2.5 Lebesgue and Sobolev embeddings in local polynomial spaces

The following result enables the comparison of Lebesgue norms on local polynomial
spaces.

Lemma 1.25 (Direct and inverse Lebesgue embeddings in local polynomial
spaces). Let X be an open bounded connected subset of R", with inradius rx
and diameter hx, for which there exists a real number o > 0 such that

ohx <rx. (1.32)

Let an integer | > 0 and two real numbers g,m € [1,00] be fixed. Then, for all
w € PI(X), it holds that

1 1

Iwllzaco = 1X12 ™ IwllLmx), (1.33)

where we recall that | X |,, denotes the Lebesgue measure of X in R", and the hidden
constants depend only on n, l, o, g and m. The norm equivalence (1.33) also holds,
with the same dependency of the hidden constants, if X is an open bounded connected
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subset of R" such that

X = U Y and card(TIx) <o, (1.34a)

YeTx
with Tx denoting a family of open connected subsets of X that satisfy
ohy < ry and ohx < hy VY € Tx. (1.34b)

Remark 1.26 (Inverse embeddings). For w € P/(X) and g < m, the inequality

1_1
IWllLaco < IXLE ™ Iwllizmx), (1.35)

with hidden constant having the same dependency as in (1.33) (actually, in this
case, the hidden constant is 1), is a classical direct Lebesgue embedding due to the
Holder inequality. If m < g, on the other hand, it holds solely because we consider
polynomials. In this case, as ix — 0, we have |X|, — 0, and thus the scaling factor
1 1

|X|,2 ™ explodes since its exponent is negative.

Remark 1.27 (Conditions (1.34) for mesh elements and faces). The geometrical con-
ditions of Lemma 1.25 are met by X element or face of a polytopal mesh from a
regular sequence (cf. Definition 1.9). When X =T € 7p,, it suffices to take Tx = T,
so that (1.34a) holds owing to (1.9) and replacing ¢ with min(o, N™!), while the
conditions (1.34b) coincide with (1.3) and (1.4), respectively. When X = F € 7,
on the other hand, we can take Tx = §r, with Fr denoting the set of simplicial
subfaces o C F. Property (1.34a) holds by (1.11). To check condition (1.34b), let
o € §F be given, and let T € 7F and 7 € T be such that o € 7. Reasoning as in
Point (ii) of the proof of Lemma 1.12, it is inferred that h, < hy < 07 'y < 07 g
Moreover, we can write hp < hy < Q_lh-r < %Q_Qh(,—, where we have used (1.4)
and (1.12) in the second and third inequalities, respectively. Hence, the regularity
conditions (1.34b) follow replacing o with min(20?, o).

Proof (Lemma 1.25). (i) Proof of (1.33) with X satisfying (1.32). Since the indices
m and g play symmetrical roles in (1.33), we only have to extend the proof of (1.35)
to arbitrary ¢ and m. For x € R" and r > 0, 8B,(x,r) denotes the ball of centre x
and radius r, and we set B,, := B,(0,1). By (1.32) and the definitions of iy and rx,
there is xx € X such that

Bu(xx,0hx) € X C Bu(xx, hx). (1.36)
Hence, |B,],0"hYy < |X|y < |B,l,hy and thus
| Xln = K. (1.37)

Let 1
X=—WX-x .
I’l ( X)
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Using the linear change of variable X 3 x > X = i(x —-Xxx) € X and the relation
(1.37), we see that, for any s € [1, o],

no_ 1
Iwllzsx) = hg IWllps ) = 1XIn W5 ) (1.38)

where we have set w(X) := w(xx + hxX) and, here, the hidden constants in =~
additionally depend on s. Assume now that, for all v € PI(X ),

Then, combining this inequality with (1.38) for s = g and s = m, since W € P (f ),
we have

1 L 11
IWllaxy < 1X Wl La gy S X IWIpm sy = 1XT0 ™ Iwllzmx),

and the lemma is proved.
It remains to establish (1.39). To this end we notice that, by (1.36), we have

B,(0,0) c X C B,. (1.40)

Since ||||la(s,) and ||||lLm (s, 0.0)) are both norms on P/(R") (any polynomial that
vanishes on a ball vanishes everywhere), they are equivalent on this finite dimensional
space. Hence, for all v € P!(X), considering v as an element of P/(R"),

VllLa(8,) S VILm(8,0,0))- (1.41)

with hidden constant depending only on n, ¢, [, m and p. To prove (1.39), it then
suffices to write, using (1.40),

Ve < IVlLas,) < VIlLms,0.0) < VIlLmg)-

(ii) Proof of (1.33) with X satisfying (1.34). In view of Remark 1.26, it suffices to
prove that, for g > m,

11
IwlliLacx) S 1X17 ™ Iwllmx)- (1.42)

By virtue of the first inequality in (1.34b) and Point (i) in this proof it holds, for any
Y e zx,

1 1

q m

Wllzagy S Y17 " Iwllzmy)- (1.43)

Using successively the definition (1.1) of hy, the second and then first inequality in
(1.34b), and finally the definition of ry, we can estimate

1Xln < Bulnhly < |Bulnhipo™ < 18Bularpo ™" < [¥],07",
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11 11
so that, in particular, |[Y|7 ™ < |X]¢ ™ since + — L < 0 having assumed ¢ > m.
q m

Using ||w|lLm(v) < [[wllLm(x) (a consequence of (1.34a)), we infer from (1.43) that

1 1

IWllzay < IXI7 "™ lIwllpmx)- (1.44)

We now distinguish two cases: g < oo and g = co. If g < oo, taking the power g of
the above inequality and summing over Y € Tx, we infer

-4
Wy € D Wy ) < cardTOIX D " 1w -
YeIx

Using the bound on card(Ty) stated in (1.34a), estimate (1.42) follows. If ¢ = co, on
the other hand, we observe that ||w||p~x) = maxyez [[w|lL~(y) (a consequence of
(1.34a)) and take the maximum over Y € Tx of (1.44) to obtain (1.42). m|

In practice, one is also interested in the comparison of Sobolev seminorms of local
polynomial functions. A key intermediate result in this direction is provided by the
following lemma.

Lemma 1.28 (Discrete inverse inequality in local polynomial spaces). Let X be
an open bounded connected subset of R" that satisfies (1.32) or (1.34). Let an integer
[ > 0 and a real number p € [1,] be fixed. Then, the following inverse inequality
holds: For all v € PL(X),

IVVllzeeon < By Ivliee . (1.45)
with hidden constant depending only on n, o, | and p.

Proof. (i) Proof of (1.45) with X satisfying (1.32). We use the same notations and
change of variable

~ 1 >
XoxbHx=—x-xx)eX
hx
as in Point (i) of the proof of Lemma 1.25. Since v(X) = v(xx + hxX), we have
Vi(X) = Vv(xx + hxX) = hy Vi(%),

where V is the gradient with respect to x € X and V is the gradient with respect
to X € X. Hence, applying (1.38) to s = p and w = components of Vv, and using
X C B, we obtain

1 1 —~
IVVllzeon = X0 N9V g = 1X1E B IV gy
1 —~
<IX1Y BV e (8, - (1.46)

Note that the polynomial v, originally defined on X, has been naturally extended
into a polynomial on B,,. Let us endow the spaces P!(8,,) and P/~1(8,,)" with their
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respective L”-norms. Since V is a linear mapping between these finite-dimensional
spaces, it is continuous with a norm bounded above by a constant depending only on
these spaces, that is, depending only on n, / and p. Hence, (1.46) can be continued
writing

1 1 1
IVVliLeoor < XL B IVIILe s, < 1XLE B IVIlLe(8,0.0) < 1X|7 h}lllvlle(g>,

where the second inequality follows from (1.41) with ¢ = m = p, and the conclusion
from B,(0,0) ¢ X. The proof of (1.45) with X satisfying (1.32) is completed
invoking (1.38) with s = pand w = v.

(ii) Proof of (1.45) with X satisfying (1.34). By virtue of the first inequality in (1.34b)
together with Point (i) in this proof, it holds for all Y € Ty,

IVVliray < byt Ivlie ) S A IVILe ), (1.47)

where we have used the second inequality in (1.34b) together withY ¢ X to conclude.
We then conclude as in Point (ii) of the proof of Lemma 1.25. If p < oo, taking the
power p of (1.47), summing over Y € Ty, using ”V"”IZP(X)n < Vyery ||Vv||’£‘,(y),,
(a consequence of (1.34a)), and taking the pth root of the resulting inequality
proves (1.45) since card(Tx) < 1 by (1.34a). If p = oo, on the other hand,
we take the maximum of (1.47) over ¥ € Ty and conclude observing that

IVv]lLox)n = maxyezy [[VV|Loyyn. |

The following corollary, whose proof results from a combination of Lemmas 1.25
and 1.28 and is left as an exercise to the reader, states inverse Sobolev embeddings
valid in local polynomial spaces.

Corollary 1.29 (Inverse Sobolev embeddings in local polynomial spaces). Ler X
be an open bounded connected subset of R" that satisfies (1.32) or (1.34). Let three
integers | > 0, r > 0, and m > 0 be given such that

r<m, (1.48)

as well as two real numbers p,q € [1,c0]. Then, for any w € P/(X),

11
Wiwm.rx) < By "Xy Iwlwr.ax) (1.49)
with hidden multiplicative constant depending only on n, o, I, r, m, p, and q.

Remark 1.30 (Condition (1.48)). Corollary 1.29 obviously cannot hold if m < r and
m < [. To check this point, consider for w a polynomial of degree exactly m (that
is, w has a non-zero coefficient on at least one monomial of total degree m): the
left-hand side of (1.49) does not vanish, while the right-hand side does.
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1.2.6 Local trace inequalities on regular mesh sequences

Trace inequalities enable the control of face norms through element norms. They
play an important role in the analysis of HHO methods, which rely on a mixture of
element-based and face-based terms. For a given mesh element T € 7y, the following
lemma shows that the control of the L”-norm of a (smooth enough) function on a
face F € Fr requires the control of the LP-norm of both the function and its first
derivatives inside T, and makes explicit the dependency of the constants with respect
to hr.

Lemma 1.31 (Continuous local trace inequality). Let (Mp,),cqr denote a
regular mesh sequence in the sense of Definition 1.9, and let a real number
p € [1,00] be fixed. Then, for all h € H, all T € Ty, all F € Fr, and all
v e WhP(T),

_1
Wllze ) < hp” (”V”LI’(T) aF hT”VV”LP(T)d) (1.50)

with hidden constant depending only on d, o, and p.

Proof. We first consider the case p < co. Let T € 7, and F € Fr. Assume first
that T is simplicial. Since C 1(T) is dense in W1-P (T) (see, e.g., [6, Theorem 3.22]),
it suffices to prove (1.50) for v € C!(T), the general case being then obtained
approximating v by such smooth functions. For v € C'(T), we notice that |v|? is at
least Lipschitz-continuous (and thus in WH(T)), with V|v|? = psign(v)|v|?~' Vv
(the function |v|? actually belongs to C'(T) if p > 1).

Consider the function ¢ : T — R4 such that, forall x € T,

|Fla-1
d|T|q

pp(x)= (x — Pp),

where Pr denotes the vertex in the simplex T opposite to F; cf. Fig. 1.4. The func-

Pr

Fig. 1.4: Notation for the proof of Lemma 1.31



1.2 Function spaces 25

tion ¢ coincides with the lowest-order Raviart-Thomas—Nédélec shape function
associated to the face F; it has normal component identically equal to one on F and
identically equal to zero on the remaining faces in #r (see, e.g., [57, Section 2.3.1],
[58, Example 4], or [182, Section 1.2.7] for futher details). Using this fact, we have

that
W= [0 = Y [ 0l topnren

F'eFr

- /T V-(vPor) = /T VP (Vopp) + /T psign()|vlP Vv,

where we have used the divergence theorem, valid since |v|? € W1*(T), to pass to
the second line. Since

|Fla-1hr

|Fla-1
Vipp=—"" and |@plleq < dTla

IT|a

we infer, using for the second term the generalised Holder inequality with exponents
(p’,00,p), p’ being such that 11—7 + 1% =1, that

|Fla-1 |Flg-1hr
13% IILF(F) 7 — v IIL,,(T) WPII ”Lp(T)”VV”LP(T)d (1.51)

Since T is simplicial, denoting by drr the orthogonal distance between Pr and F
and by rr the inradius of 7', we have that

Tla _ dre _ o ohr
|Fla-1 d d

(1.52)

Combined with (1.51), this yields the following trace inequalities on simplices:
VI gy < @ B (VI oy + PVt B IV Yl )

Using, if p > 1, the Young inequality ab < “7" + %’,/ for the second term gives

VI, gy < @7 B (4 p = DIV, + NI ) 153

< (@d+p=De " by (Wllee) + b VWVliLogye)

and after taking the power 1/p, (1.50) follows with hidden constant C = (d + p —
l)P o P.

Let us now turn to the general case where T belongs to a polytopal mesh. For
each o € §r, with Fr collecting the simplicial subfaces of F, let 7, € T} denote
the simplex contained in 7' of which o is a face. Observing that we can apply the
continuous trace inequality for simplices (1.53) to o and 7, (this is possible owing
to (1.3)), we obtain
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[ S [

T EFF
<ot Y H (@ p= DN, VI, L) Ea(153)
T EFF
< oh Y (@Hp= DIV, + RRIVVIE, L) Ba.(l4)
O EFF
< o2 hy! ((d+p = DIV + WENVVIE, ) ) wcr

oEFF

and (1.50) for p < oo follows with hidden constant C = (d + p — l)I%Q_%.

In the case p = oo, a function v € W"*(T) is actually continuous over T and
IVllz=ry = max, 7 [v(x)|. We therefore simply have [|v]|z =) < [[V]|z(), Which
implies (1.50) with hidden constant 1. a

The result of Lemma 1.31 can be simplified for local polynomial functions in view
of the inverse inequality of Lemma 1.28, as made precise in the following

Lemma 1.32 (Discrete local trace inequality). Ler (M},),cq denote a reg-
ular mesh sequence, and let a real number p € [1, 00| and an integer | > 0 be
fixed. Then, forall h € H, allT € Ty, all F € Fr, and all v € ]P’l(T),

1
IvllLe ) < by [IVIle () (1.54)

with hidden constant depending only on d, o, p, and I.

Proof. It suffices to combine the continuous local trace inequality (1.50) with the
inverse inequality (1.45) applied to X = T, which is made possible by Remark 1.27.
O

Remark 1.33 (Inequalities for piecewise polynomial functions). The direct and in-
verse Lebesgue embedding (Lemma 1.25), direct inverse inequality (Lemma 1.28),
inverse Sobolev embeddings (Corollary 1.29) and discrete local trace inequality
(Lemma 1.32) also hold for functions that are piecewise polynomial on a subdivi-
sion (S;);¢; of the considered set X or T, provided that (a) each S; has a diameter
comparable (with constant o) to the diameter of the set X or 7, and (b) each §;
satisfies the geometric condition (1.32) or (1.34a). This can be seen applying the
same kinds of arguments as in Step (ii) of the proof of Lemma 1.25, using the fact
that (a) and (b) above imply a bound on card(7) that only depends on o.
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1.3 Projectors on local polynomial spaces

In this section we study projectors on local polynomial spaces that play a key role in
the design and analysis of HHO methods.

1.3.1 Definition and examples

Definition 1.34 (Projector on a local polynomial space). Let an integer / > 0 and
an open bounded connected set X ¢ R", n > 1, be given. Let W be a vector space
such that P/(X) c W. A linear mapping Hé( : W — PL(X) is a projector on the local
polynomial space P'(X) if it is onto and idempotent, i.e., Hé( o Hé( = Hé(.

The following proposition provides a simple condition to check that a projector
meets the requirements of Definition 1.34, namely the invariance of polynomials
under projection.

Proposition 1.35 (Characterisation of projectors on local polynomial spaces).
Let an integer | > 0 and an open bounded connected set X C R, n > 1, be given.
Let W be a vector space such that P(X) c W. A linear mapping Hé( : W — PY(X)
is a projector on the local polynomial space P'(X) in the sense of Definition 1.34 if
and only if, for any v € PY(X),

v = v. (1.55)
Proof. Let us first assume that Hé( is onto and idempotent, and let us prove (1.55).
Take v € P/(X). Since IT4 is onto, there exists w € W such that v = IT4w. Taking
the projection of this equality and using the idempotence property, we obtain

Héfv = H&(H%w) = Héfw =,

which is (1.55).
Assume now (1.55). Then, since ]Pl(X) c W, we have that

P/(X) = T4 P! (X) c TI4, W c PY(X),

which shows that [T, W = P/(X), i.e., IT} is onto. Moreover, using again the poly-
nomial invariance (1.55) we have, for any w € W, that H;(Hé(w) = Hé(w, which
proves that Héf is idempotent. |

We next discuss two key examples of projectors on local polynomial spaces: the
L?*-orthogonal and elliptic projectors.

Definition 1.36 (The L2-orthogonal projector). The L’-orthogonal projector (in
short, L2-projector) ﬂ%l : L'(X) — P!(X) is defined as follows: For all v € L'(X),

the polynomial ﬂ%lv € P!/(X) satisfies

7Yy —v,w)x =0 Vw e PY(X). (1.56)



28 1 Setting

Existence and uniqueness of ng(’lv immediately follow from the Riesz representation

theorem in P/(X) for the standard L?(X)-inner product. Moreover, we have the
following characterisation:

0,1 : 2
¥ v = argmin ||w - v|lx,

weP!(X)

T

which is proved observing that (1.56) is the Euler equation for the above minimisation
problem; see, e.g., [12, Chapter 10]. This means that n%lv is the element of P!(X)
that minimises the distance from v in the L?(X)-norm. To check that ng(’l satisfies
(1.55) (hence, by Proposition 1.35, it meets the conditions of Definition 1.34) it

suffices to observe that, if v € P/(X), then (1.56) with w = n%lv —v € PY(X) implies

ng(’lv —v = 0. It can also be checked that ng(’l is a linear operator. The details are left
to the reader.

In the construction of HHO methods carried out in the following chapters, for
a given polytopal mesh M;, = (75, %), we will need the L>-projectors on P/(T),
T € 75, and P/(F), F € F,. We will also need the vector and tensor versions of the
L?-projector, obtained by applying n?(’l component-wise and denoted with the bold
symbol n%l. Finally, in some circumstances the following global (patched) version

of the L?-orthogonal projector will be useful.

Definition 1.37 (Global L?-orthogonal projector on broken polynomial spaces).
Given a polynomial degree [ > 0 and a polytopal mesh M;, = (75, F1,), we define the
global L?-orthogonal projector 772’1 : L'(Q) — P!(75) as follows: For all v € L1(Q)
andallT € 73,
0,1 _ .01
() V)ir = vir. (1.57)

Definition 1.38 (The elliptic projector). The elliptic projector n)l(’l s wWh(X) —»
P!(X) is defined as follows: For all v € W'!(X), the polynomial ﬂ)lglv e PL(X)

satisfies
(V(ry'v =v),Vw)x =0 Vw e P/(X) (1.58a)

and

(r'v —v,1)x = 0. (1.58b)
By the Riesz representation theorem in VP!(X) for the L?(X)"-inner product, (1.58a)
defines a unique element Vﬂ)lglv € VP!/(X), and thus a polynomial ﬂ)l(’lv up to an

additive constant. This constant is fixed by (1.58b).
Notice that (1.58) is equivalent to requiring that

(V(ﬂ)l(’lv -v),Vw)x + (IT)I(’[V -, ﬂ?(’ow)x =0 vw e PH(X). (1.59)

This can be seen by adding (1.58a) to (1.58b) multiplied by JT?(’OW to get (1.59) and,
conversely, by applying (1.59) with w — ng)(’ow (resp. w = 1) to recover (1.58a) (resp.
(1.58b)).

Observing that (1.58a) is trivially verified when [ = 0, it follows from (1.58b)
that 751(’0 = IT%O. The following characterisation holds:
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, . 2
TV = argmin IVw = v)llx,
weP!(X), (w-v,1)x=0

which is proved observing that (1.58) is the Euler equation for the above minimisation
problem; see, e.g., [12, Chapter 10]. Let us check that ﬂ)l(’l satisfies the polynomial
invariance condition (1.55) (hence, by Proposition 1.35, it meets the requirements
of Definition 1.34). Let v € P/(X), and observe that, by (1.58a) with w = n;(’lv -veE
P{(X), V(ﬂ)l(’lv —v) = 0. As a result, n}l(’lv and v only differ by a constant, which
must be zero in view of (1.58b). We leave it to the reader to check that & )l(’l is a linear
operator.

When constructing the HHO approximation of the Poisson problem on a polytopal
mesh My, = (7, F1,) in Chapter 2, the elliptic projectors 7T11~’l, T € Ty, will play a key
role. Other examples of projectors that will be encountered and studied in this book
include: the oblique elliptic projector of Section 3.1.2, relevant in the discretisation of
anisotropic diffusion; the modified elliptic projector of Section 5.1.2, with a closure
equation involving averages on the boundary of the elements (instead of the average
(1.58b) on the element itself); and the strain projector of Section 7.2.2, used in the
context of linear elasticity.

1.3.2 Approximation properties of bounded projectors on local
polynomial spaces

We study in this section the approximation properties of projectors on local poly-
nomial spaces. We start with an abstract result, which states that projectors that are
bounded in a suitable (small) set of Sobolev seminorms have optimal approximation
properties in all Sobolev seminorms. Optimal means here that the error committed
approximating a smooth function v by its projection has the same scaling in the
diameter hx as the error with respect to the best approximation of v in the selected
Sobolev seminorm.

Such approximation properties are established under geometrical assumptions on
the sets. The simplest one is the following.

Definition 1.39 (Star-shaped set). A non-empty open set X C R”" of boundary
0X is star-shaped with respect to a point x € X if, for any y € 0X, the segment
{ax +(1 —a)y : a € (0,1)} is contained in X.

This is the notion used, e.g., in the main approximation results of [77, 178]. In
the present context, however, we have to expand this notion in order to cover the
case where the set X coincides with an element or face of a polytopal mesh from a
regular sequence. We therefore introduce the following generalisation of the notion
of star-shaped set:

Definition 1.40 (Set connected by star-shaped sets). An open bounded set X of
R" is connected by star-shaped sets with parameter 6 > 0 if X is connected and if
there exists a family of open subsets (X;);=1,....ny of X such that

.....
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Y:OZ, N<ol, (1.60a)
i=1
where
Vi e {l,...,N}, X; is star-shaped with respect to all points (1.60b)
in a ball of radius 6hx;
and
Vie{2,...,N}, 3j €{l,...,i — 1} such that (1.600)

X; N X; contains a ball of radius 6/x.

The main interest of this notion for us is that it covers the elements and faces in a
polytopal mesh of a regular mesh sequence.

Lemma 1.41 (Mesh elements and faces are connected by shar-shaped sets). Let
Midnert = (Tn, Fr)new be a regular mesh sequence in the sense of Definition 1.9.
Then, for all h € H, any T € Ty, and any F € Fy, is connected by shar-shaped sets
in the sense of Definition 1.40, with parameter 6 depending only on o in Definition
1.9.

Proof. See Section 1.4.2.

Lemma 1.42 (W*-P-approximation for W-bounded projectors). Assume that X C
R"™ is connected by star-shaped sets with parameter 8 > 0 in the sense of Definition
1.40. Let a real number p € [1,00] and four integers 1 > 0, s € {0,...,1 + 1}, and
g,m € {0,...,s} be fixed. Denote by H?(’l : W9P(X) — PL(X) a projector on the
local polynomial space P'(X) in the sense of Definition 1.34. Assume that it holds,
with hidden constant depending only onn, 0, 1, s, q, m, and p: For allv € W9-P(X),

q
N -
Irm<q N vhwmee s R blwre), (1.61a)
r=m
Ifm 2 gq, IH?{lvlwq.p()() < |V|Wq,p(x). (1.61b)

Then, for all v € W*P(X), with hidden constant having the same dependencies as
above, .
[v = H}q(’ Viwmrxy S B " vIws.p(x)- (1.62)

Proof. We first notice that (1.60) in Definition 1.40 imply (1.34) with o = 8. Hence,
the inverse Sobolev embeddings of Corollary 1.29 apply to X, with hidden constant
having the same dependency as in (1.61).

We consider the following representation of v:

v=0%+R%, (1.63)

where Qv € PS!(X) c P!(X)is an averaged Taylor polynomial, while the remainder
RSv satisfies, for all r € {0,...,s},
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|RSV|Wr,p(X) < h;_r |V|Ws,p(X). (1.64)

A proof of this result for X star-shaped with respect to all points in a ball of radius
Ohy is given in [77, Lemma 4.3.8]. Its extension to X connected by shar-shaped sets
is detailed in Section 1.4.1 below. Since Hf(’l is a projector, it holds by Proposition

1.35 that Hf(’l(st) = Q%v so that, taking the projection of (1.63), it is inferred
%'y = 0%v + %! (Rv).

Subtracting this equation from (1.63), we arrive at v — H;J(’lv = RSy — H;’(’Z(RS V).
Hence, passing to the seminorm and using a triangle inequality, we obtain

v = T s ) < IR VIwm.x) + ITTE (REV) lwmp x)- (1.65)

For the first term in the right-hand side, the estimate (1.64) with r = m readily yields
[R*V|wm.pxy S hy " [Viws.px)- (1.66)

Let us estimate the second term in (1.65). If m < g, using the boundedness assump-

tion (1.61a) followed by the estimate (1.64), it is inferred

1 s s
|H)q( (R*V)lwm.p(x) S R R vy )

q
=m
q
S Z hr)'(_mhg(_q\)lwsyp(x) S /’l;v_m|V|Ws,p(X).
=m

If, on the other hand, m > ¢, using the inverse Sobolev embeddings (1.49) followed
by assumption (1.61b) and the estimate (1.64) with r = g, it is inferred that
Adops - R
L (REV)lwmrx)  h% " IHE (RV)lwa.r(x)

< h?(_mlRSVlwq.p(x) < h}v(_mlv|ws.p(x).
In conclusion we have, in either case m < g or m > g,
Jdops -
|H;]( (R‘S V)|Wm,p(X) < /’lg( m|V|WS,1a(X). (167)

Using (1.66) and (1.67) to estimate the first and second term in the right-hand side
of (1.65), respectively, the conclusion follows. |

We close this section with a technical lemma which will play an important role in the
study of the approximation properties of the L?-orthogonal and elliptic projectors
carried out in the following section.

Lemma 1.43 (L”-boundedness of L?-orthogonal projectors on local polynomial
subspaces). Let X denote an open bounded connected set of R, n > 1, let two
integers | > 0 and m > 1 be fixed, and let P be a subspace of P/(X)". We consider



32 1 Setting
the L?-orthogonal projector Tlp : LY(X)"™ — P such that, for all ® € L'(X)™,
(Ilp® - O,¥)x =0 VY e P. (1.68)

Let a real number p € [1,00] be given and, if p # 2, assume that X satisfies (1.32)
or (1.34). Then, for all ® € LP(X)™,

ITLp @[ rxyn < 1P||Lrxym (1.69)

with hidden constant equal to 1 if p = 2 and depending only on n, I, m, o, and p
otherwise.

Proof. (i) The case p = 2. Using (1.68) with ¥ = IIp® and the Cauchy—Schwarz
inequality, it is inferred that

IMp®|l5 = (®,Tlp®)x < [ Pllx|TTp®]x,
and thus, simplifying by ||TIp®||x,
Tp@[x < [|P||x- (1.70)
(ii) The case p > 2. Using the inverse Lebesgue embeddings on local polynomial

spaces of Lemma 1.25 followed by (1.70) and the Holder inequality (with functions
®, 1 and exponents &, pL—Z)’ it is inferred that

11 11
IMp®lrxym < XI5 IMp@lx < X[y *[1@llx < [PllLe ),

which proves (1.69) for p > 2.

(iii) The case p < 2. We first observe that, using the definition (1.68) of Ilp twice,
for all ®,¥ € L'(X)™ we have that

/X (Mp®)¥ = /X (Mp®)-(Mp¥) = /X O (TTp ).

Hence, with p’ such that 117 + 1% =1, it holds

T @]l sup [y
=1¢X

YeLr' (X)m,||¥||

sup / O-(ITp'P)
YeLr' (X)m,||¥|| /X

Lp (xym

LP (xym=

IA

sup 1Dl o ITp Pl s (171

WLV (XY, Pl =1
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where we have used the Holder inequality to conclude. Use (1.69) for p’ > 2 to infer
Lo (xym < [IWll L (xym = 1 and plug this bound into (1.71) to conclude. O

1.3.3 Approximation properties of the local L*-orthogonal and
elliptic projectors

Theorem 1.44 (Approximation properties of the L>-orthogonal projector
on elements and faces). Let (Mp)ner = (Tn Fn)neqr be a regular mesh
sequence in the sense of Definition 1.9. Let a polynomial degree | > 0, an
integer s € {0,...,l + 1}, and a real number p € [1,0] be given. Then, for
any X element or face of My, all v € W*P(X), and all m € {0, .. .,s},

v = 7% v lwmr ) S B vl x)- (1.72)

Moreover, if s > 1, for all T € Ty, all v € WSP(T), all F € Fr, and all
m € {0,...,s — 1}, it holds that

1
h2 v = 7 lwmp () S BV lws 7 (1.73)

In (1.72) and (1.73), the hidden constants depend only on d, o, 1, s, p, and m.

Proof. Let X denote an element or face of M,. Using Lemma 1.43 with # = P/(X)
(which is possible in view of Remark 1.27), we have the following boundedness
property for n?(’l: Forall v € LP(X),

0.1
Iy viiLe ) S IVIlLe -

The estimate (1.72) is then an immediate consequence of Lemma 1.42 with ¢ = 0
and Hg(’l = ng(’l (notice that Lemma 1.42 applies to X as a consequence of Lemma
1.41).

Let us now turn to the trace approximation property (1.73). Take @ € N¥~! such
that |||} = m. Apply the continuous trace inequality (1.50) with v replaced by
9*(v—n! v) (the derivative being taken with respect to Cartesian coordinates along

T
the hyperplane spanned by F) to get

1
> 0,1 0,1 0,1
hp N0 (v = 2 V)Lery S N10Y (v = w2 V)L ) + hrlIVOY (v — 2 V)llLe (r)
S |lv- ﬂg’lv|wm.p(7~) + hr|v - ﬂg’lvlwmn,p@).

Invoke then (1.72) for X = T twice, first with m and then with (m + 1) instead of m
(note that, by assumption, m + 1 < ), to deduce
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1
P 0,1 - —m—1
hi 0% — 2 Ve ry S By " Vlws.ey + hrhy ™ [Viws.er)
< /’l;;_m|v|w.v,1)(T).
Estimate (1.73) follows summing over & € N?~! such that ||a||; = m. i

Some remarks are of order to highlight relevant consequences of Theorem 1.44.

Remark 1.45 (Local Poincaré—Wirtinger inequality). From (1.72) with p = 2,1 =0,
s = 1, and m = 0, we infer a local Poincaré—Wirtinger inequality, which will often
be invoked in the following chapters: For any T € 7, and any v € H'(T) such that

fTv=0,

with hidden constant depending only on d, o, and p.

Vllr < hrllVviir (1.74)

Remark 1.46 (WP -boundedness of L*-orthogonal projectors on elements and
faces). For any X element or face of a mesh M;, and any v € W*%P(X), it holds
with hidden constant depending only on d, g, s, and p:

7% Vlwsrx) S [Viwsr o, (1.75)

which expresses the fact that the L2-orthogonal projector on P(X) is bounded in any
Sobolev seminorm. To prove (1.75), it suffices to use the triangle inequality to write

0,! 0,1
Iy viwsp ) < v = viwse o + s

and conclude using (1.72) with m = s for the first term. We notice, in passing, that
the hidden constant in (1.75) is equal to 1 if s = 0 and p = 2 (see Point (i) in the
proof of Lemma 1.43).

Theorem 1.47 (Approximation properties of the elliptic projector on ele-
ments). Let (Mp)nert = (Tn, Fn)nea be a regular mesh sequence in the sense
of Definition 1.9. Let a polynomial degree | > 0, an integer s € {1,...,1 + 1},
and a real number p € [1,00] be given. Then, for all T € Ty, all v € W*P(T),
and allm € {0,...,s},

v = mpVlwmn )y S B vlws.n ). (1.76)
Moreover, ifm < s — 1, forall F € ¥,
1
R v = 73 v lwme () S BT VIwsor)- 1.77)

The hidden constants in (1.76) and (1.77) depend only on d, o, I, s, p, and m.
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Proof. The proof of (1.76) is obtained applying Lemma 1.42 (this is possible in view
of Lemma 1.41) with g = 1 and H;’l = n}’l, provided that we can establish (1.61).
Combining this result with the continuous trace inequality (1.50) yields (1.77), in
a similar way as in the proof of Theorem 1.44. To prove that the condition (1.61)
holds, we distinguish two cases corresponding, respectively, to m > 1 and m = 0.

(i) The case m > 1. We need to show that (1.61b) holds, i.e., for all v € WP (T),
V) S Phwis - (1.78)
By definition (1.58a) of x)", it holds, for all v € W'-(T),
Vap'y = Tge g Vv, (1.79)

where ITypi (7 denotes the L?-orthogonal projector on VP/(T) ¢ P!=/(T)?. Then,
(1.78) is proved observing that, by definition (1.16) of the |-|W1,p(T)-seminorm,
and invoking (1.79) and the L”-boundedness of I1yp:(7) resulting from (1.69) with

P = VP/(T), we have

1l 1l
I viwieay S IVap Ve ya = Wype ) VVliLe )

SWVVllerya < Wlwie .-

(ii) The case m = 0. We need to prove that (1.61a) holds, i.e., for all v € WhP(T),
Iz "vlleo @) < WVlleoa + hrlviy e - (1.80)

Letv € WP(T) and set v := ﬂg’ov. By the closure condition (1.58b) in the definition

0,0
T

of the elliptic projector, we also have that v = (n;’lv). The approximation

property (1.72) of the L2-projector (applied with m = 0 and s = 1 to ﬂ]T’lv instead
of v) therefore gives

W 1.1
7 v =VllLe@) S hrlng viwe .-
We infer
1.1 = _
7 vilLe @y < llmg"v =Vllie@) + [VIlze @)
11 0.0
S hrlng viwe @y + llng viiee )
S hrlvlwiey + VIlee ),

where we have introduced +v inside the norm and used the triangle inequality in the
first line, while the terms in the second line have been estimated using (1.78) for the
first one and (1.75) with (,s) = (0,0) and X = T for the second one. This establishes
(1.80) and concludes the proof. a

Remark 1.48 (Estimates in fractional Sobolev spaces). Theorems 1.44 and 1.47 have
been stated for simplicity in integral Sobolev spaces, that is, with s and m integer.
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However, using standard interpolation techniques (see, e.g., [229, Theorem 5.1]),
it is easily deduced from the integer case that the estimates in these theorems also
hold for non-integer s and m within the admissible bounds (that is, s € [0,/ + 1] or
s€[l1,l+1],and m € [0,s] or m € [0,s — 1]).

1.4 Technical results on sets that are connected by star-shaped
sets

1.4.1 Approximation by local polynomials

As announced in the proof of Lemma 1.42, we prove in this section that the de-
composition (1.63)—(1.64) of functions in W*-?(X) holds when X is connected by
shar-shaped sets, in the sense of Definition 1.40.

The ideas developped here are inspired by [178, Section 7], in which it is shown
that a polynomial approximation property holds on a connected finite union of open
sets provided that it holds on each set. However, this setting does not enable a
proper tracking of the dependency of the constants involved in the estimates. We will
show that the notion of set connected by star-shaped sets enables a tracking of this
dependency.

Theorem 1.49 (Local polynomial approximation of W*-”-functions). Ler X Cc R”
be connected by star-shaped sets with parameter 0, in the sense of Definition 1.40,
and take an integer s > 0 and a real number p € [1,00]. Let v € WSP(X). Then,
there exists Qv € P5~V(X) such that, for all r € {0,. .., s},

lv=0%lwrrx) < by Vlwsrx), (1.81)
with hidden constant depending only on n, s, p, r and 6.

Proof. By [77, Chapter 4] and (1.60b), for each i € {1,..., N} there exists oy.vE
PS~1(X;) such that, for all r € {0,...,s},

|V - Qf;(iv|wr,1;(xi) < h§7r|V|W.v,l)(Xi) < h§_r|vlws,p(X), (1.82)
the second inequality following from X; ¢ X. Each polynomial function Q;QV can
obviously be uniquely extended into a polynomial in PS~!(X). We will prove that
Q%v = Q‘)“(l v satisfies (1.81).

Let us start with a preliminary estimate. Using the same arguments as in Point (i)
of the proof of Lemma 1.25, that is to say a translation and scaling argument, and the
equivalence of norms on ps-! (R™), we see that, for any ball B,(x, 6hyx) contained in
X, there holds

wllLex) < IWllLe (8, (e.0nx)) Yw e PH(X),
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with hidden constant depending only on n, s, p and 6. Taking w € P*~!(X) and
applying this estimate to its derivatives 3%w € PS7"~1(X) c P*~1(X), with @ € N"
such that ||a||; = r, yields

|W|Wr,p(x) 5 |W|er1’(Bn(x,9hx)) Yw € P‘Y_I(X). (1.83)

We now turn to proving that Qg(lv satisfies (1.81). By (1.60c), X; N X, contains
a ball B,,(x,0hx). Applying (1.83) to this ball and w = O,V — O,V yields

0%,V — Ox,VIwrrx) S 1Q%,V — O, VIwrr(8,(x.0nx)
S 10X,V = VIwre(,x.0nx) T 1V = Ox,VIwrr(8,(x.0nx)
S10x, v = viwre) + v = O, vIwrrxy)

< by lwsrx),

where we have introduced +v and used the triangle inequality to pass to the second
line, used the fact that 8,,(x,0hx) C X;NX; in the third line, and concluded invoking
(1.82) withi = 1,2.

Following similar arguments we obtain, for all i € {1,...,N},

|Q§(IV - Qg(iV|Wr.p(X) < h‘;(_rlv|Ws,p(X). (1.84)

This estimate is established by strong induction on i. In the inductive step, which
assumes that (1.84) holds with i replaced by any j € {1,...,i — 1}, we use (1.60c) to
estimate |Q§(iv - Qi(jV|WSJI(X) for some j < i (as for |Q§(1 V- Q§(2V|Wr,p(X) above),
invoke the induction hypothesis to estimate |Q§(] v — ngjvlwr,p(x), and conclude by
triangle inequality.

As a consequence, for alli € {1,...,N},

0%,V = vIwrrx,) S 1Q%, v — O, Viwrrx,) +10%,V — Viwrr(x,)

< W " vlws.p(x)s (1.85)
where we have introduced +Q% v and used the triangle inequality in the first line,
and invoked (1.84) and (1.82) to conclude.

The proof for p < oo is completed using (1.60a) and invoking (1.85) to write
N 1/p

105,y = viwrre) < [ D10V =Vl x| S B s,
i=1

i=

For p = oo, we conclude the proof by taking the maximum of (1.85) over i €
{1,...,N}. O



38 1 Setting

1.4.2 The case of mesh elements and faces

In this section, we prove Lemma 1.41, that is, we show that elements and faces of a
regular mesh sequence are connected by star-shaped sets.

Proof (Lemma 1.41). We only present the proof for a mesh element, the case of a
face being similar. Let & € H and M, = (T, J) be a matching simplicial submesh
of M, given by Definition 1.9. In this proof, the hidden constants in < depend only
on o.

(i) Preliminary result on simplices. Let T € Tj, and o € §; be a face of 7. Let

7= {xz(xl,...,xd)eRd cxi>0 Vi=1,....d, in < 1}

i=1

be the reference simplex and

Go = {x:(xl,...,xd)eRd cx >0 Vi=1,....d, Zx,: 1}

i=1

be the face of T opposite to 0 (see Fig. 1.5 for an illustration of these sets and of the
arguments to follow).

Half of B4(X, e /(2Co))

I:Image through ¢! of half of B,(X, h./(2Cp))

Fig. 1.5: Illustration of Point (i) in the proof of Lemma 1.41.

Since 7 contains a ball of radius > &, by [173, Lemma 8.8] there exists an affine
mapping ¢(-) = xo + M- of R, with M an invertible matrix, such that ¢(7) = 7 and
M, < Coh;1 with Cy depending only on o (here, ||-||» is the norm induced on
the space of matrices by the Euclidean norm of R¢). Possibly upon a permutation of
the vertices of 7, we can assume that ¢ sends o onto o .

Since the centre of mass X, of o is the barycentre of its vertices, it is sent by ¢!
to the centre of mass Xz, of 0g. Let y € R4 be on the same side of o as T and such
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that 1
- Xl < =—h:.
ly —xcll2 G

Then, applying ¢,
17! = X5, = 17" 0) = ¢ @)l = 1M~ (v = Xo)ll2
1 1
M y==h: < =.
<M ghe < 5

Hence, ¢~!(y) € 7 since T is the reference simplex, and therefore contains the half
ball of radius % centred at Xz, and on the same side of o as 7. This proves that
y = ¢(¢~'(y)) € ¢(7) = . In other words, we have proved what is illustrated on the
right of Fig. 1.5:

7 contains a half ball, centred at x,- and of radius > &, (1.86)
that lies on the same side of o as . '

(ii) Construction of the family (X;)i=1...n. Let T € 9, and 7,7" € T}, be two
simplices in T that share a common face o € §j,. Owing to (1.86) and (1.4), each of
7 and 7’ contain a half ball centred at X, and of radius > &r. Let r, be the smallest
of the radii of these two half balls, so that r, = hr, and set B, = By(X s, 7o ).

A family (X;);=1,... n satisfying (1.60) for X = T is constructed the following
way. We first list the simplices 71,...,7, of T = {r € T, : 7 c T} insucha
way that, for any i € {2,...,r}, there exists j < i such that 7; and 7; share a face.
Then, denoting by . the set of internal faces of 7 € T (that is, the faces shared by
another simplex in T7), the union in (1.60a) is written as

T=mv [ ®unu [ Buvmau ([ Sum a8

0 €¥z, 0 €Ty, 0ETr,

The order in which the 7; and %ij are listed is important, but the order in which we
list each B, in U eg B, is not. This union satisfies (1.60a) since the number of
T

its elements is bounded above by (d + 2) card(Tr) (each simplex T € Ty has at most
(d + 1) internal faces), and card(T7) < 1 by (1.9). It obviously satisfies (1.60b) by
the regularity assumption (1.3) on the simplices, and the fact that all the balls in the
family have radius > A7 and are star-shaped with respect to all their points.

Finally, (1.60c) comes from the order chosen on the simplices. Indeed, considering
first the case of a simplex 7;, i > 2, in the list (1.87), 7; has a face o in common with
some 7; for j < i. The ball B, corresponding to this face o therefore appears in the
list before 7;, in the union over 8}_7_ , and by construction 7; N B, contains half of B,,.
This ball has radius > A7, so its half contains a ball of radius > hy/2 = hy. If we
consider now the case of a ball B, in the union over some ‘5;1 in the list (1.87), then
the simplex 7; appears before By, in the list and B, N 7; contains half of B, which,
as above, contains a ball of radius > Ar. This completes the proof of the lemma. O
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Remark 1.50 (Optimality of the choice of (X;)i=1,....n). The sets constructed in this
proof are far from being optimal in terms of their numbers, or the sizes of the
balls contained in their pairwise intersections. For a given explicit polytopal set
T, a simple inspection usually identifies a short family made of two or three sets.
However, establishing a generic proof of the existence of these (X;);=1,.. n requires
to only rely on the definition of an element in a regular family of meshes, which is
what we did above.



Chapter 2

Basic principles of Hybrid High-Order methods:
The Poisson problem

In this chapter we introduce the main ideas underlying HHO methods, using to this
purpose the Poisson problem: Find u : 2 — R such that

~Au=f inQ, (2.1a)
u=0 on 99Q), (2.1b)

where f : Q — R is a given volumetric source term, assumed to be in L*(Q).
Recalling the notation introduced in Remark 1.14 for L?-products, the starting point
to devise an HHO discretisation is the following classical weak formulation of
problem (2.1): Find u € H& (Q) such that

a@,v)=(f,v)  VYv e Hy(Q), 22)
where the bilinear form a : H'(Q) x H'(Q) — R is such that
a(u,v) == (Vu, Vv). (2.3)

In what follows, the quantities # and —Vu will be referred to, respectively, as the
potential and the flux.

Throughout the rest of this chapter, (Mp)nert = (Tn, Fn)nesr denotes a regular
mesh sequence in the sense of Definition 1.9. This fact is explicitly recalled only in
the statements of central results for the sake of easy consultation. HHO methods are
based on discrete unknowns that are broken polynomials over mesh elements and
faces, and rely on two key ingredients: (i) problem-dependent local reconstructions
obtained by solving small, trivially parallel problems on each mesh element 7' € 7y,
and (ii) stabilisation terms penalising high-order differences. These ingredients are
combined to formulate local contributions, which are then assembled as in Finite
Element methods. The reconstruction is usually conceived so that its composition
with the interpolator coincides with a projector on a local polynomial space.

In Section 2.1 we decline these general ideas for the Poisson problem, starting
with a key remark: For any mesh element 7' € 7}, the elliptic projection of degree

41
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(k + 1) of a function can be computed from its L2-orthogonal projections of degree
k on T and each of its faces. This remark motivates:

(i) the choice of a local space of discrete unknowns U. ]} spanned by polynomials
of degree k > 0 on T and each of its faces, the latter possibly discontinuous at
face boundaries;

(ii) the choice of a local interpolator from smooth functions to Q’} constructed
from the L?-orthogonal projections of degree k on T and each of its faces;
(iii) the introduction of a local potential reconstruction operator p’}“ : Q§ —

PX+1(T)) whose composition with the interpolator on Q’; coincides with the
elliptic projector of degree (k + 1).

From these ingredients, we devise the local approximation ar of the continuous
bilinear form a defined by (2.3). The local bilinear form a7 is composed of two terms:
a standard Galerkin contribution and a stabilisation term. The latter is conceived so
that stability and boundedness hold with respect to a suitable H'(T)-like seminorm,
and that polynomial consistency up to degree (k + 1) is verified.

In Section 2.2 we introduce the global space of discrete unknowns with single-
valued interface values (meaning that the interface unknowns match from one ele-
ment to the adjacent one), as well as a global bilinear form aj;, obtained by element by
element assembly of the local contributions ar, T € 7. Based on these ingredients,
we formulate the discrete problem and discuss its well-posedness. We close this
section by showing that the HHO method is locally conservative on each element,
and identify a computable expression for the normal trace of the numerical flux. This
interpretation highlights the different roles of the equations associated to element
and face unknowns: the former correspond to local balances inside each element,
whereas the latter enforce the continuity of fluxes. These balance and continuity
equations lead to an interpretation of HHO schemes as high-order Finite Volume
schemes.

In Section 2.3 we carry out an exhaustive error analysis of the method based on
the abstract framework of Appendix A. Specifically, we show that the approximation
error measured in the energy norm converges as #/**!. A similar convergence rate is
then proved for the jumps of the global reconstruction in P*!(7;,) obtained by glueing
the local contributions. Finally, under the usual elliptic regularity assumption, we
show that improved convergence in #**? holds for the L?-norm of the error. The
latter result hinges on a key feature of HHO methods, namely the superconvergence
of element-based unknowns.

In Section 2.4 we briefly discuss other boundary conditions. Finally, in Section
2.5, we illustrate the theoretical results with numerical examples in two and three
space dimensions.



2.1 Local construction 43

2.1 Local construction

Let a polynomial degree £ > 0 and a mesh element T € 7j, be given. We introduce
the local ingredients underlying the HHO construction: the discrete unknowns, the
interpolator, the potential reconstruction operator, and the local approximation of
the continuous bilinear form defined by (2.3).

2.1.1 Computing the local elliptic projection from L*-projections

Consider a function v € WL1(T). We note the following integration by parts formula,
valid for all w € C*(T):

(Vv, V) = —(v, Aw)r + Z (v, Vw-nrr)p. 2.4)
Fe¥r

Let us specialise (2.4) to w € PX*I(T). Observing that Aw € P*"1(T') ¢ PX(T) and
using the definition (1.56) of ﬂg’k, we can write (ng’kv, Aw)r instead of (v, Aw)r in
the right-hand side. Moreover, for all F € F7, we have that (Vw)|r € PX(F)? by
Definition 1.22 of local polynomial spaces and that nyr € P°(F)4 by the planarity
of faces (see Definition 1.4), so that (Vw)p-nrr € P¥(F). Hence, invoking the
definition (1.56) of ﬂ%k, we can further replace (v, Vw-nrr)p by (ﬂ%kv, Vw-nrp)r
in the right-hand side. Finally, using the definition (1.58a) of the elliptic projector

an’k“, we can write (Vﬂ}’k“v, Vw)r instead of (Vv, Vw)7 in the left-hand side. In
conclusion, we have that
(Vﬂ}’kﬂv, Vw)r = —(ﬂ%kv, Aw)r + Z (n%kv, Vw-nrp)r. (2.5a)

Fefr

Notice that, here and in what follows, it is understood that the Lz-projectors over
faces act on the trace of a function. On the other hand, using again the definition
(1.56) of 72", we have that

0= (n}’kﬂv -v,r = (n;’kHv - ﬂg’kv, Dr. (2.5b)

The relations (2.5) show that computing the elliptic projection 7K1y, does not

T
require a full knowledge of the function v. All that is required is

6)) ng’k v, the L?-projection of v on the local polynomial space P¥(T);
i1) for a € fr, . v, the L~-projection of the trace of v on .
(ii) forall F € Fr, 7%y, the L?-projection of th fv on PX(F

Remark 2.1 (Choice of the polynomial degree for the element-based L*-projector).
In (2.5a), since Aw € P*I(T), we could have replaced ng’k with ng’g for any
¢ > max(0,k — 1). The same holds in (2.5b). This choice leads to variations of the
method discussed in Section 5.1.
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2.1.2 Local space of discrete unknowns

The discussion in the previous section motivates the introduction of the following
space of discrete unknowns (see Fig. 2.1):

Us ={v; = r,(vF)Fer) : vr € PX(T)and vy € PX(F) VF e Fr}. (2.6)

Fig. 2.1: Discrete unknowns in U. '} for k € {0,1,2}. The dots represent the number
of unknowns attached to an element or face, in dimension d = 2. When writing the
HHO scheme (2.48), the discrete unknowns attached to elements (in grey) can be
eliminated by static condensation; see Section B.3.2 for further details.

On Uk, we define the H'-like seminorm ||-||; 7 such that, for all v, € U%,

. 2 2 )2
gl = (V971 + lvr R or)
3 2.7)
lvrhor = ( Z hetllve —VT||12w) ,
Fe¥r

where hr denotes the diameter of F. The negative power of A in the second term
ensures that both contributions have the same scaling. The discrete unknowns cor-
responding to a smooth function v € W!-!(T) are obtained via the local interpolator
I - W I(T) — U¥ such that

Ky = (700, (2% V) per). (2.8)

The next proposition states a boundedness property of this interpolator that will be
instrumental to the analysis of the HHO method.

Proposition 2.2 (Boundedness of the local interpolator). For all T € ), and all
veH\(D),
15V < Wl (2.9)

where the hidden constant depends only on d, o and k.
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Proof. Expanding the local seminorm according to its definition (2.7) and recalling
the definition (2.8) of I k., we get

k.12 0,k_ 112 —11..0,k 0,k_ 112
MLV = IV vlig + > gl — 22l
FeFr

2 —1..0,k 0,k 112
SVl + . gty = xp vz, (2.10)
Fe¥r

where the inequality follows from the boundedness properties of ﬂ';)-’k resulting from
(1.75) with X =T,1 = k, p = 2, and s = 1. To bound the second term in (2.10),
we observe that, using the linearity and idempotency of 7T0F’k followed by its L2-
boundedness expressed by (1.75) with X = F, [ =k, p =2, and s = 0, we have

1
0k 0k 0,k 0,k 0,k 3
lmz"v = vllF =l (v =7Vl < v =7 vlle S hp Vg,

where the conclusion follows from the trace approximation properties (1.73) of ng’k
with/ = k, p = 2, s = 1, and m = 0. Using the above estimate together with
% < 2—2)2 (see (1.6)) and the uniform bound (1.5) on the number of faces of T, we
obtain

hr
D et [ L [ A 1y
F ITp T VIF hp' HNT) HY(T)

Fe¥r Fefr
Plugged into (2.10), this concludes the proof of (2.9) after observing that, by (1.16)
with X =T,s=1,and p =2, |[Vv|lr < [v|gi7)- O

2.1.3 Potential reconstruction operator

k+1

Inspired by (2.5), we introduce the potential reconstruction operator p;* : Q§ —

k k
P**1(T) such that, for all vy € Uy,
(VP& vy, W)y = —(vr, Aw)r + ). (vp, Vwengp)e Yw € PUT) (2.11a)
Fefr

and
(5 v, —vr, Dy = 0. (2.11b)

For further use, we also note the following equivalent statement of (2.11a), obtained
integrating by parts the first term in the right-hand side: For all w € P**(T),

(VP§ vy, Vw)r = (Yo, Vwlr + > (vp = vr, Vw-nze)r. (2.12)
Fefr
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Remark 2.3 (Equivalent definition of pi” ). Letting Ay # 0, it is useful to notice that

Equations (2.11) can be equivalently reformulated as: For all w € PX*1(T),

(VP5 v, Vw)r + Ar (phH ! vy, 0 Pw)r

= (Vvr, Vw)r + Z vF = vr, Vwnrp)p + dr(vr, mp wir. (2.13)
FeFr

This can be seen by summing (2.12) (equivalent to (2.11a)) and (2.11b) multiplied
by /lrng’ow to get (2.13) and, conversely, by applying (2.13) with w — ng’ow (resp.
w = 1/Ar) to recover (2.12) (resp. (2.11b)). In the practical implementation, the
parameter A7 can be tuned so as to improve the conditioning of the local problem
matrix.

The local reconstruction p&*'v,. is a polynomial function on T one degree higher

than the element-based discrete unknown vr. Comparing (2.5) and (2.11) shows
that, for all v € WHI(T),
phtliky = Ay, (2.14)

i.e., the composition of the reconstruction operator with the interpolator gives the
elliptic projector of degree (k + 1). This commutation property is illustrated in Fig.
2.2.

Ik
WhH(T) ———— Uy

7T71-’k+1
k+1
Pr

Pk+1 (T)
Fig. 2.2: Nlustration of the commutation property (2.14) of p?“.

An immediate consequence of (2.14) together with Theorem 1.47 is that p?” I '} has
optimal approximation properties in P¥*!(T’).

2.1.4 Local contribution

Inside 7', we approximate the continuous bilinear form a defined by (2.3) by the
discrete bilinear form ar : U5 x UX — R such that, for all u,,v,. € Uk,

ar(up,vy) = (Vphu,, Vo v r + sy (up, v,), (2.15)

where the first term in the right-hand side is responsible for consistency, while
ST : Q§ X Q’} — R is a local stabilisation bilinear form, whose role is to ensure
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the coercivity of the discrete problem. The following design conditions have been
originally proposed in [58]:

Assumption 2.4 (Local stabilisation bilinear form sy) The local stabilisation bi-
linear form st : g; X Ql} — R satisfies the following properties:

(S1) Symmetry and positivity. sy is symmetric and positive semidefinite;
(S§2) Stability and boundedness. There is a real number n > 0 independent of h and
of T such that, for all v, € Q’},

1 el 7 < ar(vgvy) < nllvpllf 75 (2.16)
(S3) Polynomial consistency. For all w € P**!(T) and all v, € U%, it holds
st(Ikw,v,) = 0. (2.17)

Some comments are of order.

Remark 2.5 (Local stabilisation bilinear form sr). Condition (S1) is a natural re-
quirement reflecting the fact that, at the discrete level, we wish to preserve both
the symmetry and the positive semidefinite nature of a. Condition (S2) implies, in
particular, that ar vanishes if one of its arguments is the interpolate of a constant
function, and that the converse is also true:

ar(wp,vy) =0 Vv, € Q; & there exists ¢ € R such that w,. = e (2.18)

While it can be checked that the above condition is indeed sufficient to ensure the
uniqueness of the solution to the discrete problem (2.48) below, in (S2) we also
stipulate that the equivalence between ||-||;.7 and the seminorm induced by ar is
uniform with respect to the meshsize /4. This fact plays a key role in the proof of the
uniform a priori bound on the exact solution in Lemma 2.19 and, in conjunction with
(S3), in the derivation of an optimal estimate for the consistency error in Lemma
2.18. For further insight into this point, we refer the reader to the proof of the Third
Strang Lemma A.7 and Remark A.8.

The requirements in Assumption 2.4 suggest that sy can be obtained penalising in

a least square sense quantities that vanish for interpolates of polynomial functions in

P**1(T). Paradigmatic examples of such quantities are obtained through the operators

6? : Q’} — PX(T) and, forall F € ¥7, 5%1-“ : Q’; — P¥(F) such that, for all vy € Q;,

5§ET = ﬂg’k(p’}HKT —vr), (%EFKT = ﬂ%k(p§+1kr -vp) VFeFr. (2.19)

Recalling the definition (2.8) of the local interpolator, it is a simple matter to check
that

Ok Ok v Fery) = eph vy — vy (2.20)
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Proposition 2.6 (Polynomial consistency of the difference operators). It holds,
forall T € Ty, and all w € PK+(T),

okikw=0, k. IKkw=0 VFe7r. (2.21)

Proof. Let us check that 6% vanishes when its argument is of the form [’;w with
w € P**1(T). By definition of 6; and [’;w = (ﬂg’kw, (ﬂ'OF’kw)Feng ), we have that

kyk _ _Ok/ k+lgk 0,k
oplyw = n " (pr Ipw — " w).

Using the relation (2.14) to replace pk*! 75 by 7**" and the fact that 7-*w € PK(T)

together with the linearity and polynomial invariance (1.55) for ﬂg’k to remove the

latter projector from the second term in parentheses, we get

kpk  _ _Okg 1k+1
Oplyw = (m" " w —w).

Using again the polynomial invariance (1.55), this time for 7T71:k+1 , we conclude that

6§£§w = ﬂ';)-’k(w -w)=0.

Similar arguments can be used to prove the second identity in (2.21). The details are
left as an exercice to the reader. O

Relevant examples of stabilisation bilinear forms obtained by penalising in a least
square sense the differences defined in (2.19) are discussed in what follows.

Example 2.7 (Original HHO stabilisation). The original HHO stabilisation of [152]
is obtained setting

sT(ug.vp) = Y W (0 = 0F g, (55 — 65 )vp)r. (2.22)
FefFr

In this case, only quantities at faces are penalised, and the factor h;l ensures di-
mensional homogeneity with the consistency term. The proof that this stabilisation
bilinear form satisfies Assumption 2.4 is provided in Proposition 2.13 below. An-
other important example of stabilisation bilinear form used in the HHO literature
can be found in [8, Eq. (3.24)]. This expression results from the hybridisation of the
Mixed High-Order method of [146]; see Section 5.4.6 for further details.

Example 2.8 (A stabilisation inspired by Virtual Elements). An expression for the
stabilisation term inspired by the Virtual Element literature [43] is obtained setting

s(tg,vy) = hp2(Skup, Skvp)r + " hp! (6 putg, 6 pvp)r. (2.23)
FeFr

Unlike before, both volumetric and boundary contributions are present. The negative
powers of the element and face diameters in each term are again selected so as to
ensure dimensional homogeneity with the consistency term.
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Remark 2.9 (Original stabilisation in Hybridisable Discontinuous Galerkin meth-
ods). The following stabilisation bilinear form is used in the original Hybridizable
Discontinuous Galerkin method of [99, 122]:

ST(ET?ZT) = Z ah;«“l(”F — Ur,VF — VT)F,
FeFr

where @ > 0 denotes a user-dependent penalty parameter. While this choice obvi-
ously satisfies the properties (S1)-(S2), it fails to satisfy (S3) (it is only consistent
for polynomials of degree up to k). As a result, up to one order of convergence is
lost with respect to the estimates of Theorems 2.28 and 2.32 below. For a discussion
including fixes that restore optimal orders of convergence, see Section 5.1.6 and also
[117].

Remark 2.10 (Modification in dimension d = 1). In the case of spatial dimension
d =1, each “face” F is a point, 2 (F) is identified with R, the integral over F boils
down to taking the values of the functions at F, and the scaling factors h;l in the
semi-norm |-|; g7 and the stabilisation terms sy above have to be replaced by h;l.

Actually, following up on the previous remarks, the next lemma shows that consistent
stabilisation bilinear forms are inevitably constructed from the difference operators
(2.19).

Lemma 2.11 (Dependency of s7). Let T € 7, and let st : Q§ X Q§ — R be a
bilinear form. Then, st satisfies the polynomial consistency (S3) in Assumption 2.4
if and only if st depends on its arguments only via the difference operators (2.19).

Proof. 1If st only depends on its arguments through the difference operators (2.19),
then (S3) for sy follows from the polynomial consistency (2.6) of these difference
operators.

Conversely, assume that sy satisfies (S3) and take u,v, € Q’;. Using the bilin-

earity of sy and applying (S3) with w = p&*lu,. and w = pi*ly,. we get

ST(ZT’KT) = ST(ZT - !I;"p];"+lﬂT7£T - l?pl;ﬂﬁr)
The conclusion follows from (2.20) which shows that both (u; — Ixpk+lu;) and
(vp =1L § p?“ v;) depend only on the difference operators (2.19) applied, respectively,
to uy and v, O

Remark 2.12 (On the choice of the difference operators). An inspection of the proof
above shows that we could have used, instead of p?“ , any polynomial reconstruction
R;” : g’; — P**(T') consistent for polynomials of degree (k + 1). It would have
given a dependency of sy in terms of the differences 6’&1 and 6§’TF, F € fr,

defined such that, for all v, € Uk,

(6§,TKT’ (6§,TFET)F€7:T) = £§"R§"+12T — Y- (2.24)
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However, designing a stabilisation term sy from the above dependencies for an
arbitrary choice of R;“ makes it difficult to ensure that (S2) holds. As shown in
Proposition 2.13, the difference operators (2.19) seem to be the natural choice to
build a stabilisation bilinear form that satisfies the stability and boundedness property
(S2).

We now prove that the original HHO stabilisation form satisfies Assumption 2.4.

Proposition 2.13 (Original HHO stabilisation). The original HHO stabilisation
bilinear form st defined by (2.22) satisfies Assumption 2.4.

Proof. The bilinear form sy is clearly symmetric and positive semidefinite, so that
property (S1) holds. Property (S3), on the other hand, is a consequence of Lemma
2.11. It only remains to prove property (S2). Throughout the rest of the proof, we let
v be a generic element of Q’;. For the sake of brevity, we also set

VA 3 |
Vr ==Ppr Yr

and the notation < is understood with hidden constant independent of 4, T, and
vy We first estimate the volumetric components in ||y, ”iT and ar (v, v, ), before
establishing (2.16).

(i) Volumetric components. We prove here that
IVvrllr < IVVrllr + vplier (2.25)

and
IVyrllr < vyl (2.26)

Letting w = vr in (2.12) and using Cauchy—Schwarz and generalised Holder
inequalities with exponents (2,2, ) along with ||n7F || «a = 1, we have that

IVvrll7 = (Vir, Vor)r — Z vk =vr,Vvrnrp)r.
Fe%r

<Vl 9vrlle + > lve = vrlle Vv el el
Fefr

< IVirllzIVvrlir
1 1

2 2
+(Z h;‘nvF—an%) (Z hel|Vvr (7

, 2.27)
Fefr Fe¥r

where we have, in the third line, introduced the scaling factor 4z and used a discrete
Cauchy—Schwarz inequality on the sum over the faces to write
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1 1
vk =vrllrllVvrllr h* e =vrllphp |IVvr e
F F

Fefr Fefr
} H
-1 2 2
< (Z hy ||vF—vT||F) > helVvrll}
Fefr Fefr

We continue (2.27) using the discrete trace inequality (1.54) on the components of
Vvr with p = 2, the uniform equivalence of face and element diameters (1.6), and
card(¥7) < 1 (see (1.5)) to write

IVvrlly < V7 lielVvrlle + vy lier IV vrllr

Simplifying leads to (2.25).

We now estimate ||VVr|ly. Make w = Vr in (2.12) and, following similar ar-
guments as above, use a Cauchy—Schwarz inequality for the volumetric terms and
generalised Holder inequalities with exponents (2, 2, co) along with ||n7 || o (pya = 1
for the boundary terms to infer

1

2
S lvplhr 199z,

IVVr 7 < Vv llr I VVr |l + |ET|1,6T( Z helIVor Iz
Fefr

where we have invoked the discrete trace inequality (1.54) on the components of
Vir with p = 2 together with (1.6) and (1.5) to conclude. Simplifying, we arrive at
(2.26).

(ii) Proof of (S2). Let
— gk _ <k k
2y = Ipvr = vy = (677 07 pVr)Fer): (2.28)

where the second equality follows from (2.20). Using the definition (2.15) of ar
together with the choice (2.22) of s; and the expression (2.28) of Zy in terms of
difference operators, we have

ar(vp.vy) = IV II7 + 12,17 o7 (2.29)

Using (2.28) to write v, = !;ﬁf - Zp» invoking the boundedness (2.9) of !’} with
v = Vr to get
\vrhar < Prlaey < 1V lrs (2.30)

and using (2.29), we obtain by triangle inequality
|KT|%,6T = |!]7<"‘V’T _§T|%,0T < ||V‘V’T”% + |§T|12,6T = aT(KT’KT)'
Combining this estimate and (2.25) yields

2 2 2 ) 2
lvrlli 7 = IVvrlly + 1vr i or < IVVll7 + 1vrli o7 S ar(vy,vy),
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which proves the first estimate in (2.16). To establish the second, we start from (2.29)
and substitute z,. = !? Vr — vy to write
ar(vy.vy) < V217 + 21597 1F o + 21vy [7 o7
S IVl + vyl o7
< ”KT ”iT’
where the first line follows from a triangle inequality, the second line is a consequence

of (2.30), and the conclusion is obtained invoking (2.26). The proof of (S2) is
complete. |

To close this section, we study the consistency properties of sy when its arguments
are interpolates of a smooth function.

Proposition 2.14 (Consistency of sy). Let T € T;, and let sy denote a stabili-
sation bilinear form satisfying Assumption 2.4. Let r € {0,...,k}. Then, for all
v e H*(T),
1
st(Lv, I5v)? < B Yy, (2.31)

where the hidden constant is independent of h, T and v.

Proof. Using (S3) with w = 7**1v € P¥*1(T) and (S2), we infer that

st(Ihv, IEv)? = sp(I5(v = 20 ), 16 (v — a0k )2
1
<2 13O =2 W)llr
0,k+1

S =17l

< h;j—l |V|Hr+2(T),
where the third line follows from the boundedness (2.9) of !’; with (v — ﬂg’k”v)
instead of v, and the conclusion is obtained applying the approximation property

(1.72) of the orthogonal projector with X =T,/ =k +1,p =2, s =r +2, and
m=1. O

2.2 Discrete problem

In this section we formulate the discrete problem based on the local contributions
introduced in the previous section.

2.2.1 Global space of discrete unknowns

We define the following global space with single-valued interface unknowns:
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U, = {Xh = (vr)res VF)Fes,) :

vr € BX(T) VT € 75, and vp € PK(F) VF € ﬁ} (2.32)

For a generic element v, € Qfl, we denote by v, = (vr,(vF)Fes) € Uk its

restriction to 7. We also define the broken polynomial function v, € P*(7;) such
that

i =vr VT €. (2.33)

The discrete unknowns corresponding to a smooth function v € W'-!(Q) are obtained
via the global interpolator /' ﬁ Wh(Q) - U fl such that

Iy = (1Y )req, (18 V) pes,). (2.34)

We define on Q’; the seminorm ||-[|1,, such that, for all v, € Qﬁ,

2
vyl = (Z ||zT||iT) : (2.35)

TeT,

with local seminorm ||-||;,7 defined by (2.7). To account for the homogeneous Dirich-
let boundary condition (2.1b) in a strong manner, we introduce the subspace

Uk ={v, €Uk 1 vp=0 VFeR}. (2.36)

It is a simple matter to check that /' ];l maps functions in H& (Q) on vectors of discrete
unknowns in QZ 0

2.2.2 A discrete Poincaré inequality

In the following lemma, we establish a discrete version of the Poincaré inequality
that will be used to prove that ||-||; 5 is a norm on QZ o (see Corollary 2.16), as well
as to establish the uniform a priori bound (2.49) on the discrete solution.

Lemma 2.15 (Discrete Poincaré inequality). There exists Cp > 0 depending only
on Q, d, and o such that, for all v, € Q];l o

lvall < Cellvy,lh.n- (2.37)

k
Proof. Lety, € Uy .

(see Lemma 8.3 in Chapter 8 for a proof), there exists 7, € H 1(Q)? such that

Since the divergence operator V- : H'(Q)¢ — L*(Q) is onto

Ve, = vy and [|Ty, |5y qe S [vall- (2.38)
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Using the first relation in (2.38) and integrating by parts element by element, we
obtain

vall? = (4, Vory,) = = >

TeT,

(Vvr,Ty,)r + (vF = v, Ty, -BTF)F |,
h h
FeFr

where we have used Corollary 1.19 with p = 2, 7 = 1,, € H'(Q)¢ c H(div; Q) n
HY(7;,)4, and (¢r)res, = (VF)Fes, to insert vy into the boundary term. Using
Cauchy—Schwarz inequalities for the first term and generalised Holder inequalities
with exponents (2,2, ) along with ||[nrF ||~y = 1 for the second, we can go on
writing

2
all? <

TeT,

_1 1
IVorlizliTullr + > B2 lve = vrlie h;urv,luF)
Fe¥r

< ||Kh||1,h

1
2
2 2
> (Il + i, ””)l

TeT,

S vy llenliTv, g @

where we have recalled the definition (2.35) of the global H!-like seminorm after
using discrete Cauchy—Schwarz inequalities on the sums to pass to the second line,
and used the trace inequality (1.50) with p = 2 along with the fact that, for all
T € 9, hr < hg (with hg denoting the diameter of Q) to conclude. Using the
second condition in (2.38) to further bound the second factor in the right-hand side,
we arrive at

vall® < Nyl lvall,

which yields the conclusion after simplifying by ||vy]|. O

Corollary 2.16 (Norm ||-||1»). The map ||-||1.n defines a norm on Uh o

Proof. The seminorm property is evident. It then suffices to prove that, for all
v, € Uh o+ v, lli.n = 0 implies v, = 0,. Letv, € Uk , be such that ||y, [l1,» = 0. By
the Poincaré inequality (2.37), we have [[vill = 0 hence vr =0forall T € 7. From
the definition (2.7) of the norm |[|-||;.7, we also have that |[vg — vr||[r = 0, hence
ve =vy =0on F, forall T € 7;, and all F € F7. Since any mesh face belongs to a
set of faces ¥ for at least one mesh element 7' € 7y, this concludes the proof. O

Remark 2.17 (Discrete Poincaré inequalities on broken spaces). The discrete Poinca-
ré inequality (2.37) on HHO spaces can be proved starting from the corresponding
result on broken polynomial spaces. This strategy is adopted in [141, Proposition
5.4], based on the results of [147, Theorem 6.1] and [150, Theorem 5.3]. In the latter
references, Sobolev embeddings on broken polynomial spaces are proved using
arguments inspired by the recent Finite Volume literature; see, in particular, [187,
Section 5]. In the nonconforming Finite Element literature, Poincaré inequalities on
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broken spaces are proved, e.g., in [21, 75], where stronger assumptions on the mesh
are needed.

2.2.3 Global bilinear form

We define the global bilinear forms a, : Qﬁ X g’; — Rands, : QZ X gﬁ — Rby
element by element assembly: For all u,,v, € Q’;l,

ah(ﬂh’ﬁh) = Z aT(ZT’KT)’ Sh(ﬂh’zh) = Z ST(ZT’KT)~ (2.39)

TeTh TeT,

For further use, we also define the stabilisation seminorm such that, for all v L €U ﬁ

1
[y ls.n = sn(v,,v,)2. (2.40)

Lemma 2.18 (Properties of a;). The bilinear form aj, enjoys the following proper-
ties:

(i) Stability and boundedness. Forall v, € Q’; o it holds with 17 as in (2.16) that

-1 2 2 2 . . 1
n ||Kh||1,h < ”Kh”a,h < r]”Zh”l,h with ”Xh”a,h = ah(Zh’Zh)z' (2.41)

(ii) Consistency. It holds for all r € {0,...,k} and all w € Hé (Q) N H"™*2(Ty,) such
that Aw € L*(Q),

sup 1Enwi vl S B Wl (2.42)

Y Egﬁvos HZ;, [la,n=1

where the hidden constant is independent of w and h, and the linear form
En(w; ) - g’;l o — R representing the consistency error is such that, for all

Vi € Qlﬁ,o’
En(wsv,) = —(Aw,v) = an(Lyw,v,). (2.43)

Proof. (i) Stability and boundedness. Summing inequalities (2.16) over T € 7y,
(2.41) follows.

(ii) Consistency. Lety,, € Qﬁ,o be such that ||y, ||l.,» = 1. Throughout the proof, the
hidden constant in A < B is independent of both w and 4. For the sake of brevity we
also let, forall T € 75,
Wr = pyt Ihw = ﬂ}’k”w,

where the equality is a consequence of the commutation property (2.14). Integrating
by parts element by element and using Corollary 1.19 with p = 2, 7 = Vw and
(¢r)Fes, = (VF)Feg, to insert vy into the boundary term after noticing that, by the
assumed regularity, Vw € H(div; Q) N H'(7,)¢, we infer
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—(Aw,vp) = Z

(Vw,Vvr)r — Z (VW'nTF,VT)F)

= Ferr (2.44)
= Z (Vw,Vvr)r + Z (Vw-n7p,vE — VT)F) -
7e7; Ferr

On the other hand, using the definitions (2.39) of a;, and sy, and (2.15) of ar, and

expanding pA*!v,. according to (2.12) with w =y, it is inferred that

an(Ifw,v,)

= > (Wi, VpE v )r + su(Zfw,v,,)

(=7 (2.45)
= Z (V\X/‘T,VVT)T + Z (VWT-HTF,VF - VT)F) + Sh(lflw,zh).
TeTh FeFr

Subtracting (2.45) from (2.44), taking absolute values, and using the definition (1.58)

of n}’kﬂ to cancel the first term in parentheses, we get
[En(w; vl
= Z WJF Z (Vw —Wr)nrp,vr — VT)F) = sp(Iw,v,,)
TeT, FeFr
1 -1
< 0 RV =)k e = vrlle + [sa(IEw, v, (2.46)
TeTy, FeFr

where we have used a generalised Holder inequality with exponents (2, co, 2) together
with ||nrF || =y« = 1 to conclude. The Cauchy—Schwarz inequality on the positive
semidefinite bilinear form sj (see (S1)) gives, on the other hand,

1 1
Isn(Ikw, v )| < sp(8w, IEw)? sp(v,,v,)?.

Hence, since hp < hy whenever F € Fr, applying Cauchy—Schwarz inequalities on
the sums and recalling the definition (2.7) of |-|; o7, We get

1 1
2 2
Entwiv)l < | > hr||V(w—wT)||§T) (Z wim)

TeT, TeTn

1 1
+sp(lEw, Ik w)2 sp(v,,v,)7.

Using the trace approximation properties (1.77) of the elliptic projector with [ = k+1,

p=2,s=r+2,and m = 1 to estimate ||V(w —wr)|lor = ||[V(W - 7T713k+1w)||5T and

(2.31) to estimate sh(lﬁw,giw) = Yreq; sr(f;w,liw), we infer
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1

2
1En w5 vl S B4 g (Z mﬁ,ar) +1vylon] - (2.47)
TeT,

Recalling that ||y, [la,» = 1, the definition (2.39) of a;, and the coercivity property
(2.41), the second factor in the right-hand side of (2.47) is bounded by a constant
independent of £, and (2.42) follows. |

2.2.4 Discrete problem and well-posedness

The HHO scheme for the approximation of problem (2.2) reads: Find u,, € Qﬁ 0
such that

an(uw,.v,) = (foon) ¥y, € Uf,. (2.48)

Lemma 2.19 (Well-posedness of problem (2.48)). Problem (2.48) is well-posed,
and we have the following a priori bound for the unique discrete solution u, € U fl 0

1
Ny llan < 02 Coll £, (2.49)

where Cp denotes the constant of the discrete Poincaré inequality (2.37) and n is as
in (2.16).

The proof hinges on the Lax—Milgram Lemma [223], which we recall hereafter.

Lemma 2.20 (Lax-Milgram). Let U be a real Hilbert space, let a : UXU — R
denote a bounded bilinear form, and let £ € U*, with U* denoting the dual space
of U. Further assume that the bilinear form a is U-coercive, i.e., there exists a real
number C > 0 such that, for all v € U,

2
C”V”U < a(va V)7

where ||-|ly denotes the norm induced by the inner product in U. Then, the problem:
Find u € U such that
a(u,v) = (£, v)yru Vv €U,

is well-posed, i.e., it admits a unique solution for which the following a priori bound
holds:
llully < C"{|£lly=-

Proof (Lemma 2.19). We check the assumptions of the Lax—Milgram Lemma with
U= QZ,O’ a = ay, and (f,v, )y .y = (f,vn). Clearly, Qlfl,o equipped with the inner
product norm ||+||,,» is a Hilbert space. The bilinear form ay, is also clearly U-coercive
with coercivity constant equal to 1. To conclude the proof, it suffices to observe that,
owing to the discrete Poincaré inequality (2.37) and to the global norm equivalence
(2.41), it holds that
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1
Il < IIAIHvall < Cell A1 vy e < 22 Coll £ vy llans

which implies, in particular, that the dual norm of the linear form £ : v, e (f,vn)
is bounded above by U%Cp” Il O

2.2.5 Flux formulation

In this section we reformulate the HHO scheme (2.48) in terms of numerical fluxes,
and show that the latter satisfy local balances and are continuous across interfaces.
These features are relevant from both the engineering and mathematical points of
view, and can be exploited to derive a posteriori error estimators by equilibration
techniques (see, e.g, [183]).

We start by showing that local balances with continuous fluxes hold inside each
element for the continuous solution. We next identify conditions under which similar
relations hold for an abstract HHO scheme. Finally, we show that the HHO scheme
(2.48) for the Poisson problem meets these conditions.

2.2.5.1 Local balances and continuity of the flux for the continuous problem

Let u € H(} (Q) solve (2.2) and further assume, for the sake of simplicity, that
u € H*(7,). Let a mesh element T € 7, be fixed. Using the fact that the equation
(2.1a) holds almost everywhere in Q, multiplying it by a function vz € PX(T) and
using the assumed regularity to integrate by parts, we infer the following local
balance:
(Vu,Vvr)r — Z (Vunrp,vr)r = (f,vr)r. (2.50a)
FeFr

The first term in the left-hand side of this relation accounts for the redistribution
inside the element 7', the second for the exchanges through its boundary 07, while
the term in the right-hand side represents the generation (or depletion) through the
volumetric source term. Taking vy = 1, we have the classical local balance

- Z /VM'nTF=/f,
Fefr F T

which is at the root of Finite Volume methods [168]. Crucially, since Vu €
H(div; Q) N H'(7;)?, by virtue of Lemma 1.17 the normal traces of the flux are
continuous, that is, for all F € 7—2 such that F c 0Ty N dT» with distinct mesh
elements 7,7, € 7y, it holds

(VM)‘TI ‘BT F + (Vu)\Tz'nTzF =0. (2.50b)
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This relation shows that the flux exiting 7 through F enters 75 and vice-versa. Notice
that, in the spirit of Remark 1.18, the relations (2.50) can be formulated with weaker
regularity on the exact solution, but we do not further develop this point here as it is
not relevant to our discussion.

2.2.5.2 Flux formulation for an abstract HHO scheme

The following lemma identifies conditions under which an abstract HHO scheme
admits a flux formulation which mimics the relations (2.50). It will serve as a
starting point to derive the flux formulation corresponding to the scheme (2.48) for
the Poisson problem.

Lemma 2.21 (Flux formulation for an abstract HHO scheme). Let aj, : U  x

Zh,0
Qﬁ,o — R denote a function such that, for all u,,v, € Ql;z,O’
ap(uy,,v,) = Z ay,7(up,vr) — Z (O7F(ugp).ve = vr)F |, (2.51)
TeTh Fefr

where

(i) For all T € Ty, the volumetric contribution ay 7 : Q; x Pk (T) — Ris linear in
its second argument;

(ii) For all T € T, and all F € Fr, OrF : Q§ — ]Pk(F) represents the numerical
normal trace of the flux.

Let f € L*(Q). Then, u,, € Qﬁ o is such that
an(wy,v,) = (fve) Vv, €Uy (2.52)
if and only if the following properties hold:

(i) Local balance. For all T € T, and all vy € PX(T), it holds

av (g, vr) + Y (Orp(ug),vr)r = (fvr). (2.53a)
FeFr

(ii) Continuity of the numerical normal traces of the flux. For any interface F € 7—;11
such that F C 0T, N 0T, with distinct mesh elements Ty, T, € Ty, it holds

@77 (ug,) + Pryr(uy,) = 0. (2.53b)
Problem (2.53) is called the flux formulation of problem (2.52).

Remark 2.22 (Forcing term). Crucial to obtain the flux continuity relation (2.53b) is
the fact that face-based unknowns do not appear in the discretisation of the right-hand
side.
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Remark 2.23 (Balance of fluxes). If we moreover assume that ay 7(w;, 1) = 0 for all
T € 7y and all w,. € Q’;, then making vy = 1 in (2.53a) shows that the following
low-order balance of numerical normal traces of the fluxes, essential component of
Finite Volume methods, holds:

Z /F(DTF(ET)=/Tf VT € .

Fe¥Fr

Proof (Lemma 2.21). Since both contributions in the right-hand side of (2.51) are
linear in their second arguments, so is the case for aj,. Hence, it is sufficient to test
(2.52) for v, in a basis of Ufl o- Such a basis can be obtained by selecting, for each

T € Ty, vectors such that vy spans PX(T) whilst vz~ = 0 for 77 € 7;\{T} and vi = 0
for all F € ¥}, and then, for each interface F € 7—'1 vectors such that vr spans o (F)
whilst vy = 0 for all F” € F,\{F} and vy =0 for all T € ;. The first type of basis
function simplifies (2.52) into (2.53a). Using the second type of basis function in
(2.52) gives (2.53b) since both d)TlF(ng) and ‘DTzF(ETZ) belong to PX(F). O

2.2.5.3 Flux formulation for Poisson

Lemma 2.21 indicates that, to recast the HHO scheme (2.48) for the Poisson problem
in flux formulation, it suffices to show that the bilinear form a; defined by (2.39)
admits the reformulation (2.51). Plugging the definition (2.15) of ar into (2.39) and

using, for all T’ € 7, the property (2.12) of p];“vT withw = p’}“uT, we can write

an (Zh’ Eh)

Z (Vi uy, Vor)r + Z (VoiH upnrp,ve = ve)p + st(up,vp) |-
= Ferr
(2.54)

Clearly, the first term inside the summation over T € 7}, can be incorporated
into ay,r, while the second reveals that the consistent contribution to @7 (u;)
is —Vp]}“uT ‘NTF.

We next show that the stabilisation term can also be incorporated into Orp (ET)
in two steps: first, we show that the stabilisation can be interpreted as acting on
boundary differences; second, based on this reformulation, we define the boundary
residual operator which constitutes the contribution of the stabilisation bilinear form

to O7p(u;). Let a mesh element T € 7}, be fixed. We define the space
Dir = {ayr = (arp)resy : arp €PX(F) VF € 77} (2.55)
and the boundary difference operator A%, : U% — D% such that, for all v,. € U%,

éfaTVT vk =Vvr)F eFr- (2.56)
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A useful remark is that, for all v,. = (vr,(vF)res ) € Qk, it holds

Vo= [?vr = (vr - ng’va, (vp — ﬂ%kvr)peﬁ) = (O,ASTKT), (2.57)

where the conclusion follows using the polynomial invariance property (1.55) of

ng’k and ﬂ%k to infer, for all T € 7y, ng’va = vy (since vy € Pk (T)) and, for all

F € Fr, n?,’kvr = (vr)|F (since (vr)|F € Pk(F)).

Proposition 2.24 (Reformulation of the stabilisation bilinear form). Let T € 7,
and let st : Q; X Q’; — R be a bilinear form that satisfies (S3) in Assumption 2.4.
Then, it holds for all uy,v, € Q§ that

st(up,vy) = st ((0, Abpup), (0,5, v,)). (2.58)

Proof. Lety, € U ? The polynomial consistency (2.21) of the difference operators
applied tow = vy € PK(T), together with (2.57), shows that 65v,. = 6K (v, — Ikvr) =
6k(0,A% . v,) and, forall F € Fr, 6K v, = 6% (v, — I5vr) = 6% (0, A%, v,). Since
st only depends on its arguments through the difference operators (see Lemma 2.11),
these two relations establish (2.58). m|

Let now the boundary residual operator RS, : Uk — D%, be such that, for all
K
vr €Uy,
Rrvy = (Rppvp)res;

. _ k
satisfies, for all @ = (arr)rer € Dy,

= > R pvp.are)r = s7((0,A8:v),(0.257)). (2.59)
Fe%r

By the Riesz representation theorem in Q’gT endowed with the L?(4T)-inner product,
problem (2.59) is well-posed; computing R% Y only requires to invert the boundary
mass matrix, which has a block-diagonal structure with each block corresponding to
a face in Fr.

Lemma 2.25 (Flux formulation). Let M, denote a polytopal mesh in the
sense of Definition 1.4. Let u, € Qﬁo and, for all T € Ty, let sy satisfy
Assumption 2.4 and define, for all F € Fr, the numerical normal trace of the

Sflux

; ket K
Orr(uy) = -Vp; up-nrr + Rppug

with Rf F 8iven by (2.59).
Then, u,, is the unique solution of problem (2.48) if and only if the following
two properties hold:

(i) Local balance. For all T € Ty, and all vy € P¥ (T), it holds
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(V5 up, Vor)r + Z (OrF(up),vr)r = (f,vr)r- (2.602)
Fefr

(ii) Continuity of the numerical normal traces of the flux. For any interface
F e 7’2 such that F c 0T, N T, with distinct mesh elements Ty, T» € Ty,
it holds

Q7 F(uy,) + Orr(ug,) = 0. (2.60b)

Proof. Lety, € Qz o- Using the reformulation (2.58) of sy together with the defini-
tion (2.59) of EZT, we can write
_ k
sr(up.vp) == Y (REpug,ve —vr)p VT €7y, .61)
FeFr

Recalling (2.54), we infer that the bilinear form a; defined by (2.39) admits the
reformulation (2.51) with, for all T € 73, av r(uy,vy) = (Vp’}”gT,VvT)T for
all (up,vr) € UK x PX(T) and, for all u, € Uk and all F € F7, Orp(u;) =
—Vp’;rl up + R§ Uz The conclusion is an immediate consequence of Lemma 2.21.

O

Remark 2.26 (Interpretation of the discrete problem). Lemma 2.25 provides further
insight into the structure of the discrete problem (2.48), which consists of the lo-
cal balances (2.60a) (corresponding to the algebraic subproblem (B.12a)) and the
global transmission condition (2.60b) enforcing the continuity of numerical fluxes
(corresponding to the algebraic subproblem (B.12b)).

2.3 Error analysis

Having proved that the discrete problem (2.48) is well-posed, it remains to determine
the convergence of the discrete solution towards the exact solution, which is precisely
the goal of this section.

2.3.1 Energy error estimate

We start by deriving a convergence result in a discrete energy norm, using the inter-
polate of the solution to the continuous problem. This result is a direct application
of the generic analysis framework presented in Appendix A.
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Theorem 2.27 (Discrete energy error estimate). Let (M, )y, cqq denote a reg-
ular mesh sequence in the sense of Definition 1.9. Let a polynomial degree
k > 0 be fixed. Let u € H& (Q) denote the unique solution to (2.2), for which we
assume the additional regularity u € H"**(T;,) for some r € {0,...,k}. For
allh € H, letu, € Q’Z’O denote the unique solution to (2.48) with stabilisation
bilinear forms sy, T € Ty, in (2.15) satisfying Assumption 2.4. Then,

lluy, = Xutllan < B ulgreagg)s (2.62)

where ||-||la,n is defined in (2.41), and the hidden constant is independent of h
and u.

Proof. We invoke the Third Strang Lemma A.7 with U = H(; (Q), a(u,v) = (Vu, Vv),
1v) = (f,v), U, = Q;‘l o endowed with the norm ||-||a.n, an = an, 1n(v),) = (f,vn),
and Tpu = !ﬁ u. We notice that a;, is obviously coercive for ||-|l,,» With constant 1

and, since —Au = f, the consistency error (A.5) is exactly (2.43) with w = u. Hence,
(2.62) follows plugging (2.42) into (A.6). O

From this convergence result in a discrete norm, we now deduce an estimate
for the error measured as the difference between the exact solution and the global
reconstruction obtained from the discrete solution through the operator pﬁ” U ’;l -
P**1(75,) such that, for all v, € Q’;‘l,

ey v =y, YT €T (2.63)

Theorem 2.28 (Energy error estimate for the reconstructed approximate
solution). Under the assumptions and notations of Theorem 2.27, it holds that

IVart wy, = Wl + [w,lsp S h" ulggre g, (2.64)

where the hidden constant is independent of h and u, and the |-|s 5, seminorm
is defined by (2.40).

Proof. For the sake of brevity, let &, = I ];: u. Inserting thp’;lJrl i, into the first term,
+ii, into the second, and using the triangle inequality, it is readily inferred that

k+1
V(P wy, — )l + luy |,
k+1 A

< ”Vhpiﬂ(ﬂh _:h)” + |Zh _2h|s,h + ||Vh(ph U, — w)l + |2h|s,h~ (2.65)

11 z2
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By definition (2.15) of ar, (2.39) of a;,, and (2.41) of ||-||a,n, we deduce from (2.62)
that
T S Ny, =y llan < B ulgr),-

Clearly, (p];;rl ) r = n;’kﬂu for all T € 7, by virtue of (2.14). Then, the approx-

imation properties (1.76) of the elliptic projector with/ =k +1,p =2, s =1 +2,
and m = 1 together with the consistency (2.31) of sy yield

T < hr+l |M|Hr+2(7;!).
Plugging the above bounds into (2.65) concludes the proof of (2.64). m|

Remark 2.29 (Estimates in fractional Sobolev spaces). Remark 1.48 and the proofs
above easily show that (2.62) and (2.64) also hold for fractional r € [0, k].

Remark 2.30 (hp-error analysis). In this manuscript, we do not address the p- or
hp-versions of the HHO method, where convergence is attained by increasing the
polynomial degree rather than reducing the meshsize (p-version) or by combining
these two strategies (hp-version). The key points are, in this case: (i) an accurate
tracking of the dependence on the polynomial degree of the constants appearing
in discrete inverse and trace inequalities and (ii) #p-approximation results for local
polynomial spaces. These issues are treated in [92, Section 4] based on classical
results for simplicial meshes. Similar results, but with a proof based on a direct
extension of the classical hp-approximation results of [29] to regular mesh sequences
in arbitrary space dimension, can be found in [10, Lemma 2.3]; see also [48] for
the two-dimensional case. On this subject, the interested reader can also consult the
recent monograph [91], which focuses on the hp-Discontinuous Galerkin methods
on meshes with a (possibly) unbounded number of faces.

The hp-analysis for HHO methods applied to a pure diffusion problem can be
found in [10], where the option of letting the polynomial degree vary locally is
also contemplated. Specialised to the present setting, Theorem 3.3 therein asserts
that, assuming the regularity u € H**2(7},) for the solution to (2.2) and denoting by
u, € Qz,o the solution to the HHO scheme (2.48), it holds

k+1
k
luy, — Lullan < m'“lH"“(?ﬁ)

with hidden constant independent of 4, k, and u.

2.3.2 Convergence of the jumps

Functions in H'(7j) are in H& (Q) if their jumps vanish a.e. at interfaces and their
trace is zero a.e. on 9. Thus, a measure of the nonconformity in H(; (Q) is provided
by the jump seminorm ||y ;, such that, for all v € H'(75,),
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VR, = > hp A vIel} (2.66)
Fef,

with jump operator [-]r defined by (1.21) if F € 7—2, and by [v]lp = vpif F € ﬁb.
A natural question is whether the jump seminorm of pﬁ“g ,, converges to zero. The

answer is provided by the following lemma.

Lemma 2.31 (Convergence of the jumps). Under the assumptions and notations of
Theorem 2.27, and further supposing, for the sake of simplicity, that, for all T € Ty,
the local stabilisation bilinear form st is given by (2.23), it holds, with hidden
constant independent of h and u, that

Iy Lo < B ulpgrag. (2.67)

Proof. For F € 7—;1‘ with bordering elements 77 and 7», write

k+1 k+1 k+1 k+1 k+1
[py " wylr = Pr uy, — g, = (7 uy, —ur) + (up — pr, ug).

For F € F,” with bordering element T, write [p}*'u, 17 = pi*'uy. —up, owing to the
fact that ur = 0. Using the triangle inequality and gathering the sum by elements, it
is then inferred that

-1 0,k k+1 2 -1 0,k k+1 2
D A o e lE <2 D0 DT W e ok g — el
FeFy, FeF, TeTr

<2 > > h ek g - u)ll;

TeT, FeFr

=23 > hp 6k purli:

TeTy FeFr

2
< 2|Zh|g,h-

Using (2.64) to bound the right-hand side yields (2.67). m|

2.3.3 L?-error estimate

We next study the convergence of the error in the L?-norm. Optimal error estimates
in this context require further regularity for the continuous problem. More precisely,
we assume that, for all g € L?(Q), the unique solution of the dual problem: Find
zg € Hy(Q) such that

a(v,zg) = (gv) Vv e H}(Q) (2.68)
satisfies the a priori estimate

llzgllm2(0) < Cligll, (2.69)
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with real number C depending only on Q. This property, called elliptic regularity,
holds when the domain Q is convex; see, e.g., [202]. Notice that, in this case, the
dual problem coincides with the primal problem (2.2) owing to symmetry.

Theorem 2.32 (L’-error estimate). Let (M},),eq denote a regular mesh se-
quence in the sense of Definition 1.9. Let a polynomial degree k > 0 be fixed.
Letu € H(} (Q) denote the unique solution of (2.2), for which we assume the
additional regularity u € H"**(Ty,) for some r € {0,...,k}. For all h € ‘H,
let u;, € gfl’o denote the unique solution to (2.48) with stabilisation bilin-
ear forms sy, T € Ty, in (2.15) satisfying Assumption 2.4. Further assuming
elliptic regularity and that f € H'(7y,) if k = 0, it holds

B2\ f Nl ifk =0,
llpf gy, —ull < 47 D (2.70)
h |M|Hr+2(7;l) lfk > 1,

with hidden constant independent of both h and u.

The proof of Theorem 2.32 hinges on the following lemma, which shows that the
element-based unknowns of the HHO solution are very close to the L?-orthogonal
projection of u on the broken polynomial space P¥(7},). Since this corresponds, when
r = k, to an error estimate of higher degree than the approximation properties of the
discrete space, we speak of superconvergence.

Lemma 2.33 (Superconvergence of element unknowns). Under the assumptions
and notations of Theorem 2.32, it holds that
h? ifk =0,
llup, — 7 ull < rUZfHH'W v 2.71)
h |M|Hr+2(17l~1) lfk >1,
where the hidden constant is independent of both h and u, and the global L*-

orthogonal projection ﬂg’ku is defined according to (1.57), i.e., (ﬂg’k W = ng’kug
forall T € T,.

Proof (Theorem 2.32). Let, for the sake of brevity, i, := lﬁu and i, = pfl“Qh SO

that, by the commutation property (2.14), (iin);r = ﬂ}’kﬂu for all T € 7},. Inserting

0= p’;l“ i, — ity inside the norm and using the triangle inequality, we have that

k+1 - k+1 .
Py wy, = ull < llu =il + NP, (@, — )l = Ty + Ta.

Using inside each element 7' € 7}, the approximation properties (1.76) of the elliptic
projector with / = k + 1, p =2, s = r + 2, and m = 0O readily gives for the first term:

3 8 hr+2|M|Hr+2(7;l).
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For the second term, on the other hand, we observe that

= > 5 @ - up)l}

TeT,
2 k+1/A 2 0,0/ A 2
S 3 (B IVDE g - w3 + 2y ar - ur)I2)
Te7,
ATES 2 A 2
< holliy, =y, lly 5, + i — unll”, (2.72)

where the second line follows writing
k+1n K+l 0,0/ 0,0/~
pr (i —up) = |7 (A —uy) - ny (lr —ur) | + ny (A — ur)

and using the triangle inequality followed by the local Poincaré—Wirtinger (1.74)
inequality on p?“@T - uy) — n(T)’O(ﬁT — ur), while the conclusion is obtained by
invoking the definition (2.41) of the ||-||,.,-norm together with the L2-stability of
ng’o (which implies that of ng’o). Using (2.62) and (2.71) to bound respectively the

first and second terms in (2.72), the conclusion follows. a

To complete the proof of the L>-error estimate, it only remains to prove Lemma
2.33, which we do next.

Proof (Lemma 2.33). The result follows from the Aubin-Nitsche Lemma A.10 in the
appendix, with the same setting as in the proof of Theorem 2.27, that is: U = H& (Q),
a(u,v) = (VM,VV), 1(V) = (f,V), Uh = gz’o’ ”‘”Uh = ||'||a,h’ ap = ap, lh(Kh) =
(f,vn) and Tpu = Llflu. Additionally, we take L = L?(Q) and 1y, : Qﬁ,o — L*(Q)
defined by rv,, = v;. In what follows, the hidden constants in the inequalities A < B
do not depend on &, f, u or g in the dual problem (2.68).

With this setting, (A.9) is identical to (2.68) and, by choice of r},, since the bilinear
form a is symmetric, the dual consistency error 82(zg; -) is equal to the primal
consistency error Ep(zg;+) defined by (2.43). By definition of rj, and [’;l, denoting
by |||la.n,« the dual norm of ||-||,,», the Aubin—Nitsche Lemma A.10 therefore shows
that

0,k k .
Nup =, ull < |luy, — Lullan sup 1En(zgs Mlan.
geLX(Q), llgll<1

o (2.73)
+ sup Iah(lfﬁlhzg)l .
geL(Q), llgli<1

o)

(i) Estimate of T;. Since zg € Hy(€Q) N H*(€), using the definition of the dual norm
II|la,»,» followed by the estimates (2.42) with » = 0 and (2.69) yields

1€n(zg: Manx = sup 1En(2g: vl S hlzgluzq) < hligll-
Yh EQZ’Os ”K}l”a,h=1
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Combining this result with (2.62), the first term in the right-hand side of (2.73) is
estimated as
Ty S h Pl (2.74)

(ii) Estimate of T,. To estimate the second term in the right-hand side of (2.73), we
separate the cases k > 1 and k = 0.

(ii.A) The case k > 1. Applying 2.47)tow =uandy, = [lflzg yields

=

1En s Lizg)l < 1 fulggro (Z |z,’§zg|%,m) +hzghn|. 279
TeT;,

Using, for all T € 7}, the consistency property (2.31) with r = 0, we see that
\szglsn < hlzglrz)-

On the other hand, recalling the definition (2.7) of |-|; o1, we can write forany T € 7,

k_ 12 —1y. 0,k 0.k 112
72l o1 = Z h Iy 2g = 77" 2 [l

FeFr
1y 0.k 0.k \2
= Z hptlmy (zg — 73 z0)IF (2.76)
FeFr
—1 0,k 2 2 2
< Z hpllzg = 77" 2 llp < hrlzglip gy
Fe¥r

where we have used the definition of !l}zg in the first equality, followed by the

linearity and polynomial invariance (1.55) of nOF’k in the second equality, its L’-
boundedness in the third line, and concluded by the trace approximation property
(1.73) with I =k, p =2, m = 0and s = 2 (we have s < [ + 1 since, here, k > 1),
along with the uniform equivalence of face and element diameters (1.6). Plugging
the above bounds into (2.75) and recalling the elliptic regularity estimate (2.69), we
infer that |Ep,(u; I§ 2g)| < h™*?|ulgre2(7;)llg |, hence

RIS hr+2|M|Hr+2(7;l).

Plugging this estimate together with (2.74) into (2.73) concludes the proof of (2.71)
in the case k > 1.

(ii.B) The case k = 0. Substituting f = —Au in the expression (2.43) of the con-
sistency error Sh(u;lgzg), using the definitions (2.39) and (2.15) of the bilinear

forms a;, and ar to expand the quantity ah([flu, [Zzg), and invoking the property
prlY = n}’l (see (2.14)), we have that
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Enw Lzg) = > (fryzr = D (Vap'u Vap'ze)r
TeT TeT, 2.77)

- Sh(!gu,lgzg)

The orthogonality property of ﬂg’o and the fact that (f,zg) = (Vu, Vzg) (see (2.2))
justify the following algebra:

Dtz = > fazr

TeT, TeT,
= Z (ﬂ%of - f’ Zg)T + (f’ Zg) (278)
TeT,
= Z (120 f = fozg — 70 2007 + (Vu, V).
TeT,

The Cauchy—Schwarz inequality and the approximation property (1.72) applied to f
and z; withp =2,/ =k =0,and s = 1 yield

0,0 0,0 0,0 0,0
| > @8°F - fozg = my 2| < 3 1n8°F = Flirllzg - 70z

TeT, TeT,

Z hl f ey hlzglai oy
TeT,

h2|f|H'(¢,,)||g||,

A

A

where the conclusion follows by the Cauchy—Schwarz inequality on the sum and the
standard stability estimate ||zg|;71(q) < [Ig||- Using the Cauchy-Schwarz inequality
on the positive semidefinite form s, the consistency estimate (2.31) with k =r =0
gives

Isn(Iyu, I ze)| < [Lpulsn |1 zglsn < Plulpaay hlzglm)- (2.79)

Hence, coming back to (2.77) and invoking the elliptic regularity estimate (2.69) for
both z, and u, we find

En(u: ze)l < | D (Vi Vag)r — (Vap'u, Vap ' zo)r
TeT,

+ B2l llg -

For all T € 7}, introducing i(Vﬁ}’lu, Vz,)r and using the definition (1.58a) of n}’l

1,1

withv = zg, w = npu andv =u, w = ﬂ}’lzg, we write

(Y, Vzg)r — (Vap'u, Vry' zo)r |
= |(V(u - 7y u), Vzg)r + (Vap u, Veg=70 2)7 |
= |(V(u - 7y u), V(zg — 7' 20))r|

S hrlulpary hrlzglue oy,

(2.80)
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where we have used the Cauchy—Schwarz inequality and the approximation property
(1.76) of n}’l with/ =1, p =2,5 =2, and m = 1 to conclude. Hence, using again
the elliptic regularity estimate (2.69) for u and zg,

Enus Izl 5 B2 f e () g - (2.81)

The proof of (2.71) for k = 0 is completed by plugging this estimate and (2.74) into
(2.73). O

2.4 Other boundary conditions

We hint in this section at the treatment of more general boundary conditions. For
the sake of simplicity, we consider mixed boundary conditions under the assumption
that they do not degenerate into the pure Neumann case (the adaptation to the pure
Neumann case is addressed in detail in Chapter 6 for more general, possibly nonlinear
diffusion problems). Let I'p denote a portion of dQ with nonzero (d — 1)-dimensional
Hausdorft measure, and set I'y := 0Q \ I'p. Let gp = (up)jr, with up € H (Q),
gn € L*(I'n), and consider the problem: Find u : Q — R such that

-Au=f in Q,
u=gp onIp, (2.82)
Vung = gn on Iy,

where ng denotes the outer unit normal to Q on 9Q. Denote by Hll)(Q) the space of
functions in H'(Q) which vanish (in the sense of traces) on I'p. Classically, a weak
solution to Problem (2.82) can be obtained as u = ug + up where ug € HI])(Q) is such
that

(Vuo, Vv) = (f,v) = (Vup, Vv) + (gn,V)ry Vv € HY(Q). (2.83)

In order to write the HHO discretisation of problem (2.83), we consider a polytopal
mesh M, in the sense of Definition 1.4 for which we make the following assumption.

Assumption 2.34 (Boundary datum-compliant mesh) We assume that the inte-
rior of every boundary face F € 7'2’ is contained either in I'p (the set of all such F
is denoted by 7—”hD ) or in Ty (the set of all such F is denoted by 7—"hN ).

We also introduce the space
Uip={v, €Uy s up =0 VFeF },
and we let u;, , € QIZ be such that

urp=0 VI €T, upp=nygp VFEFP, upp=0 VFeFP, (2.84)



2.5 Numerical examples 71
where we have introduced the set of non-Dirichlet faces
FP=m\FP = FuFN. (2.85)

. k - . _ . k
Then, the HHO solution u, € U, is obtained as u;, = u;, o + u;, p, with u;, , € Uy
such that

an(uy, 0, v,,) = (fsvn) — an(uy, p,vy,) + Z (en,VR)F Yy, € Qi,D- (2.86)
Fe?{]"

2.5 Numerical examples

We illustrate the numerical performance of the HHO method on a set of model
problems.

2.5.1 Two-dimensional test case

The first test case, taken from [152], aims at demonstrating the estimated orders of
convergence in two space dimensions. We solve the Dirichlet problem in the unit
square Q = (0, 1)? with

u(xy,xp) = sin(7rxy) sin(zrxy), (2.87)

and corresponding right-hand side f = 2z sin(zx|)sin(rx,), on families of tri-
angular and polygonal meshes, an instance of each being described in Figs. 1.1a
and 1.1c, respectively. Fig. 2.3 displays convergence results for both mesh families
and polynomial degrees up to 4. By virtue of (2.62) and (2.71) (both with r = k),
we can measure the energy- and L’-errors through the quantities IIZ’;lu =ty lla,n
and ||7r2’ku — up||, respectively. In all cases, the numerical results show asymptotic
convergence rates that match those predicted by the theory.

2.5.2 Three-dimensional test case

The second test case, taken from [160], demonstrates the orders of convergence in
three space dimensions. We solve the Dirichlet problem in the unit cube Q = (0, 1)
with

u(xy, xz, x3) = sin(zxy) sin(mxy) sin(mwxz),

and corresponding right-hand side f(xi,x2,x3) = 372 sin(mx) sin(7x;) sin(7x3),
on a matching simplicial mesh family and for polynomial degrees k up to 3. The
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Fig. 2.3: Error vs. h for the test case of Section 2.5.1. The reference slopes refer to
the expected order of convergence for each polynomial degree k € {0,...,4}.

numerical results displayed in Fig. 2.4 show asymptotic convergence rates that match
those predicted by (2.64) and (2.70), both with r = k. In Fig. 2.5 we display the

error versus the total computational time #, (including the pre-processing, solution,
(k1)
tot

and post-processing). It can be seen that the energy- and L>-errors scale as ¢ and
(k+2)

tof (with d = 3), respectively.
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Fig. 2.4: Error vs. h for the test case of Section 2.5.2. The reference slopes refer to
the expected order of convergence for each polynomial degree k € {0,...,3}.
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erence slopes refer to the optimal scaling for each polynomial degree k € {0,...,3}.






Chapter 3

Variable diffusion and
diffusion-advection—-reaction

In this chapter we extend the HHO method to the scalar diffusion—advection—reaction
problem: Find u# : Q — R such that

V-(—KVu+ Bu)+uu=f in Q, 3.1
u=0 on 0Q), ’

where K : Q — Rg’yff (with deyxnﬁ’ denoting the space of symmetric d X d matrices)
is the spatially varying and possibly anisotropic diffusion coefficient, g : Q — R¢
is the velocity, and u : Q — R is the reaction coeflicient.

We first consider in Section 3.1 the pure diffusion case, that is, we take § = 0 and
u = 0. Akey point is to design a method robust with respect to the variations of K. We
start by introducing and studying the local oblique elliptic projector, which modifies
the elliptic projector of Definition 1.38 by including a dependence on the diffusion
coefficient. For this projector, we prove approximation properties in both weighted
and standard Sobolev seminorms. We next introduce the key ingredient of the local
construction, namely a diffusion-dependent potential reconstruction inspired by the
oblique elliptic projector, and formulate the local contribution, the global bilinear
form, and the discrete problem. Finally, we prove energy error estimates that are
fully robust with respect to the heterogeneity of the diffusion coefficient, and have
only a moderate dependence on its local anisotropy ratio.

In Section 3.2 we then consider the full diffusion—advection—reaction model. The
main novel ingredient introduced in this section is the robust HHO discretisation
of first-order terms. Problem (3.1) is characterised by the presence of spatially
varying coefficients, which can give rise to different regimes in different regions
of the domain. In practice, one is typically interested in numerical methods that
handle in a robust way locally dominant advection, corresponding to large values
of a local Péclet number. As pointed out in [151], this requires that the discrete
counterpart of the bilinear form corresponding to the terms V-(Bu) + uu satisfies a
stability condition that guarantees well-posedness even in the absence of diffusion.
This stability property is achieved here combining a reconstruction of the advective
derivative, obtained in the HHO spirit, with an upwind stabilisation that penalises

75
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the differences between face- and element-based discrete unknowns. The material in
Section 3.2 is closely inspired by [143], which only considers the case V-8 = 0 but,
in return, treats locally vanishing diffusion and presents more general formulations
for the advective stabilisation term.

3.1 Variable diffusion

In this section, we consider pure diffusion problems with spatially varying co-

efficients. Denote by Rfyxnf’ the space of symmetric d X d real matrices, and let
K:Q— ngxnﬁi be a diffusion coefficient which we assume uniformly elliptic, i.e.,

such that it holds, for every £ € R? and a.e. x € Q,
KIE” <K(x)§-¢ <KIEP (3.2)

for two given real numbers 0 < K < K . We make the following additional assumption
concerning the spatial dependence of K.

Assumption 3.1 (Piecewise constant diffusion coefficient) Let I C N be a finite
set. The diffusion coefficient K is piecewise constant on a finite collection Po =
{Q;}ier of disjoint polytopes such that Q = | J;¢; Q;, ie.,

Ko, € PU(Q; R viel.

sym

The case of diffusion coefficients that are not piecewise constant is covered in Section
4.2.

For a given volumetric source term f € L*(Q), we consider the problem that
consists in seeking u : Q — R such that

V- (KVu)=f inQ, (3.3a)
u=0  ondQ. (3.3b)

Recalling the notation introduced in Remark 1.14 for Lz—products, the weak formu-
lation of problem (3.3) reads: Find u € HOl (Q) such that

ag(w,v) = (f,v) Vv e H)(Q), (3.4)
with bilinear form ag : H'(Q) x H'(Q) — R defined by
ag (u,v) = (KVu,Vv).

The key idea to extend the HHO method discussed in Chapter 2 to the variable
diffusion problem (3.4) consists in modifying the local potential reconstruction
s0 as to incorporate a dependence on the diffusion tensor. This diffusion-dependent
potential reconstruction is designed so that its composition with the local interpolator
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coincides with a modified elliptic projector that we call the oblique elliptic projector.
A local contribution including a high-order stabilisation term is then designed based
on this reconstruction following similar principles as in Section 2.1.4.

The material is organised as described in what follows. In Section 3.1.1 we
introduce the notion of mesh sequence compliant with the diffusion coefficient,
meaning that jumps of K do not occur inside mesh elements. In Section 3.1.2
we define the oblique elliptic projector and study its approximation properties.
An important point when dealing with variable diffusion problems is to ensure
robustness with respect to both the hetereogeneity (i.e., the spatial variations) and
the anisotropy (i.e., the directional dependence) of the diffusion coefficient. In the
derivation of robust error estimates, the approximation properties of the oblique
elliptic projector in both diffusion-weighted and standard Sobolev norms play a key
role. Their study makes the object of Theorem 3.3 and Corollary 3.6. In Section 3.1.3
we describe the local construction underlying the HHO method and introduce novel
abstract assumptions on the stabilisation term. Finally, in Section 3.1.4 we formulate
the discrete problem, study the stability, boundedness, and approximation properties
of the discrete bilinear form, and derive an error estimate in the energy norm. The
robustness of this error estimate is discussed in Remark 3.20.

3.1.1 Compliant mesh sequence

In what follows, we consider a regular mesh sequence (M}, ),cqq in the sense of
Definition 1.9 without necessarily recalling this fact at each occurrence. The role of
the following assumption (and, in particular, of its consequence (3.5)) in the design
and analysis of the HHO method is discussed in Remarks 3.5 and 3.8.

Assumption 3.2 (Compliant mesh sequence) For all h € H, we assume that M,
is compliant with the partition Pgq introduced in Assumption 3.1 in the sense that,
forall T € Ty, there exists a unique index i € I such that T C Q;.

Assumption 3.2 is typically satisfied in the modeling of petroleum reservoirs, where
the mesh reflects the structure of the subsoil resulting from the petrophysical analysis.
On a compliant mesh, jumps of the diffusion coefficients can occur at interfaces but
not inside elements. Accounting for Assumption 3.1 this implies, in particular, that
0 dxd

K € P°(Tn; Rsyxm . (3.5)
For any mesh element T € 7, we let K7 = K7 denote the constant value of the
diffusion coefficient inside T, and introduce the local anisotropy ratio

: (3.6)

Kt
ar = —/—
=T

where K7 and K. + denote, respectively, the largest and smallest eigenvalues of K.
For any mesh element T € 7;, and any face F € Fr, we also define the following
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positive real number:
Krr = Krnpp-nrr.

1
Finally, for any T € 7}, we denote by K;. € IPO(T;Rdeff) the unique symmetric
positive definite matrix such that

L1
Kr = K2K2,

1
and let K2 be the piecewise constant matrix-valued field whose restriction to any

1
mesh element T € 7, coincides with K ;

3.1.2 The oblique elliptic projector

The starting point to devise an HHO discretisation of problem (3.4) is a modified
version of the elliptic projector, introduced in Definition 1.38, that accounts for the
presence of the diffusion coefficient. Its definition and the study of its approximation
properties make the object of this section.

Let a mesh element 7 € 7, and an integer [ > 0 be fixed. We define the oblique
elliptic projector ﬂIl(’fT : WhI(T) — PI(T) such that, for all v € Wh1(T),

(KrV(ng' v =v).,Vw)r =0 Vw e P/(T). (3.7a)

By the Riesz representation theorem in VP!(T) for the Kr-weighted L*-inner prod-

uct, this relation defines a unique element anl(’lTv, and thus a polynomial & Il(’fTv up

to an additive constant. This constant is fixed bi/ imposing
(mg'pv = v, Dr = 0. (3.7b)

Using similar arguments as to pass from (1.58) to (1.59), the conditions (3.7) can be
alternatively formulated as follows:

(KTV(ﬂ'}(’lTV —-v),Vw)r + (n}(’lTv - v,ﬂg’OW)T =0 Yw e PY(T). (3.8)

We have the following characterisation:

1
aglev= agmin KZV(w—)Ii2, (3.9)
’ wePl(T), (w-v,1)7=0

as can be easily checked by observing that (3.7a) is the Euler equation for the mini-
misation problem (3.9). Comparing (3.7) with (1.58), we see that ﬂ}(’lT coincides
with the standard elliptic projector ﬂ;’[ when K1 = I;, where I; denotes the identity

matrix of R¥¢_ To check that ﬂ'}(’lr satisfies the polynomial invariance requirement
(1.55) (hence, by Proposition 1.35, it meets the conditions of Definition 1.34) it
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!
T

V(ﬂ}ngv —v) = 0 and thus that ﬂ;(’ITV — v is constant on 7. Using (3.7b), we deduce

suffices to observe that, if v € P!/(T), then making w = nll(’ v — v in (3.7a) implies

that n}(’fTv -v=0.

We next study the approximation properties of the oblique elliptic projector in
diffusion-weighted seminorms. Such seminorms are required in the analysis to obtain
error estimates with a sharp dependence on the local anisotropy ratio ar; see Remark
3.20 below. We focus on the Hilbertian case since, as will be made clear in Chapter
6, a different construction is required to treat nonlinear diffusion problems in a
non-Hilbertian setting.

Theorem 3.3 (Approximation properties of the oblique elliptic projector
in diffusion-weighted seminorms). Let (M)ncer = (Tn, Fn)negt be a regular
mesh sequence in the sense of Definition 1.9. Let Assumptions 3.1 and 3.2 hold
true. For a given polynomial degree | > 0, let an integer s € {1,...,l + 1} be
given. Then, for all T € Ty, all v € H*(T), and all m € {0,...,s — 1}, it holds

1 1
IKZV( = oW gmrya < Kphy™™ olasr) (3.10)

with hidden constant independent of h and K, but possibly depending on d,
o, I, s, and m. If, additionally, m < s — 2 (which enforces s > 2), then, for all
Fefr,

1 1 1
h2KZV = g W gmieya < K™ Wlgser), (3.11)

where the hidden constant has the same dependencies as in (3.10).

Remark 3.4 (Approximation estimates in diffusion-weighted seminorms). The crucial
point in estimates (3.10) and (3.11) is that the right-hand side does not depend on
the local anisotropy ratio ar.

Proof. We adapt the arguments of the proofs of Lemma 1.42 and Theorem 1.47. We
consider the following representation of v:

v=0% + R, (3.12)

where Q%v € PS"I(T) c P{(T) s the averaged Taylor polynomial, while the remainder
R¥v satisfies, for all r € {0,...,s} (cf. [77, Lemma 4.3.8] for star-shaped elements,
and Theorem 1.49 together with Lemma 1.41 for general elements),

[R*V|Erry S hy " VlEs@)- (3.13)

We next notice that, by definition of the oblique elliptic projector, it holds for any
¢ € H\(T),

1 1
IK; Vg ollr < |1K:Vllr, (3.14)
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as can be inferred selecting w = nll(’ngb as a test function in (3.7a) and using the
Cauchy—Schwarz inequality. Taking the projection of (3.12), and using the polyno-
mial invariance (1.55) for ﬂ}(’lT along with [ > s — 1 to write nIl(’lTQSv = Q%,itis
inferred that

ﬂ}(’fTv =Q%+ n}{’fT(R‘Yv).

Subtracting this equation from (3.12), we obtain v — Jr}ngv = R%v — ﬂ;(’{T(RS V).

Applying the operator K ;/ 2V to this expression, passing to the seminorm, and using
the triangle inequality, we arrive at

1 1 1
K2V = 1 ) gmrya < IKEVR | g ya + K2V (R gm(rya - (3.15)

I] 12

1
For the first term, it is readily inferred that ¥y < K7|R*v|gym+ ) which, combined
with (3.13) for r = m + 1, gives

1
T < K2R " lgs . (3.16)

For the second term, on the other hand, we can proceed as follows:

1
T < " IKFV (g RO Eq. (1.49) with (p,q,7) = (2,2,0)

1
< " |[K; VR ||y Eq. (3.14) with ¢ = R®v 317

—1
S K%]’l;m|RSV|H1(T)
—1
S K2R s - Eq. (3.13) with r = 1

Plugging the bounds (3.16) and (3.17) into (3.15), (3.10) follows. To prove (3.11), it
suffices to combine (3.10) with the continuous trace inequality (1.50) as in Theorem
1.44. |

Remark 3.5 (Role of Assumptions 3.1 and 3.2 in the proof of Theorem 3.3). As
already pointed out in Section 3.1.1, Assumption 3.1 and 3.2 combined imply that
the diffusion coefficient is constant inside each mesh element. This fact is used in the
first line of the estimate (3.17) of T, to apply the inverse Sobolev embeddings (1.49)

1
to the polynomial function K ;. V(x leRS v) € PI"I(T)4, as well as in the applications
of the discrete trace inequality (1.50) to obtain (3.11).

In the analysis, we will also need the following result concerning the approximation
properties of the oblique elliptic projector in standard Sobolev seminorms. Unlike the
estimates of Theorem 3.3, the multiplicative constant in the right-hand side depends
here on the square root of the local anisotropy ratio.

Corollary 3.6 (Approximation properties of the oblique elliptic projector in
standard Sobolev seminorms). Let (Mp)ner = (Th, Frn)new be a regular mesh
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sequence in the sense of Definition 1.9. Let Assumptions 3.1 and 3.2 hold true. For
a given polynomial degree | > 0, let an integer s € {1,...,1 + 1} be given. Then, for
allT € Ty, all v € H*(T), and all m € {0,. . .,s},

1 L
v = gl vlamr) < @2 by Vlms ), (3.18)

with ar defined by (3.6) and hidden constant independent of h and K, but possibly
depending on d, o, 1, and s. If, additionally, s > 1 and m € {0,...,s — 1}, then, for
all F € ¥r,

1 1
iy = m vlgme) < Q2B Vs, (3.19)

with hidden constant having the same dependencies as in (3.18).

Proof. We first remark that (3.19) is an immediate consequence of (3.18) combined

with the continuous trace inequality (1.50) as in Theorem 1.44. To prove (3.18), we
distinguish two cases.

(i) The case m = 0. Recalling that H*(T) = L*(T), and using (3.7b) together with
the local Poincaré—Wirtinger inequality (1.74), we infer that

A

1,1 1,1
v =l vl < hrlIV O = 2k vl

IA

hr 1
K2V = )l
K7

I
< aphylvlgs ),
where we have used (3.10) to conclude.

(ii) The case m > 1. We have that

1.1 | 1.1 1o
v — ﬂ'K’TV|Hm(T) b —%|K;V(v - ﬂK’TV)IHm—l(T)d < azhy " gs ),
K
&7

where we have used the definition (1.16) of the Sobolev seminorms (with s = m and
p = 2) in the first passage and concluded using (3.10) with m replaced by (m—1). O
3.1.3 Local construction

In this section we describe the local construction underlying the HHO method for
problem (3.4).
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3.1.3.1 Diffusion-dependent local potential reconstruction

For the variable diffusion problem (3.3), the relevant integration by parts formula is
the following: For all v € WHI(T) and all w € C™(T),

KrVv.Vw)r = 0. V-(KrVw)r + ) v.KrVwarp)p.  (3.20)
Fefr

Let a polynomial degree k > 0 be fixed. Specialising (3.20) to w € PK*I(T),
and using the fact that K7 is constant inside 7 owing to Assumption 3.1 to infer
V-(K7rVw) € P“"Y(T) ¢ PX(T) and (K7Vw)|p-nrp € PK(F) for all F € Fr, we
obtain the following relation, which will inspire the definition of the local potential
reconstrution:

(K7 Vrg v, Vwyr = —(ap* v, V-(K7r Vw))r + Z (7% v, K7 Vw-nzr)e, (3.21)
FeFr

1Lk+1
K.T
the left-hand side and (1.56) to insert the L?-orthogonal projectors ng’k and n%k into
the right-hand side. Notice that, as for the Poisson problem, we could have replaced
ﬂg’k by ﬂg’k_l , but this would have required a separate treatment for the case k = 0;
see Section 5.1 for variants of HHO with enriched or depleted element unknowns.
Let Q§ denote the local space of discrete unknowns defined by (2.6), which we

recall hereafter for the sake of convenience:

where we have used the definitions (3.7a) to insert the elliptic projector & into

Uk ={v; = (vr,(vP)rer;) : vr € PX(T) and vp € PX(F) VF € 77} .

By principles similar to those illustrated in Section 2.1.3, inspired by (3.21) we
define the diffusion-dependent local potential reconstruction operator p%*L. : Q? —

K.T
P**!(T) such that, for all ;. € UX and all w € P*¥*1(T),

(Kr VD v, Vw)r = ~0r, V-(KrVw))r + 3" (vp, KrVwnrp)p  (3.22a)
FeFr

and

(Px vy —vr.Dr = 0. (3.22b)

For future use, we note the following equivalent reformulation of (3.22a) obtained
integrating by parts the first term in the right-hand side:

(K VP 1oy, VW)r = (Vor, KrVw)r + Y (ve = vy, KrVwnrp)p.  (3.23)
FeFr

Remark 3.7 (Equivalent definition of p’I‘(”T ). Asin Remark 2.3, fixing A7 # 0 we note

that the conditions (3.22) can be equivalently reformulated as: For all w € PX*1(T),
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(K7 Vpi 7y Vw)r + A (05 vy nOw)r
= (Vvr, K7 Vw)r + Z vF = vr. K7 Vw-nrp)p + Ar(vr, iy w)r.
FeFr

Comparing (3.22) with (2.11), we see that pk*]. = p&*! when K7 = I,. Additionally,
recalling the definition (2.8) of the local interpolator IX., the following crucial relation
follows accounting for (3.21) : For all v € W1 (T),

(k7 o Lp)v = 77w, (3.24)
which means that the composition of the diffusion-dependent reconstruction operator
with the interpolator gives the oblique elliptic projector on P*!(T).

Remark 3.8 (Non-piecewise constant diffusion coefficients). The definition (3.7) of
the oblique elliptic projector extends in a straightforward manner to non-constant
(but still uniformly elliptic) K7. In this case, however, we can no longer introduce
the L2-projectors ng’k and n?;k into the right-hand side of (3.21). The reason is that
the functions V-(K7Vw) and (K7 Vw)r-n7p are no longer in P*~!(T) and P*(F),
respectively (in fact, they are possibly not even polynomials). A consequence of
this fact is that (3.24) will no longer hold in general. For this reason, in the case
of non-piecewise constant diffusion, a different approach (not based on the oblique
elliptic projector) has to be considered; see Section 4.2 on this topic.

3.1.3.2 Local contribution

We define on U’ ]; the diffusion-dependent local seminorm such that, for all v, € U’ ]},

1

2

K
TE \ve —vrl2] . (3.25)

1
) 3 2
lvrllg.r = |IIK;Vvrlly + E
Fefr

and we let ag 1 : U% x U — R be the bilinear form such that, for all u,,v,. € Uk,

ak 1(up.vy) = (K7 VP 1y VO 1o )r + sk (g, vp)- (3.26)

Here, sk 7 : Uk X U — R is a stabilisation bilinear form that satisfies the design
conditions summarised in the following assumption.

Assumption 3.9 (Local stabilisation bilinear form sx 1) The local stabilisation

bilinear form sk r : Q’} X Q’; — R satisfies the following properties:

(SK1) Symmetry and positivity. sk 1 is symmetric and positive semidefinite;

(SK2) Stability and boundedness. There is a real number n > 0 independent of h,
T, and K such that, for all v, € Qé,

—1 2 2 .
(arm)" v llf g r < ak 7 vy) < arnllvyll g 7 (3.27)
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(SK3) Polynomial consistency. For all w € P**\(T) and all vy € Q’}, it holds
sk 7(Ikw,v;) = 0. (3.28)

The following lemma collects a few significant properties enjoyed by stabilisation
bilinear forms that satisfy Assumption 3.9.

Lemma 3.10 (Properties of sk 7). Let T € 7j, and let sk 1 denote a stabilisation
bilinear form matching Assumption 3.9. Then, the following properties hold:

(i) Dependence through difference operators. sg r depends on its arguments
only through the diffusion-dependent difference operators 6];<,T : Q’} — PX(T) and

611‘<’TF :Q’} — Pk(F), F € Fr, such that, for all v, € Qi,
0k
5§,TET = (P’I?,ITKT —vr),

(3.29)
5,;(,TFXT = ”%k(PIEtlTKT —-vr) VF € Fr.

(ii) Boundary difference reformulation. For all uy,v, € Q’;, it holds that

sk 1ty vy) = sk (0, A% 1), (0,45 v.)), (3.30)

where égT is the boundary difference operator defined by (2.56).
(iii) Consistency for smooth functions. For all T € Ty, all r € {0,. .. ,k}, and all
v € H™**(T), it holds that

1 1
sk T (Lv, I5v)F < KPa2 1y [Vl (3.31)

with hidden constant independent of h, T, and K.

Remark 3.11 (Diffusion-dependent difference operators and interpolator). The diffu-
sion-dependent difference operators (3.29) satisfy the following relation:

(511((,TKT’ (5Ik<,TFKT)F€TT) = ll;‘pll?r,lTKT — Y- (3.32)

Proof. (i) Dependence through difference operators. This property follows from

(SK3) reasoning as in Lemma 2.11 with pj*}. instead of pj*'.

(ii) Boundary difference reformulation. The commutation property (3.24) and the
polynomial invariance of n}(k; ! easily show, as in the proof of Proposition 2.6, that
the diffusion-dependent difference operators (3.29) satisfy the polynomial consis-
tency (2.21), that is to say: For all w € P+1(T),

Sxrlyw =0, Ok rpliw=0 YF €. (3.33)

Using this and Item (i), the proof of (3.30) is done as that of Proposition 2.24,
using the diffusion-dependent difference operators instead of (6, (6? FFeF)-

(iii) Consistency for smooth functions. We set, for the sake of brevity, vy = ﬂ;)-’kHv

and we start by observing that

)
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k. ok NL _ k v k o Wi
sk, 7Ugv, I7v)? = sg 717 (v = Vr), I7.(v — Vr))2 Eq. (3.28)
1
= sk (0, Aj L7 (v = vr)), (0, A%, I5(v = ¥7))?. Eq. (3.30)
The property (SK2) then yields
ko gk Nb o3l K gk

SK,T(ZTV,ZTV)Z < apn? ”(O’A[)T!T(v - vr)lLk.T- (3.34)

Recalling the definitions (3.25) of ||-||; .k, and (2.56) of élér’ we have that

K
k gk M 2 TF 0,k v 0,k v 2
10, Ab B =) e = D Sl (v = ¥r) = 2 (v = ¥l

Fe¥r hF
<Kr ), hllrgt v —vr) — i = vl
Fe¥Fr
= Kr|Ix(v = ¥)I} o7 (3.35)

where we have used K7 < K7 in the second line, and the definitions (2.7) and (2.8)
of the local seminorm |-|; s and of the local interpolator /. I; to conclude. We then
invoke the boundedness (2.9) of I '} together with the approximation property (1.72)

of vp = ng’k”v with s =7 +2,m = 1 and p = 2 to deduce
_1 _1
10, A% 15 (v = V)l k7 S K7 = Vrlairy S Kph Ve,
which, combined with (3.34), yields (3.31). m|

Remark 3.12 (On the choice of the difference operators). As observed in Remark
2.12 for the Poisson problem, we could have used in the first point of Lemma 3.10
difference operators defined as in (2.24) starting from any polynomial reconstruction
R;“ : Q; — PK*I(T) consistent for polynomials of degree (k + 1). The specific
choice (3.29) is, however, the natural one to prove (SK2); see Proposition 3.13.

An important example of stabilisation bilinear form that matches the requirements
in Assumption 3.9 is given in the following proposition. This stabilisation is a
generalisation of the original HHO stabilisation sy defined by (2.22),

Proposition 3.13 (Diffusion-dependent HHO stabilisation). The bilinear form de-
fined, for all u,v, € Q’}, by
Krp

sk (pvp) = ) W((@k(,nr—5];<,T)ZT7(5I;<,TF—5§(,T)ZT)F (3.36)
Fe¥r

satisfies properties (SK1)—(SK3).

Proof. Property (SK1) can be checked by simple inspection. Property (SK3) is a
consequence of the fact that the difference operators defined by (3.29) satisfy the
polynomial consistency (3.33). It only remains to prove (SK2). In the following, the



86 3 Variable diffusion and diffusion—-advection-reaction

multiplicative constants in < do not depend on %, T or K, and we set, for the sake of
brevity,

vr = PII((tITKr
(i) Coercivity. Let wy, = !’}f/r = (6§,TKT’(51]<<,TFKT)F6?”T) + vy (see (3.32)). The
triangle inequality gives
Ive = vrlle < 10k 77 — Ok 2)vrlle + Iwe = wrlle.

Raising to the square, multiplying by K7 /hr, summing over F € Fr, and using
first card(#7) < 1 and K7r < K7, and then the definition of w.. leads to

KrF 2 = 2
2, e = el s skr(pvg) + Krlwrlf o
Ferr T

A

sk.r(vpvp) + Kr|5vr |2 o7

S sk 1) + Krl|Vir 7, (3.37)

where we have used the boundedness (2.9) of I’ § with v = V7 to conclude. We then

1
notice that K, ||Vvr||2 < ||[K2VVr||3 to infer

Krr 2
D v —vrli
Fe¥fr F

1
sk.7(vpvy) + ar|[K2Vir|i7

N

1
ar sk 7y vy) + IK2Vr|IF

IA

= arag r(vp vy (3.38)

where we have used the fact that ar > 1 to pass to the second line. We now estimate
the volumetric term in ||v,|l1,k 7. To this purpose, write (3.23) with w = vz and use
Cauchy—Schwarz inequalities to see that

1
K Vvr |}
= (K7 V7, Vvr)r — Z (v —vr, KrVvr-nrr)r
FeFr
I 1 1 1
< IKpVrlir |K7Vvrlir + Z I|K;nrr|l(ve = vo)llF K7 Vvrlle,  (3.39)

Fefr

1 1 1
where we have used the symmetry of K ;. to write (K7 Vr, Vvr)r = (K;.Vvr, K Vvr)r
and
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1 1
(vr = v, KrVvr-nrp)r = (ve —vr, K Vvr-Kpnre)r

1 1
=((vrk —vr)KinTp, K VVr)F. (3.40)

1
Invoking the discrete trace inequality (1.54) on K2Vvz € P*~/(T)4 and the uniform
equivalence (1.6) of face and element diameters, we deduce

1 1 1
1 5 I 1
IK7Vvrliy < IKZVVrllr |K 7 Vvr iy

1

1 1
-1 2 2 2
+| D) rF MK nrelvr —vo)llE | 12Vl
Fefr

1
Extracting the constant scalar |K ;. nr | from the norm, noticing that
1 5 1 1
\K;n7r|” = Kinrp-Kinrp = Krnrp-nrr = Krr (3.41)

1
and simplifying by ||K; Vvr|lr yields

1

2
1 1 KrF )
1K 9vrlle < K9zl + | 3 == lve = vrl;
Fefr F
Raising to the square and estimating the second term using (3.38), we infer that

1
||K;VVT||% < arag 7(vy,vy). Adding together this estimate and (3.38) yields the
first inequality in (3.27).

(ii) Boundedness. We now prove the second inequality in (3.27). Use w = V7 in
(3.23), Cauchy-Schwarz inequalities, the discrete trace inequality (1.54) and the
1

symmetry of K % as above to write

1

2
1 1 1 K 1
v o2 v TF 2 v
1K VTl < IK:Vvrllr || K Virlir + E — vk =vrllg| IK;:VVrllr.

Fe¥Fr hF
1
Simplifying by ||K; V¥ ||r and raising to the square yields
3 2 2
||K%VVT||T < ”KTHI,K,T' (3.42)
To estimate the stabilisation term in ag 1, set w,. = [’}\V/T and use (3.32) to write
k k
0k 77 — Ok pIvrllF S llwe —wrlle + llve —vrllF.

Raise to the square, multiply by K7 /hp, use Krp < K7, sum over F € Fr and use
the boundedness (2.9) of [? with v = V7 to get
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— K
2 TF 2
sk. TV vy) < Krlwpli o + E . Ive =vrllp
FeFr F

— K
v 2 TF 2
SKrllVorllz + 3 = lve = velz
Fe¥fr F

1
Since [|K2VVr |2 > K, || V7|7, this shows that

Krr

1
sk (V) S ar||[K2Vr|7 + E 7
F

Fe¥r

2 2
e —vrll2 < arllvg? 7

the conclusion following from (3.42) and @7 > 1. Adding together this estimate and
(3.42) yields the second inequality in (3.27). a

Remark 3.14 (Comparison with Poisson). The proof of Proposition 3.13 highlights
two important differences with respect to the Poisson problem treated in Chapter 2.

First, a slightly different treatment of the boundary terms is required to have a
sharp dependence on the local anisotropy ratio, which involves the rewriting (3.40) in
order to use Cauchy—Schwarz instead of generalised Holder inequalities to estimate
the boundary terms in (3.39) (compare with (2.27) in Proposition 2.13).

Second, the use of the diffusion-dependent difference operators (3.29) in sk
over the diffusion-independent ones defined by (2.19) is justified by the fact that

they result in the correct volumetric term involving the gradient of p’l‘{”T v instead

of p&tly. in (3.37).

3.1.4 Discrete problem and convergence

In this section, we formulate the global problem and prove energy norm error esti-
mates.
3.1.4.1 Global bilinear form

Recall the definition (2.32) of the global HHO space U fl with single-valued interface
unknowns:

Uk = {v, = (Or)rem, (p)rer,)
vr € BX(T) VT € 75, and vp € PK(F) VF € fﬁ,}
and its subspace accounting for homogeneous Dirichlet boundary conditions

Uk y={v,eUf 1 vp=0 VFeF?}. (3.43)
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Let ag 5, : Q’Z X Qﬁ — R denote the global bilinear form obtained by element by
element assembly setting

Ak (1, v,) = D a1 (g vy). (3.44)
TeT,

Stability and boundedness are expressed with respect to the K -weighted seminorm
on Q’;‘l such that, for all v, € Qﬁ,

1

2
v, Ik .n = (Z ||zT||iK,T) (3.45)

TeTh

with |||,k .7 defined by (3.25). The fact that ||-||;,k » defines a norm on QZ o follows

from Corollary 2.16 after observing that ||v, [l1,n < K‘% v, Il .» forally, € Q],j o

Lemma 3.15 (Properties of ak ;). The bilinear form akg j enjoys the following
properties:

(i) Stability and boundedness. For all v, € Q;‘l o it holds with n as in (3.27) that

-1 2 2 . 2
(an) ”Xh”l,K,h < ”Kh”a,K,h = aK,th’Kh) < 5“7”2;,”1,1(,;1’ (3.46)
where
@ = max ar (3.47)
TeT,

denotes the global anisotropy ratio.
(ii) Consistency. It holds for all r € {0,. ...k} and all w € H)(Q) N H™**(Ty,) such
that V-(KVw) € L3(Q),

1

2

sup Exnwiv)l < | D) Krarhy™ VWi, o | - (348)

Vi GQZ’O,”X;, lla, K 1 =1 TeT,

where the hidden constant is independent of w, h and K, and the linear form
Ex n(w;+) : Ql}‘[ o — R representing the consistency error is such that, for all

k
v €Uy o

Ex n(wiv,) = —(V-(KVw),vy) — ak n(Ihw,v,,). (3.49)

Proof. The proof uses similar arguments as that of Lemma 2.18.

(i) Stability and boundedness. Summing inequalities (3.27) over T € 7}, and observ-
ing that ar < a for all T € 7j, (3.46) follows.

(ii) Consistency. Lety, € U fl o besuchthat||v, [la,k.» = 1. For the sake of brevity, we

setr = pipLhw = n}{k;f "W (cf. (3.24)) forall T € 7. Integrating by parts element
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by element and using Corollary 1.19 with T = KVw and (¢r)reg, = (VF)Fes, tO
insert vr into the boundary term after noticing that, by the assumed regularity on w
and K, KVw € H(div; Q) n H'(7,)?, we infer that

~ (V-(KVw).v) = )

(K7Vw,Vvr)r + Z (K7Vwr-nrp,vp — VT)F) .
TeT,

FeFr

(3.50)
On the other hand, plugging the definition (3.26) of ag r into (3.44) and expanding,
forallT € 7, p’I}“TgT according to (3.23) with w = Wr, it is inferred that

ag n(Lyw,v,) = Z (K7 Vvor,Vvr)r + Z (KrVVor-nrE,vE — VT)F)
TeT, Fefr

+ > skrw,vp). (3.51)
TeTh

Subtracting (3.51) from (3.50), taking absolute values, and using the definition (3.7a)

of wr = n}(’k;f ' to cancel the first terms inside the summation leads to

|Ek (W5,

Z Z (KrV(W|r = Wr)-RTF,VE = VT)F — Z sk r(l5w,v;)

TeT, FeFr TeT,
1 1
. 2 K 2
5 v 2 TF 2
< > (Z hFuK;ww—wT)uF) (Z e llve = vrl
TeT, \FeFr FeFr F

1 1
+ Z SK,T(ZI}W,ﬁW)ZSK,T(ET,KT)%
TeTh

where the inequality follows using the same algebraic manipulations as in (3.40)
and (3.41), and Cauchy—Schwarz inequalies (including on the positive semidefinite
forms sk ). Using the trace approximation properties (3.11) of the oblique elliptic
projector with/ = k+ 1, s = r + 2, and m = 0 together with the consistency property
(3.31) of sk, we continue with

1
_1 K 2
. 1 TF D)
ek nwiv)l s ) Kihi Wlyreg | D) S ve = vrllz
Teun Ferr T (3.52)
11 1
] Y
+ Z Kiaphpt Wlgreaerysk vy vy)? .
TeT,

We then use again Cauchy—Schwarz inequalities to infer
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1

7 1.2(r+1
Exn (w3 v,)] < ( > arKrhy"* )|w|§,,+2m)
TeTn

1 1
_ K : 2
X (Z ay! Z hLFFHvF —vTII%) + ( Z SK,T(KT’KT))

TeT, Fefr TeT,

The proof is complete by noticing that the seminorm equivalence (3.27) together
with the fact that ||y, |l.,x» = 1 imply

K
. TF 2 E
E ar Z W”VF -vrllg S aK.1(Vp-vy) =1

TeT, FeFr TeT,

and

Z sk, 7(VpsVy) < Z ag 7(vp,vp)=1. O

TeTh TeT,

3.1.4.2 Discrete problem

The HHO discretisation of problem (3.4) reads: Find u;, € Q;‘l o such that

ag w(y,v,) = (fove) Vv, €U (3.53)

where we remind the reader that, according to (2.33), the broken polynomial function
v, € PX(7,) is obtained from v , setting () := vy for all T € 7j,. The proof of the
following lemma is a straightforward variation of that of Lemma 2.19 and is left as
an exercise to the reader.

Lemma 3.16 (Well-posedness of problem (3.53)). Problem (3.53) is well-posed,
and we have the following a priori bound for the unique discrete solution u, € U ',;’0:

anCp
Kz

171,

.k <

where Cp denotes the constant of the discrete Poincaré inequality (2.37) and K is as
in (3.2).

3.1.4.3 Flux formulation

The following lemma contains a reformulation of the discrete problem (3.53) in
terms of numerical fluxes. Its proof is a straightforward adaptation of that of Lemma
2.25, and is left as an exercise to the reader. The main difference with respect to the
Poisson problem considered in Chapter 2 is that, for the variable diffusion problem
(3.3), the flux whose normal component is continuous across interfaces is —K Vu.
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We recall that the boundary difference space Q’;T and operator AST are defined
by (see (2.55) and (2.56)):

Di ={ay = (arp)resy : arp € PX(F) YF € Fr}

and
k k .
Aorvy = (Arpvp)rer = (VF = Vr)Fes: -

Lemma 3.17 (Flux formulation). Let M;, denote a polytopal mesh in the
sense of Definition 1.4, and let Assumptions 3.1 and 3.2 hold true. For all
T € Ty, let sk 1 be a bilinear form satisfying Assumption 3.9, and define the

boundary residual operator BI;( or - Q; — Q’(.‘;T such that, for all v, € Q;,

k — (pk
Ry orvr = Rk rpVr)Fer;
and, for all @ 5. = (arF)res; € Qfar’

= > (RE rpvrare)F = sk r(0.Av,). (0.2 ,).
FeFr

Letu, € QZ oand, forallT € T, and all F € Fr, define the numerical normal
trace of the flux

CDK,TF(ZT) = _KTVPII?}ET"’TF + R;(,TFET‘ (354)

Then u,, is the unique solution of problem (3.53) if and only if the following
two properties hold:

(i) Local balance. For all T € T, and all vy € PK(T), it holds

(K7 Vi pur. Vvr)r + Z (Pk rF(up)vr)r = (fivr)r.
FeFr

(ii) Continuity of the numerical normal traces of the fluxes. For any interface
F e 7—;11 such that F c 0T N 0T, with distinct mesh elements Ty, T, € Ty,
it holds

Ok 1 F(ug,) + Ok 1 F (ug,) = 0.

3.1.4.4 Energy error estimate

In this section, we study the convergence of the discrete solution of the HHO problem
(3.53) towards the solution of problem (3.4). As in Section 2.3.1, we first state
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a convergence result for the energy norm of the error measured as the difference
between the solution to the HHO scheme and the interpolate of the exact solution.
This discrete energy error estimate is the starting point to prove an estimate for
the error measured as the difference between the exact solution and the global
reconstruction obtained through the operator pi*} : Uf — P**1(7;) such that, for

all y, € Uy,
Ok v =Py VT €T (3.55)

Theorem 3.18 (Discrete energy error estimate). Ler (M},), cq¢ denote a reg-
ular mesh sequence in the sense of Definition 1.9. Let Assumptions 3.1 and
3.2 hold true. Let a polynomial degree k > 0 be fixed. Denote by u € Hé (Q)
the unique solution to (3.4), for which we assume the additional regularity
u € H™2(T,) for some r € {0,...,k}. Forall h € H, let u, € Qi,o denote
the unique solution to (3.53) with stabilisation bilinear forms sx 1, T € T, in
(3.26) satisfying Assumptions 3.9. Then, it holds that

1
2
i, = Lullagn < | D) Krarhy Pl ng | - (3.56)
TeT,

where the norm ||-||la,k » is defined in (3.46) and the hidden constant is inde-
pendent of h, u and K.

Proof. Identical to the proof of Theorem 2.27, using the Third Strang Lemma A.7
and the consistency estimate (3.48) (noting that ag j is obviously coercive with
constant y = 1 for the norm ||-||o.x » on Qﬁ 0)- |

Theorem 3.19 (Energy error estimate for the reconstructed approximate
solution). Under the assumptions of Theorem 3.18, it holds that

1
2

Z ?TaTh;(r*—l)lul%{rd-Z(T)) ’ (357)
TeT,

1
1K 2 V5 (Pl g, = )l + bk 0 S

where the hidden constant is independent of h, u and K and, for all v, € U k

Zh,o
we have set 1

2

vy, ls. k.0 = (Z sk, 7(VrsVy)

T,
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Remark 3.20 (Robustness of the estimates). The estimates (3.56) and (3.57) are
(i) fully robust with respect to the heterogeneity of the diffusion coefficient in that
they do not depend on the jumps of K across mesh elements; (ii) partially robust
with respect to the anisotropy of the diffusion coefficient, meaning that the multi-
plicative constants in the right-hand sides do not depend on the global anisotropy
ratio « defined by (3.47), but only on the square roots of the local anisotropy ratios
ar, T € 7;1

Proof (Theorem 3.19). Let, for the sake of brevity, &, := Ifu and it = p'} .

Clearly, (i) = n}(’kf lyforall T € 71, by virtue of (3.24). Using the triangle and
Cauchy—Schwarz inequalities, it is readily inferred that

1 1
1K Va0 i, = )l + Iy bk
A 1 . 2 ~ 12 %
<ty = gl + (1K VaGn -0l +12, 2, )" 3.59)

Using the approximation properties (3.10) of siy withl = k+1,s = r+2,and m = 0,
the consistency estimate (3.31) of sk 7, and the fact that ar > 1 forall T € 7}, we
have

NI—=

1
2
L . ~ =
(IKE Vi = )1 + 1, ) s(z KTCYTh;(Hl)W@Hz(T)) . 359)

TeTh
Using (3.56) and (3.59) to bound the right-hand side of (3.58), (3.57) follows. O

Remark 3.21 (Error estimate in L>-norm). For the Poisson problem, improved esti-
mates for the L2-norm of the error have been established in Theorem 2.32. These
estimates require the elliptic regularity of the adjoint problem which, in that case,
is the same as the original problem. In case of a varying diffusion coefficient, the
adjoint problem is also the original problem (3.3). The elliptic regularity for this
model is only known if Q is convex and K is Lipschitz continuous. Combined with
Assumption 3.1, this enforces K constant over the entire domain, which means
that (3.3) essentially reduces to the Poisson problem (up to a linear transformation
of the coordinates). The L?-error estimate is then a straightforward consequence
of Theorem 2.32. In Section 4.2, we tackle the issue of a diffusion equation with
non-piecewise constant diffusion coefficient K, and we establish improved L2-error
estimates for the HHO approximation of this equation (these estimates are not di-
rect consequences of Theorem 2.32 since, when allowed to vary inside the mesh
elements, K can be Lipschitz-continuous without being constant).

3.2 Diffusion-advection-reaction

We consider in this section the full diffusion—advection-reaction model
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V-(-KVu+ Bu)+ uu = f in Q,

(3.60)
u=0 on 0Q.

where the volumetric source term f belongs to L(Q), the diffusion tensor K satisfies
the same assumptions as in Section 3.1 (that is, uniform coercivity and Assumption
3.1), and the velocity field 8 : Q@ — R and reaction coefficient u : Q — R satisfy
the regularity requirements formulated hereafter.

Assumption 3.22 (Velocity and reaction coefficient) The advection field is such
that B € Lip(Q)? (or, in other words, B € W“(Q)?), the reaction coefficient
satisfies u € L*(Q), and there is a real number uo > 0 such that %V-ﬂ +u=p>0
a.e. in Q.

Having assumed K uniformly elliptic, the following weak formulation is well-
posed: Find u € Hé (Q) such that

ak puwv) = (f,v) Vv e Hy(Q), (3.61)
where the bilinear form ag g, : H'(Q) x H'(Q) — R is such that
ak g.u(u,v) = ag (u,v) + ag ,(u,v),
and the diffusive and advective—reactive contributions are respectively defined by
ag (u,v) = (KVu,Vv),

3.62
ag . (u,v) = %(,B~Vu,v) - %(u,ﬂVv) + ([%Vﬁ + ,u] u,v) . (5.62)

Remark 3.23 (Continuous advection—reaction bilinear form). The usage of the bi-
linear form ag ,(u,v) in the weak formulation (3.61) is justified by the following
algebra, based on a splitting of the advection term, the expansion of V-(Bu) and an
integration by parts:

(V-(Bu),v) = 2(V-(Bu),v) + 2(V-(Bu),v)
= 3(B-Vu,v) + L(V-Bu,v) — 1(Bu, Vv).

The discretisation of ag will be done as in Section 3.1. We therefore focus, in the
next section, on the discretisation of the advective-reactive bilinear form ag .

3.2.1 Discretisation of advective terms with upwind stabilisation

We introduce the ingredients for the discretisation of first-order terms: a local ad-
vective derivative reconstruction and an upwind stabilisation term penalizing the
differences between face- and element-based discrete unknowns. In the following,
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we consider meshes that are compliant with the discontinuities of K, that is, that
satisfy Assumption 3.2.

3.2.1.1 Reconstructed advective derivative

Let a mesh element T € 7, be fixed. Our objective is to reconstruct, from a local
vector of unknowns v, € Q’}, an advective derivative GZ sV that approximates

B-Vv, when v, = !?v for a function v € W!!(T). For such a function, and w
smooth, integrating by parts shows that

(B-Vv,w)r = =0, V-(B)r + ). (B-nrr)v,w)r.

Fe¥r

Approximating v by ng’k v inside T and by ﬂ%kv on F € ¥r, we see that

(BVv,w)r = (2050, V-(Bw))r + Z (B-nrE) % v, w)E. (3.63)
FeFr

Specialising this formula to w € P¥(T) leads to the following definition of the local
discrete advective derivative reconstruction G’; Tt Q’; — PX(T): For all vp €U ];,

(Gl rvp>wWir = =(vr, V-(Bw))r + Z (B-nrp)ve,w)r Yw e PKT). (3.64)
Fe¥r

The existence of a unique GZ,TKT satisfying the equation above follows from the

Riesz representation theorem in P*(T") endowed with the L>(T)-inner product. Note
that, using an integration by parts on the first term in the right-hand side of (3.64),
we also have, for w € PX(T),

(G 7y Wit = BVvr,wir + > (B-nrr)(ve = vr),w)r, (3.65)
Fefr

In Section 2.1.1, we passed from (2.4) to (2.5a) by specifying the test function w
to be a polynomial function, and replacing v with its projections on local polynomial
spaces using their orthogonality properties. This was possible because, if w is a
polynomial function inside 7, Aw and, for all F € Fr, (Vw)|r-nrF are also poly-
nomial. As a consequence, the potential reconstruction satisfies the commutation
property (2.14). Here, the terms V-(8w) and (8-n7r)w are not necessarily polyno-
mial functions, even if w is polynomial. Hence, introducing the projections of v on
local polynomial spaces over T and F' € Fr leads to the approximate equation (3.63):
unless B is constant over 7, this is not an exact relation, and no exact commutation
property can be stated in general for (GZ,T o ﬁ). That being said, we can nonetheless

establish approximation properties for (G][; rol ?) To state them, we introduce the
reference velocity on 7', defined by
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Br = IBllr=(rya- (3.66)

Lemma 3.24 (Approximation properties for (G’[‘i’T o IK). Ifr € {0,...,k} and
v € H*(T), then

Gy 7 L5v = 7 (B-YV)Ir < Brhy vl (3.67)

where the hidden constant is independent on v, h, T or B (but may depend on d, o,
r and k). As a consequence, if B € W"(T)%, then

IGly 1 Loy = BVl <y (Brlvlrsry + 1B Vvl ). (3.68)

Proof. Subtracting (8-Vv,w)r from (3.65) with v, = [’;v = (ﬂg’k\/, (n%kv)peﬁ),
we have, for any w € Pk (1),

(Gl 15y = B-Vv,w)r = (B-V(xy"v —v),w)r
+ O (Bonre)ayty - mptv) wr.

Fefr

We can insert the orthogonal projector ﬂg’k into the left-hand side using its definition
(1.56) with X = T and [ = k to obtain

(GZ’TZI;-V - ﬂg’k(ﬂVv), w)r

) 0,k A 0,k 0,k
< BrIVELy il + 3 Arllaey = a2yl il
Fe¥r

1
A 0,k A 0,k -3
< BrlIV@ v =vlirlwllr + Br § lv = mp"vliphy? lIwlir
Fe¥fr

< Brhpvlgraq)lwllr,

where the first line follows from a generalised Holder inequality with exponents
(00,2,2) along with the definition (3.66) of ,8}, the second line from the linearity,
idempotency, and L%(F)-boundedness of n%k (which yield ||7r%kv - ng’ka F =
||7rg’k(v - ﬂg’k\/)HF <|v- ng’kvllF) and the discrete trace inequality (1.54), while
the conclusion is obtained by invoking the approximation properties (1.72) and
(1.73) of ng’k with p =2, s =r+1,and m = 1 and m = 0 for the volumetric
and boundary terms, respectively. The proof of (3.67) is completed by taking w =
Gf;,TKT - 7%%(B-Vv) € PK(T) and simplifying.

Estimate (3.68) follows inserting ing’k(ﬂ -Vv) inside the norm in the left-hand
side, using a triangle inequality to write

IG) 7 L5v — BV < (|G 75y = 22  (B-VW)I| + [|B-Vv = 22 (B-WW)],
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and using (3.67) to estimate the first term and the approximation properties (1.72)
of the L2-orthogonal projector with [ = k, p = 2, s = r and m = 0 to estimate the
second (notice that 8-Vv € H"(T) whenever 8 € W"°(T) and v € H"*1(T)). O

The following global discrete integration by parts formula will also be useful.
Lemma 3.25 (Integration by parts for the reconstructed advective derivative).

For all u,,v, € Q,’i o i holds

Z (GZ,TZT’VT)T = - Z (”T’GZ,TKT)T - Z ((V-B)ur,vr)r

TeT, TeT, TeTh (3.69)
= >0 > (Bnre)ur —ur),(vE = vr))F.
TeT, Fe¥r

Proof. Let us first work on an element 7' € 7;,. Use the definition (3.64) of GZ U
with w = vr, develop V-(Bvr), and invoke (3.65) with w = ur to see that

— (ur, V-(Bvr))r + Z ((B-nTF)ur,vr)F

Fefr

= (ur,(V-B)vr)r = (ur, BVvr)r + Y (B-nrr)ur, vr)r

Fefr

(GZ,TZT, vr)r

— (ur,(V-B)vr)r = (G p vy ur)r
+ Z ((B-arp)vF —vr)ur)r + Z ((B-nrF)up,vr)F.

Fefr FeFr

Subtracting and adding uf in the first boundary sum in the right-hand side, and
noticing that

Z ((B-nrr)(vF —vr),ur)r + Z ((B-nrp)up,vr)F = Z ((B-nrr)vr,ur)r,

Fefr Fefr Fefr

we infer, after summation over T € 73, that

Z (GZ,TZT, vr)r

TeT,

== > r,(VBvr)r - . (Gl gvp.ur)r

TeT, TeT,
+ Z Z ((B-nTr)vE —vr), (ur — up))F + Z Z ((B-nTF)uF,VF)F.
TeT, FeFr TeT, FeFr

Recalling Assumption 3.22, Corollary 1.19 with p = co, 7 = B and (¢r)res, =
(MFVF)FgﬁI gives

Z Z ((B-nrrp)up,ve)r =0 (3.70)

TeT, FeFr

and the proof is complete. O
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3.2.1.2 Local advective-reactive bilinear form
LetameshelementT € 7y, be fixed. Inspired by the definition (3.62) of the continuous

advective-reactive bilinear form ag ,,, we define its local discrete counterpartag ,, 1 :
Uk x UK — R based on the reconstructed advective derivative Gj, 1 as follows:

1 1
ag u1(Up,Vy) = E(G];-},TET,VT)T - E(uTsGZ,TKT)T

1 3.71)
+ ([%Vﬁ + ,u] uT,vT)T + ESBaT(ﬂT’KT)’
where the bilinear form sg 7 : Uk x U% — R is such that
sg.r(Up,vy) = Z (IB-nrFr|(ur = ur),vr —vr)F. (3.72)

FeFr
This form can be interpreted as an upwind stabilisation term; see Remark 3.31.

Remark 3.26 (Element-face upwind stabilisation). Upwinding is realised in (3.72) by
penalizing the difference between face- and element-based discrete unknowns. This
is a relevant difference with respect to classical (element-based) Finite Volume and
Discontinuous Galerkin methods, where jumps of element-based discrete unknowns
are considered instead (see, e.g., [150, Chapter 2] and [83] for an interpretation
of upwind stabilisation as a jump penalisation). With the choice (3.72) for the
stabilisation term, the stencil remains the same as for a pure diffusion problem, and
static condensation of element-based discrete unknowns in the spirit of Section B.3.2
remains possible. In the context of the lowest-order Hybrid Mimetic Mixed methods,
face-element upwind terms have been considered in [49], and shown on numerical
examples to be more accurate, in the advective-dominated regime, than element-
based upwinding.

To express the stability properties of ag ,, , we define the local seminorm such that,
forall v, € Qi,

1 1
e 3 ,r =5 > WBnrel> e —vo)lE + pollvrl}. (3.73)

2 FeFr
Notice that the map ||-||g .7 is actually a norm on U: ’} provided that, foreach F € ¥,
B-nrr is nonzero on a set of positive (d — 1)-measure in F. For all y,. € U, letting
up = vy in (3.71) and recalling that %V-ﬂ + 1 > o > 0 (see Assumption 3.22)
yields the following coercivity property:

vrlgr < apur(vy.vy), Vv € Us. (3.74)
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3.2.1.3 Global advective-reactive bilinear form

The global advective—reactive bilinear formag ,, (1, v,,) : U ];l xU ﬁ — Risobtained
by assembling the elementary contributions in the usual way: For all u,,v, € U’ fl,

ag oty vy) = D ap (i, vy), (3.75)
TeTn

Expanding the definition (3.71) of ag, 7 in the previous expression leads to the
formula

1 1
ap. Uy V) = 5 Z (Gl gty V)T — 3 Z (ur,Glg rvp)r

TeT, T | (3.76)
1
> ([Ev'ﬁ+/.1] uT,VT)T +3 D sprlupvy).
TeT, TeTn

Using the discrete integration by parts formula (3.69) to substitute the first (resp.
second) term in this relation, we obtain the following two equivalent reformulations

] k
of ag ;. ,: Forany u,,v, € Qh’o,

aﬂ,,u,h(ﬂh’zh) == Z (uT, GZ,TXT)T + Z S[_‘?,T(ZT’KT)

TeT, TeT,
< < (3.77)
+ Z (uur,vr)r,
TeT,
and
aﬁ,ﬂ,h(ﬂhszh) = Z (GZ’TZ]HVT)T + Z SZ}J"(ZT?KT‘)
TeT, TeT;
o < (3.78)

+ > (VB + plur,vr)r,

TeT,

where, denoting by x* := %( |x| £ x) = max(+x,0) the positive and negative parts of
a real number x, we have introduced the local bilinear forms S;;’T (UL xUk - R
such that
S5 r(ug.vy) = Y () (ur — ur).ve = vr)F. (3.79)
FeFr

The formulation (3.76) decomposes the global advective-reactive bilinear form into
a skew-symmetric part (first line) and a symmetric semidefinite positive part (second
line), and is adapted to studying its stability properties (as already seen in (3.74)
for the local bilinear form). The form (3.77), on the other hand, clearly separates
the advective component (first line) and the reactive component (second line), and
is appropriate for the consistency analysis. Before proceeding, a few remarks are in
order.
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Remark 3.27 (Comparison with [143]). The formulation (3.77) corresponds to [143,
Eq. (16)], when the upwind stabilisation discussed in Section 4.2 therein is used,
and the boundary conditions are enforced strongly. This formulation also has a
more familiar look for the reader accustomed to upwind stabilisation terms; see also
Remark 3.31 on this subject.

Remark 3.28 (Other approaches for the discretisation of convective terms). Ap-
proaches different from the one proposed here can be found in the literature on hybrid
and polytopal element methods. In [118], the authors devise and numerically inves-
tigate a Hybridizable Discontinuous Galerkin method for the diffusion-dominated
regime based on a mixed formulation where an approximation for the total advective-
diffusive flux is sought. A convergence analysis for a variable degree Hybridisable
Discontinuous Galerkin method on semimatching nonconforming simplicial meshes
is carried out in [109], where the impact of mesh nonconformity on the superclose-
ness of the potential is also investigated. The formulation differs from [118] in that
the flux variable approximates the diffusive component only. In the context of Virtual
Element Methods, diffusion-advection problems are considered in [47], where the
discretisation of the advective terms hinges on a projection of the gradient of virtual
functions on full polynomial spaces. Mixed Virtual Element methods, on the other
hand, are considered in [46]. In both cases, the analysis is mainly tailored to the
diffusion-dominated regime.

Define the global advective-reactive seminorm such that, for ally, € U ’Z,

1

2
|mum#ﬁ:=(§§|mﬂ$#1)-

TeT,

In a similar way as Lemmas 2.18 and 3.15 for the diffusion bilinear forms, we now
prove stability and consistency properties for ag ,, . The consistency estimates are
established in a norm that gathers this advective-reactive norm and the K -weighted
diffusive norm defined in (3.27):

1
2
vyl = (||z,,||§,,<,h + ||z,,||§,,,,h) : (3.80)

Note that ||| 5, is indeed a norm on Q];z,o’ not just a semi-norm, since ||-||la.x.x is
a norm on this space. In order to state consistency estimates that are robust with
respect to the various possible regimes (diffusion—dominated, advection—dominated,
or in between), we introduce, for each mesh element T € 7}, the local Péclet number
such that
hel|B-nrrllL=F)
Per .= max —— .

3.81
Fefr Krp ( )

For the mesh elements where diffusion dominates we have Per < Ay, for those where
advection dominates we have Per > 1, while intermediate regimes correspond to
Per € (/’ZT, 1)

In the statement of the following lemma, we will also make use of the quantity:
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1
- , (3.82)
max (|| ullz=), Lg,T)

where Lg 7 is the Lipschitz constant of B 7. If the steady model (3.60) is regarded
as a time-stepping for a transient diffusive—advective-reactive equation, then 77 has
the dimension of a time and can be interpreted as a reference time.

Lemma 3.29 (Properties of ag , 1,). The bilinear form ag ., enjoys the following
properties:

(i) Stability. For all v, € U% it holds
1V llGsn < 8Bun(Vyrvy)- (3.83)
(ii) Consistency. It holds for all r € {0,...,k} and all w € H)(Q) N H"**(T),

sup |8B,;1,h(W;Kh)|

v €UE o llvy ll =1

1? :
min(l,PeT)%h?z] |W|i,r+1(7)} ,

(3.84)
where the hidden constant is independent of w, h, B and u, and the linear form
Egun(w;+) Qﬁ o — R representing the consistency error is such that, for all

A=2 —172(r+1); 12 A
S {Z Tr Ky hT |W|H’"+1(T) +ﬂT
TeTh

k
v, €U

Epun(wiv,) = (V-(BW) + pw,v) — ag un(Lyw,v,).

Proof. (i) Stability. The stability property (3.83) is obtained by summing up (3.74)
overT € Ty,.

(ii) Consistency. To prove the consistency estimate, we split the consistency er-
ror in its reactive and advective components, using the representation (3.77) of

aﬁ,y,h(!ﬁw7zh):
Egunwiv,) = Eunwiv,) + Eg n(w;v,)

. . P
with, setting Wy, = th’

Eun(wiv,) = (ww,vi) = > (whr,v)r,
TeT,

Sﬂ,h(W§Zh) = (V-(Bw),vn) + Z (WT,GZ,TKT)T - Z Sﬁyr(@T’KT)-
TeT, TeT

(3.85)

Let us first deal with the reaction consistency error. For any y, € Qﬁ 0» OY
definition (2.33) of v, we have (uw,vi) = Yreq; (uw, vr)r and thus
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En(wsv)l = | > (ulw = 73 w), vr)r
TeT,

A

1
1 o
D7 ey By Wyt * v g s
TeT,

where the estimate follows from a generalised Holder inequality with exponents
(c0,2,2), the approximation properties (1.72) of the L?-orthogonal projector (with
l=k,p=2,m=0,ands =r+1 < k+1), and the definition (3.73) of ||| ...7-
Since || pl|L=) < ‘f';l, a Cauchy-Schwarz inequality on the sum over T € 7, yields

1

2
A=2 —172(r+l
ZrTzﬂolhT“”|w§,m(T)) 17,180, (3.86)
TeTh

1€ n(w: vl <

Let us now turn to estimating Eg ,(w; v, ). The definition (3.64) of G'[; 7V (with
w = Wr) and element-wise integrations by parts yield

(V-Bw)vn) + Y O, Gy )y

TeTn

(V-(Bw).vr)r = (V-(BAr)vr)r + (wT,wnTF)vF)F)

TeT, Fe¥r
= Z Obr —w, B-Vvr)r
TeT,
+ 0 2 | Bnre e =) vE + Gor,Benreve)e | 38D
TeT, FeFr

Corollary 1.19 with T = g and (¢F)res, = (VEW)Fes, gives

Z Z (w,(B-n7r)vr)F = 0.

TeT, FeFr

Subtracting this quantity from (3.87) and combining it with the last addend in this
equation leads to

(V-(Bw)vi) + . (br, Gl 7o)y

TeTh
= > G =wBVvr)r+ > 3 (Bnre)w = r)vr = ve)r.
TeTn TeT, Fefr

Hence, recalling the definition (3.79) of s/; -
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Epnwiy,) = Z (Wr —w, B-Vvr)r } Ti(vy,)
TeT,

+ D, D (Bnre)w=vr)vr —ve)F (3.88)

TeT, FeFr T (V )
20 )-

- Z Z ((B-nrr) (Wp —Wr),vF = V1)F.

TeT, Fefr

To estimate T1(v,), observe that (7y:°)-Vvr € P*"I(T) c PX(T) and recall the
orthogonality property (1.56) of ﬂg’k to write, since Wy = ﬂ;)-’kw,

Ti(v) = D @ w —w, (B = xp B Vvr)r.

TeT,

Hence, using a generalised Holder inequality with exponents (2, 00,2), we get

0,k 0,0
Tl € Y Iw = wilirllB = 73 BllsqyaIVvr lir

TeT
< O B Wl Vvl (3.89)
TeT,

where the second inequality is obtained using the fact that B is Lipschitz con-
tinuous (see Assumption 3.22) together with the definition (3.82) of ¥ to infer
B - ﬂ%oﬂ liwye < Lprhr < 1 "1z, along with the approximation properties
(1.72) of the L2-orthogona1 projector with [ = k, p =2, s =r+ 1,and m = 0.
The inverse inequality (1.45) yields A7 ||Vvr|lr < ||lvrllr so, by a Cauchy-Schwarz
inequality on the sum over T’ € 7}, and the definition (3.73) of |||, 7>

1 1
2 2

A=2 —172(r+1
(Z #7245 12 D w i,mm) (Z uonwn%)

TeTn TeTn

A

1T1 ()l

2
A=2  —172(r+1
(Z #7205 B2 D me) [ERPe (3.90)
TeT,

A

Let us now turn to T(v,,). We first observe that, for all T € 7, and all F € Fr,
the following holds:

1
. N 0.k N N r+l
Wr =Wrllr = lmg"(w =Wr)llF < llw=Vorllr S hy * [Wlgra (3.91)

where we have used the fact that ﬂ%k is linear and idempotent, and invoked the

boundedness property (1.75) of ﬂ%k and the approximation property (1.73) of ﬂg’k
withl =k, p =2, s =r + 1 and m = 0. This estimate shows that
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il
D@l < Y D B Wl lB-arel(ve = vr)lle (3.92)
TeT, FeFr
< () + Z () = Tpa(v,) + Toaly,).  (3.93)
T €T, Per <1 Te,,Per>1

The quantity |||8-n7r|(vk — vr)||F in these terms is estimated using two differ-
ent norms: the diffusive norm for T 4(v,,), the advective-reactive (semi)norm for
Z2,a(Kh)-

Let us start with 312,d(zh). The definitions (3.81) and (3.66) of Per and ,éT show
that, if Pey < 1 (so that Pe; = min(1,Pe7)), a.e. on F € ¥r it holds

l ]
1 1 put K
1B-nre| = |BnrplZ|Bnrr|? < B2 (Per =L ) = (Br min(1,Per))? Krr
hr hr
Hence,
z2,d(Kh)

1
N . 1 1 K 2
< Z Z (Br mln(laPeT))zh;"+2|W|HV+1(T) (%) lve —vrllF (3.94)
TeTn Fey F
h T
1 1

2 2
2(r K
(Z Br min(1,Per)i "2l |i,mm) (Z > EHVF—VTHF)

TeT, TeT, FeFr

=

( Z Br min(1, Per)h2(r+2)

|w|H,+1m) 1, Il o
TeTh

where the second bound follows from a Cauchy—Schwarz inequality on the sums
over T € 7, and F € Fr along with card(¥7) < 1 (see (1.5)), and the conclusion is
a consequence of the definition (3.25) of ||||1 k.-

To estimate T (v, ) we simply observe that, whenever Per > 1 (so that 1 =
min(1,Per)), a.e. on F € Fr it holds

5% 1 A . 1 1
\B-nrr| < Br1B-nrr|? = (Br min(1,Per))?|B-nrr|?

and thus, by the Cauchy—Schwarz inequality and the definition (3.73) of ||-||g ... 7>

i2,3(Kh)
A 1o+l 1
< > D Brmin(LPer)? W wlgeng l|B-nrel? v = vo)lle (3.95)
TeT, FeFr

1

2(r+ 2)|

Z Br min(1, Per)h,

TeT,

|Hr+l(T) ||Kh”ﬁ,/l,h'
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Gathering the above estimates on T 4(v,,) and T a(v,,) into (3.93), and plugging the
resulting estimate on Ty(v. h) together with (3.90) into (3.88), we obtain, recalling

the definition (3.80) of ||-||, , and using ar +b? < 2(a + b)%,

1Ep.n(ws v,
1
Am2 1, 2(r+] P 20r+3)
< Z TTZﬂQIhT(r+ )|W|i1r+1(T)+ﬁTm1n(1,PeT)hT : |W;{r+l(1‘) ”Zh”b,lr
TeT,

The proof of (3.84) is complete by summing up this estimate and (3.86), and by
taking the supremum over v, € Qﬁ o such that |lv, [, = 1. O

3.2.2 Discrete problem and initial convergence result

We formulate in this section the discrete problem, discuss local conservation, and
prove an initial convergence result.

3.2.2.1 Discrete problem

We define the global bilinear form ag g, 5 : Qﬁ X Qﬁ — R combining the diffusive
and advective—reactive contributions:

ag B h(Uy V) = ag n(u,,v,,) +ag . n (U, v,), (3.96)

where ag 5, is defined by (3.44) with local contribution given by (3.26), while ag ,,
is defined by (3.75) with local contribution given by (3.71). The HHO approximation

of problem (3.61) then reads: Find u; € gﬁ,o such that, forall y, € Qﬁ’o,

ag Byh(Uyv,) = (f.vn), (3.97)

where we remind the reader that the broken polynomial function v, € PX(7;) is
obtained from y, setting (v,)r = vy forall T € 7j.

The well-posedness of this problem, together with estimates on the solution in
||I|lb.» norm, are an easy consequence of the stability property (3.83), and are left as
an exercise to the reader.

3.2.2.2 Flux formulation

The following lemma shows that the solution to the HHO scheme (3.97) satisfies
local balances inside each elements, with numerical fluxes that have continuous
normal trace across interfaces.
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Lemma 3.30 (Flux formulation). Ler the assumptions and notations of
Lemma 3.17 hold, and further suppose that Assumption 3.22 is verified. Let
u, € Q;‘l’o. Forall T € T, and all F € Fr, let the normal trace of the diffusive
flux Ok 77 (up) be defined by (3.54), and additionally define the normal trace
of the advective flux as follows:

g rr(uy) = 19" (B-nre)tur — (B-nrr) ur). (3.98)

Then u,, is the unique solution of problem (3.97) if and only if the following
two properties hold:

(i) Local balance. For all T € Ty, and all vy € PX(T),

(KTVPIEITET, Vvr)r — (ur, B-Vvr)r + (uur,vr)r

+ Z (Pk,7r(up) + Og rr(ug).vr)r = (fivr)r. (3.99)
Fefr

(ii) Continuity of the numerical normal traces of the fluxes. For any interface
F e 7—2 such that F c 0T N 0T, with distinct mesh elements Ty, T, € T,
it holds

(CDK,TIF(ETI) s (Dﬁ,TlF(ZTl)) S (q)K,TzF(ZTZ) s ‘I)B,TZF(ETZ)) = 0.
(3.100)

Remark 3.31 (Upwind stabilisation). The expression (3.98) of the advective flux
reveals that the stabilisation term introduces upwinding in the scheme. As a matter
of fact, (3.98) is equivalent to

. ur if B-nrp 20,
() u.) = x%k ( npp)h ) with . . =
'B’TF(_T) F (B-nrr) TF TF ur otherwise.
Here, u; - Tepresents the upwind value of the advected quantity u: if the flow exits
T (that is, recalling that nyp points out of T, B-nrr > 0), it is equal to the trace of
ur on F; if, on the other hand, the flow enters T (that is, S-nrr < 0), it is equal to
the face value up.

Proof. We use Lemma 2.21 by showing that the bilinear form ag g , 5 defined by
(3.96) admits the reformulation (2.51).

Working as in the proof of Lemma 2.25, we can write for the diffusive bilinear
form defined by (3.44):
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ag n(uy,,v,) = Z (KTVPII?,ITZT, Vvr)r
TeT,

- Z Z (Pk 7F Uy ). VF = VT)F-

TeT, FeFr

(3.101)

Let us now reformulate the advection-reaction bilinear form. The starting point
is (3.78), which we recall here for the sake of readability:

ag uh (U, vy,) = Z (GZ,TET,VT)T + Z spr(tp,vy) + Z ([V-B + ulur,vr)r
TeTh TeT, TeT,

=3 +3+33.

For the sum of the first and third term, expanding, for all T € 7}, G& + according to
its definition (3.64) with v, = u; and w = vr, and applying the chain rule to write
V-(Bvr) = (V-B)vr + B-Vvr, we obtain

T+ = Z [=(ur, B-Vvr)r + (uur,vr)r] - Z Z ((B-nrF)ur,ve —Vvr)F.

TeTh TeT, FeFr

To insert vr into the boundary integral, we have used (3.70). On the other hand,
expanding (B-rrr)* in SE 7 (see (3.79)), we can write for the second term:

T, = Z Z (M(up —ur), vE — VT)

2
TeT, FeFr F

In conclusion, recalling the definition (3.98) of the normal trace of the advective flux
and, after observing that (vp — vr)|F € PX(F), using (1.56) to insert ﬂ%k in front of
the first argument of boundary integrals, we get

ag (W, v,) = Y [=(ur, B-Vvr)r + (uur, vr)r]
TeT,

- Z Z (O, 7FUr),VF = V1)F.

TeT, Fefr

(3.102)

Combining (3.101) and (3.102), we see that the reformulation (2.51) holds for
ag g.u,n with, forall T € 7,

ay,r(Up,vr) = (KTVPII?}ET,VVT)T = (ur, B-Vvr)r + (pur,vr)r

V(uy,vr) € Uk x PK(T)

and, for all u, € Q’; and all F € Fr, Orp(uy) = Ok 7r(uy) + Pprr(uy). m]
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3.2.2.3 Initial convergence result

We next investigate the convergence of the method in the |||, ,-norm.

Theorem 3.32 (Discrete energy error estimate). Let (M}, ), ¢ denote a reg-
ular mesh sequence in the sense of Definition 1.9. Let Assumptions 3.1, 3.2 and
3.22 hold true. Let a polynomial degree k > 0 be fixed. Denote by u € Hé (Q)
the unique solution to (3.61), for which we assume the additional regularity
u € H**(T,;) for some r € {0,. .., k}. Forall h € H, letu, € Qﬁ,o denote the
unique solution to (3.97) with local stabilisation bilinear forms sx 1, T € Ty,
in (3.26) satisfying Assumptions 3.9. Then, it holds that

- A2 — 2(r+1
lay, = Lyullo { D (Rrorlul g, + #7205 1l ) 127"

TeT;,
) T :
+ Y Br |min(1LPer) 2y | (4l b = Bk gun(),
TeT,
(3.103)

where the hidden constant is independent of h, u, K, B and u, and |||l 5, is
defined by (3.80).

Remark 3.33 (Robustness of the estimate (3.103)). As in the pure diffusion case (see
Remark 3.20), the estimate (3.103) is fully robust with respect to the heterogeneity
of K and partially robust with respect to its anisotropy. Additionally, it is fully
robust with respect to the local Péclet number: (i) diffusion-dominated elements
(for which Per < hr) contribute with a term in O(h;”) (as for a pure diffusion
problem); (ii) convection—dominated elements (for which Per > 1) contribute with

1
a term in O(h?rz) (as for pure advection problem, see [143] where it is recovered
as a special case); (iii) elements in an intermediate regime (that is, Pey € (hr, 1))

contribute with the intermediate rate O(PeT% h;+%), which transitions continuously
from the advection-dominant rate of convergence to the diffusion-dominant rate of
convergence. We note that, in most analyses of numerical methods for advection—
diffusion equations, the intermediate rates are usually not made explicit, and only
the extreme regimes are fully studied.

Proof. We invoke the Third Strang Lemma A.7 with U = HS (Q),a=ag gu, 1(v) =
(f,v), U, = Qﬁ,o endowed with the norm |-l », an = ak g.u.n» 1n(v),) = (f,vh),
and Tpu = [flu. Owing to (3.83), the global bilinear form ag g, is coercive with
respect the norm ||-||, 5, With coercivity constant equal to 1. An inspection shows
that the consistency error &, (u;-) is the sum of Ek n(u;-) and Eg y n(u;-). Since
Il < |-l by definition (see (3.80)), the estimates (3.48) and (3.84) give a
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bound on the dual norm of &, (u; -) with respect to |||y, Plugged into (A.6), this
bound establishes (3.103). a

As a consequence of the fully discrete estimate (3.103), we can state an error
estimate between the exact solution and the reconstructed approximate solution

obtained through the operator p’;;rlll defined by (3.55). The following result is the

pendant of Theorem 3.19 for diffusion-advection—reaction equations.

Theorem 3.34 (Energy error estimate for the reconstructed approximate
solution). Under the assumptions and notations in Theorem 3.32, it holds that

I, (pktl 3
K> Vi (pg iy, =l + s,k h + gl — u||)

1

2

sEK,ﬁ,y,h<u)+(Z uohi(”‘Hulf,Hlm) . (3.104)
TeTn

where the hidden constant is independent of h, u, K, B and p.

Proof. Since |||la,k.1n < |Illb, (see (3.80)),(3.103) gives an estimate on ||, — Ik ulla.k 13
reasoning exactly as in the proof of Theorem 3.19 then yields the estimate on
||K%Vh(p’;;}lgh — )|l + |uy, |5,k 1. On the other hand, recalling the definition (3.73)

of ||-||g,.,r and using again (3.103), we infer that

1
3 0,k
to llun = 7 ull S Eg gopun(u).

1
The estimate on 4 ||y, — u|| follows from this bound, the triangle inequality, and the
approximation properties (1.72) of the L?-orthogonal projector with p = 2, [ = k,
s =r + 1 and m = 0, which imply

0,k 2 0,k 2 2(r+1 2
pollmy u—ull> = Y pollaytu—ully < Y pohy" Nl O
TeT, TeT,

3.2.3 Robust convergence including the advective derivative

Although the estimates (3.103) and (3.104) enjoy some robustness properties (see

Remark 3.33), a non-desirable phenomenon occurs in the limit K — 0: all approxi-

mation properties of derivatives of u are lost, and only an approximation property
1

on u itself remains (through the term ug [|lup, — ul|). However, even for very small
diffusion tensor K, the model (3.60) still contains some stable information on a
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derivative of u, namely, the advective derivative V-(Bu) (or, equivalently, 8-Vu).
This information is not made readily available in the estimate (3.104).

The purpose of this section is to present a more robust estimate, in a discrete norm
that involves some stable information on the reconstructed advective derivative. To
this end, we will need the following additional assumption:

Assumption 3.35 (Small Damkohler number) It holds
hrpo < pr - VT €Ty

Since pog > 0 by Assumption 3.22, this means in particular that there is no element
in which the velocity is identically zero.

Remark 3.36 (Assumption 3.35). Given a mesh element T € 7, the quantity
Dar = }% can be interpreted as a local Damkdhler number, measuring the relative

importance of reactive and advective phenomena. Under Assumption 3.35, we have
Day < 1 for all T € 75, which means that we are not concerned with dominant

reaction.

The improved discrete estimate is established in the following norm, which
stronger than ||-||, , and accounts for the discrete advective derivative:

1

2

1
vyl = v 12, + @7 D" hrag? B IGK pvrliF | (3.105)
TeT,

where ar is the local anisotropy ratio defined by (3.6), while a is the global counter-
part defined by (3.47). The global bilinear form of the HHO scheme (3.97) satisfies
an inf—sup condition with respect to this improved norm.

Lemma 3.37 (Inf-sup stability of ak g, ). Under Assumption 3.35, for all w; €
Qﬁ o it holds that

aK W,,V
Wl s s sup  opwnt)

with y = min(1,?rug), (3.106)
voevk o, 12l T

where the hidden constant is independent of h, Wi K, B, yand poy, but possibly
depends on d, o, and k.

Proof. Denote by Sy, the supremum in the right-hand side of (3.106). We first
notice that
XNwpllbn < llwpllb,n < Sgons (3.107)

which follows from the coercivity of ax g, » with respect to |||l 5 (see the proof
of Theorem 3.32). The main difficulty of the proof is therefore to bound the term

1
a”! 2reT; thxTzﬂ;l ”GIZ%,TET”%' In order to do so, remark the following: if, for

1,
all T € 7y, we take vr = hra;’ [S;I(Gf3 W), then this term naturally appears in
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the expression (3.78) of ag ;, n(w,,, v, ). This idea, which consists in using the scaled
advective derivative as a test function, can be found, e.g., in [212] in the context of
Discontinuous Galerkin methods, and was extended to HHO methods in [143]. We

: k k
therefore define, for a given w;, € U} . the element v, € U, , such that

_1 .
vr = hTaTzﬂ;lGZ’TET VT € T, ve=0 VFeF,. (3.108)

Step 1. We prove that
Ivyllgn < a@llwy,llgp- (3.109)

(i) Diffusive contribution. We first establish an estimate on ||GZ Wy llr. Using the
characterisation (3.65) of the reconstructed advective derivative we infer that, for all
¢ € PX(T) with ||¢llr < 1,

(G gwr®)r = (B-Ywr,d)r + Z ((B-nrr)(Wr —wr), d)F

Fe¥r

< PBr

1 1
IVwrlirligllr + Z hp* lwe —wrllp h§||¢||F)

Fe¥r

< Br

2

2 -1 2

IVwrllz + E hi lwr = WT“F)
Fefr

N _1
s BT£T2 ”KT”LK,T-

where we have used generalised Holder inequalities with exponents (o, 2, 2) together
with the definition (3.66) of A7 to pass to the second line, the discrete trace inequality
(1.54) (with v = ¢ and p = 2) together with ||¢|ly < 1, hp < hr, and a discrete
Cauchy—Schwarz inequality to pass to the third line, and we have concluded recalling
the definitions of K- and of ||-||; k7 (see (3.25)). Since Gﬁ,rﬂr € PX(T), taking the

supremum over all ¢ € PX(T) such that |||l < 1 gives an estimate on ”GZ,TET”T’

_1
from which we deduce, multiplying by K; and using the definition (3.6) of ar,

—1 .~ L
KNGy rwrllr < Bragllwplik .z (3.110)

Let us now turn to estimating the diffusive contributions in [|v,,|ly ». By the
definitions (3.25) of ||-|l;,x 7 and (3.108) of v,

1 K
2 2 _1p=2 k 2,12 152 TF ||~k 2
W lli k7 = hraz Br ”K%VG/;,TKT”T + hyar Br Z 7 ”G/;,TET“F
FeFr
1 A2 11k 2
s ap Br KT”Gﬁ,TKT”T
< |

lwrllt & 7 (3.111)
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where the second line follows from the discrete inverse inequality (1.45) and the
discrete trace inequality (1.54), both applied withp =2tov = GZ W, from (1.6)
to write hy /hp < Q_z /2 < 1, and from the uniform bound (1.5) on the number of

faces of T'. The conclusion is a consequence of (3.110). Summing over T’ € 7y, using
the norm equivalence (3.46) and the estimate (3.111), and recalling that, by (3.80)
and (3.105), [|ll.k.n < ll-llb,n < Il-llg, 5> e find

2 2 2 2 2 2 2
“Zh”a,K,h < a'”Xh”l,K,h s a”thI,K,h <a ”wh”a,K,h <fa ”Ehuﬁ,” (3.112)

(ii) Advective-reactive contribution. By definition (3.73) of ||-||g,.,7 and (3.66) of
Pr, the discrete trace inequality (1.54) with p = 2 and the uniform bound (1.5) on
the number of faces of T yield
lvp 12 < Brhgt el + wollvr I
= hrag' BrllIG rwrli7 + mohf oz B2 IGlg rwy iy
< 2hray' B IIGy pwr iz
the conclusion being a consequence of Assumption 3.35. Since ar > 1, we have

_1
a';l < a;’ and the previous estimate therefore leads to

L.
v li3n s D) hrag B IGK rwrllF < allw,llF - (3.113)
T<T,

The definition (3.65) of Gz + shows that

IGg vl = sup (G v d)r
GEPK(T), |lpllr <1
= sup B-Vvr, ) - Z ((B-nTF)vr. P)F
¢ePK(T), |lpllr <1 FeFr
. 1
< hi'Bribvrlir = o ||GZ,TKT||T < ||GZ,TKT||T,

where, to pass to the third line, we have used generalised Holder inequalities with
exponents (co0,2,2), the discrete inverse and trace inequalities (1.45) and (1.54), both
with p = 2, the bound ||¢||7 < 1, the definition (3.108) of vz, and @y > 1. Squaring

1,
this estimate, multiplying by @~ 7% B;', and summing over T € 75, we obtain

i |
-1 2 51 k 2 -1 2 -1 k 2 2
@ g hTCVTZﬁT “GB,TXT“T sa § hTa’TzﬁT ”GB,TKT”T < “mh”ﬁ’h'

TeT, TeTh

Combine this bound with (3.112) and (3.113). Since 1 < a < a2, this completes the
proof of (3.109).

Step 2. We establish (3.106). Using the test function v, , defined by (3.108), in (3.78)
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with u, = w,, and recalling the definition (3.96) of ag g, », it is inferred that

1
=3 p=1 )k 2
E ; hray’ By ||G/3,TKT||T
TeT,

=ag .n(W;,,v,) — Z ([V-B + plwr,vr)r — Z sgr(Wrvr)

TeTn TeTn (3.114)

= ak pyun(Wyovy) = ak n(wy,v,) = > (V-8 + plwr,vr)r
TeT,

- Z S;%,T@T’ET)'

TeT,

Denote by Ty,...,T4 the addends in the right-hand side of (3.114). By definition of
Sy, and (3.109), we have

T < Spallvyllgn < aSynllwy,lln- (3.115)

The definition (3.46) of ||-||la.x.» together with the Cauchy—Schwarz inequality fol-
lowed by the definition (3.80) of ||-||, » and (3.109) yield

D < lwyllak wllvyllag n < 1wy, b e llw), [l - (3.116)
Since [(V-B + w)r| < dLg7 + ||plle=) < (d + l)f;] < (d+ Dpoy™" (recall the

definitions (3.82) of 77 and (3.106) of x), by definition (3.73) of ||-||g,.,7 and the
Cauchy—Schwarz inequality, the estimate on T3 is trivial:

. -1 -1
s x lwyllunllvylpun s x lwpllbnallwy,llq- (3.117)
The estimate on T4 is also straightforward. Writing
[(B:nrF)" (Wr —wr),ve =vr)r| < (IB-nrrllwr = wrl v = vr|)F
1 1
= (|B-nrr|Zlwr —wrl|B-nrr|Zlve —vr|)F

and using the Cauchy—Schwarz inequality, the definition (3.73) of |[|-||g,.,7 and
(3.109), we have

1
2 2
1 2 i 2
u<|) > |||ﬂ~nTF|z(wF—wr)||F) (Z D el (vr —vr)ll7
TeT, FeFr TeT, Fefr
< w1y g g < 1wyl nellwy llg - (3.118)

Hence, plugging (3.115)—(3.118) into (3.114), we obtain
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1,
xa™t Y hrag? BrIGE 7w ll7 < Spaxllwylln + U+ )l o allwy, g
TeT,

< Sy.nllwy, llg s (3.119)

where the conclusion follows recalling (3.107) and observing that, by definition,
x < 1. Adding
XUyl 5 < 1w, l, 1wy, lg

to (3.119) and using again (3.107), we infer X||Eh||§ n S Stnllwylly» and the proof
of (3.106) is completed simplifying by [|w, Iy »- O

Since ||-|ly,, is stronger than ||-||, » (and thus than |||,k ), the consistency esti-
mates (3.48) and (3.84) still hold when calculated using ||-|ly . Hence, owing to
Lemma 3.37, the Third Strang Lemma A.7 directly yields the following discrete
error estimate.

Theorem 3.38 (Energy error estimate). Under the assumptions and nota-
tions in Theorem 3.32 together with Assumption 3.35, we have, with y defined
in (3.106),

l, = Lyuellgn S X~ Ex g jun (20, (3.120)

where the hidden constant is independent of h, u, K, B, u and .

Remark 3.39 (Extension to locally vanishing diffusion). In [143], an analysis similar
to the previous one but using slightly different norms is extended to the singular
limit corresponding to locally vanishing diffusion. Considering this singular limit
entails some additional difficulties, including the fact that the solution may exhibit
jumps across the interface between diffusive and non-diffusive regions; see, e.g., the
discussion in [194] and [150, Section 4.6.4]. In this situation, estimates similar to
the ones in Theorem 3.38 are obtained, with the convention that, in Ex g, »(ut),
Per = oo for any element T’ € 7}, such that K7 = 0 for some F € F7. In the context
of Discontinuous Galerkin methods, a convergence analysis for locally vanishing
diffusion with advection is carried out in [151]; see also [27, 210].

As a consequence of this estimate, we can establish the following approximation
property of GIZ%,TET which, contrary to (3.104), is fully robust with respect to the
Péclet number (it persists in the limit K — 0, provided that the anisotropy ratios
remain bounded above).

Theorem 3.40 (Error estimate for the advective derivative). Under the as-
sumptions of Theorem 3.38 we have, with x defined in (3.106),
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1
2

1
-1 -2 p-1 k 0,k 2
(0% E hTaTzﬁT ”Gﬁjﬂh —r (B-Vu)llz
TeT,

1

2

L,

sx“EK,ﬁ,ﬂ,h(u>+(a‘1 > aTZﬁTh%’“wli,,ﬂ(T)) . (3.121)
TeTn

where the hidden constant is independent of 4, u, K, B8, p and yy. If, addition-
ally, we suppose that 8 € W">*(7;)¢, then

1

2

1 _

(a-l D hrag? B IIGY g, = BVullF | S x 7 Ex g pn(u)
TeT,

1

1, . 5\ 2
+ (a‘l Z ar” Bt hy ! (ﬁT|M|Hr+1(T) + |ﬂ‘VM|Hr(T)) ) . (3.122)
TeTy,

Remark 3.41 (Robustness and dominating term). For the sake of simplicity, let us
consider the case of a quasi-uniform mesh (that is, & < hr for all T € 73), and of
a uniformly bounded anisotropy ratio a. The estimate (3.104) provides an O(h”%)
(or even O(h"*!) in diffusion-dominated regime) approximation of the complete
gradient Vu of the solution. This estimate is, however, not robust in the limit K — 0
since the left-hand side then vanishes.

On the contrary, the estimate (3.122) yields an approximation of order O(4") of
the advective derivative B-Vu, which is a reduced order and only deals with part of
the gradient of the solution, but this estimate is fully robust in the limit K — 0.

Proof. Squaring the approximation property (3.67) with v = u, multiplying by
1

hra~'a,? ;' and summing over T € 7, shows that

1

2

1

- 2 Ah— 0,k

(al > hrag? Br G L — 2 (B-Vu)lI}
TeTh

1

2

1

S (al > aTZﬂrh%”l|u|,2,,+.(T)) . (3123)
TeT,

On the other hand, the definition (3.105) of [|-[| , and the estimate (3.120) yield

1

2

1, _

(a‘l D hrag? BN IGK pur — Gl pL5ully | < X7 Ek pun().  (3.124)
TeT,
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The bound (3.121) follows from (3.123), (3.124) and the triangle inequality. The
estimate (3.122) is obtained similarly, replacing (3.123) with

[STE

1.
(a-l > hrag? BG4 L — B-Vul}
TeTh

1, . 2\ ?
s (a_l D et B! (ﬁT|“|H”1(T>+ |'3'V“|H’(T>) ) ’

TeT,

which follows from (3.68) with v = u. a

3.2.4 L2-error estimate

We conclude our series of estimates by considering the L>-norm of the error. An
estimate for this quantity is already available in (3.103) via the following terms

composing ||u;, 1 ,’; ullp.p: pg ||ur, —ng’kull and, through a discrete Poincaré inequality,
llu;, — lﬁ””a,K - Our goal here is to see whether these estimates can be improved.

As for the Poisson problem, this requires to assume full elliptic regularity of the dual
problem. Here, given g € L*(Q), the dual problem of (3.60) is

V-(-KVzg) = B-Vzg + uze =g in Q,

(3.125)
2g =0 on Q.

As usual, the solution is understood in the weak sense, that is, we consider the
problem obtained by switching the test and trial functions in the bilinear form in the
left-hand side of (3.61): Find z, € Hd (Q) such that

ak pu(v,2g) = (gv) Vv e H)(Q). (3.126)
Full elliptic regularity on this problem entails that
3Cenn > 0 such that ||zgllg2i0) < Canllgll Vg € LA(Q). (3.127)

As mentioned in Remark 3.21, full elliptic regularity with a varying diffusion tensor
requires Q) convex together with the Lipschitz-continuity of that tensor which means,
in view of Assumption 3.1, that it should be constant over Q. Under this assumption
and Assumption 3.22, z, is the solution of V-(-KVz,) = g + B-Vz, — uze € L*(Q)
with homogeneous Dirichlet boundary conditions, and full elliptic regularity easily
follows from the same regularity for the pure elliptic model. Note, however, that Cgj
additionally depends in this case on ||| «q)« and || p||L=()-
Using v = z, in (3.126), noticing that
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(=B-Vzg,2¢) + (Uzg: 2¢) = /Q(u + %V',B)z; >0,
and invoking the following Poincaré inequality from [246]:
llzgll < hflzlmg), (3.128)
we infer the following H'-stability result:
el < 2l (3.129)

Combining this estimate with the Poincaré inequality (3.128), we have the L>-

estimate 5

hQ
llzgll < mllgll- (3.130)

Theorem 3.42 (L2-error estimate). Under the assumptions and notations in
Theorem 3.32, and assuming furthermore (3.127), that u € W(75,), and that

k > 1or (k=0and V-(KVu) € H(T)),

it holds that | 5
lup — 7% ull < E\VEx pun() + EL, (3.131)

where the hidden constant is independent of h, u, K, B and u, while

_1 1
Ezil) = Cen e (K%a; hT)

1
hop 2
+ ﬂ/;_{o ;neé}])_: (max [|lu + V-BllL=(r), Lg.7 | hr)
+/’ZQ ﬁ%[ in(1,P )h]%
—— max min e
71'5 TeT, T 5 T)nT 5
and
(i) Ifk > 1,
! !
2 -2 2(r+2 52 1 2(r+2
Ep(l) = Cel Z I(Toz%hT(rJr )|u|§1,+2(T) + Cenl Z ﬁ%hT(H )|u|§1,+1(T)
TeTh TeTn
2 3
h
Q 2 2(r+2),. 12
+ 7I'2K (Z ”VH“Loo(T)th |u|Hr+l(T))
= \Te7;,

[STE

ha A2, 2(r42)) 12
TIK (Z byl
TeTh
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() If k =0,
| 1
2 ho 4 2 ’ =2 2.4 12 ’
ED = D, BIV-EVOG g |+ Ca| Y Krazhtluleg,
2 \re7, T
3
ha
_K Z ﬁTthulHl(T)) Z V4l °°(T)dh4|u|Hl(T)) '
— \Te7, T €Ty

Remark 3.43 (Rates of convergence). Considering only global rates of convergence,
we have Eg g, n(u) = O(h™*1) if the diffusion dominates globally (that is, Pe; =
O(hr) in every T € T3), and Eg g, n(u) = O(h”%) if advection is dominant (in
which case min(1,Per) = 1 for all T € 7;). These are the rates of convergence in
energy norm provided by Theorem 3.32 (see also Remark 3.33).

Regarding the quantities introduced in Theorem 3.42:

*ifk > 1 or B = 0: in any regime we have E(z) = O(W"*?). For dominating
diffusion, E, ) = = O(h) and (3.131) then provides an O(h"*?) rate of convergence
in L?-norm. If, on the contrary, advection dominates then E, () = =0(h 2) and the
rate of convergence given by (3.131) is O(h"*1).

cifk =0and B + 0: E;(IZ) O(h) and E(l) O(hZ) (at worst). The rate of
convergence given by (3.131) is thus O(h) = O(h"™) (since r = 0 whenever
k =0).

This demonstrate that Theorem 3.42 indeed yields an improved order of conver-
gence in L?-estimate, compared to the energy estimate in Theorem 3.32. For k > 1,
the improvement is one full power of 4 if diffusion dominates, and one-half power
of 4 in advection-dominated regimes. For k = 0, the improvement is one full power
of h in absence of advection, and one half-power of % if advection is present.

Proof (Theorem 3.42). We apply the Aubin—Nitsche Lemma A.10 w1th U, = Uk
endowed with the norm ||-||, , defined by (3.80), L = L*(Q) and rj, : U% , — LZ(Q)
defined by rpy, = v, forally, € Qﬁ’o. Owing to (3.103), estimate (3’.131) holds
if we can, for all g € L*(Q) with ||g|| < 1, bound the dual consistency error
||8;il(zg; b+ (With ||-]lp. 5.« denoting the norm dual to ||||,.,) by E;(l]) and the
primal-dual consistency error &, (u; Iz¢) by E}(lz).

(i) Dual consistency error. The definition (3.76) of ag , , together with the property
G’jﬁ,T = —G;T (see (3.64)) shows that ag g, n(v,. I52) = aK,ﬁ,ﬁ,thZ’Kh) where

B =—pand i = u+V-p. Hence, the dual consistency error &9 5 (25 +) as in Definition
A.9is nothing else but the cons1stency error for the primal problem (3.60) with (B, )
replaced by (8, iz). The relation 1 sV-B+u= 1 3 V-B+u 2 uo shows that (B 1) satisfies



120 3 Variable diffusion and diffusion—-advection-reaction

Assumption 3.22. Estimates (3.48) and (3.84) thus give a bound on [|E, (zg; *)llb . %-
When replacing (8, i) by (B, 1), the reference velocity and Peclet numbers are still Bz

and Pe7, while the inverse of the reference time becomes max [||,u+V- Bll=), LB,T] .
Hence, since z, € H*(Q), (3.48) and (3.84) with r = 0 yield
1€, (zg5 Mp.nx

- 2 _
) { 2 (KT“T|Zg|§2<T> +max ([l + V-BlleeyLpr] ' |z iﬂm) ht

TeT,
2}2

_ 2
+ 1! |Zg|i,1(g) ;neé% (max [||p + V-Bllz=), Lg.1)| hr)

1
min(l,PeT)% hy.

+ Z £T|Zg|12ql(T)

TeT,

: {'Zg'?ﬂ«» s (Krar i)

1

+ Izgli,l(g) max (ﬁr[min(l,PeT)hr]) }

Invoking (3.127) and (3.129) and recalling that ||g|| < 1 leads to

1
16, (2 Monx < ES,

which is the required estimate on the dual consistency error.

(ii.A) Primal-dual consistency error, case k > 1. Recalling the definitions (3.49)
and (3.85) of Ek n(u;-), Eun(u;-) and Eg p(u;-), we decompose the primal-dual
consistency error into

(w3 Ipze) = Ek n(1; Izg) + Epnn(us I z) + Ep (s I z). (3.132)

LetZ, =1 fl Z¢. To estimate the diffusive contribution, we use as a starting point
(3.52) withw = w and v, = Z,. The consistency property (3.31) with r = 0 shows
that .

NN - ]
sk.1(&p2p)7 S Kpaghrlzglm).-
Invoking (2.76) (which requires k > 1), we also see that
P P S 7=l [ P EA Y <
IF —ZTllp = AT F IIZF ZTF~Z8H2(T)T T.

Fery MF Ferr

Plug these estimates into (3.52) withw = wand v, = Z,. Using 1 < ar, a Cauchy—
Schwarz inequality, (3.127), and ||g|| < 1, we infer



3.2 Diffusion—advection—reaction 121

A = 2
Exnw:2)l s D Kk ulgrag|zg )
TeT,

= 2
+ Z Krarhylulgromlzelmar
TeT,
1

—2 r
< Car| ) Kraphy™ Pl - (3.133)
TeT,

We now estimate the reactive contribution to the consistency error. Since

(7°uw)2r € PX(T) we have (u — ¥ u, (29 )2r)r = 0 and thus

Eun(:2,) = ). (uuwir)r = (umy*u, 2r)r
TeT,

0,k N 0,0 \a
= > u—nffupzr - (2w
TeT,

Hence, using Holder inequalities with exponents (2, c0,2), we obtain

N 0,k 0,0 0,k
1Epn(us ) < > =7y ully = 7 pll o g zg

TeT,
2r+2) R
Q
Sl DA77 P T R (3.134)
TeT, =2

where we have used the approximation property (1.72) of the L?-orthogonal pro-
jectors on T with (I, p,s,m,v) = (k,2,r + 1,0,u) and (I, p,s,m,v) = (0,00,1,0, u),
followed by the L>-stability “ﬂ';):ng”T < |lzgllr, a discrete Cauchy—Schwarz in-
equality on the sum over T € 7y, the a priori estimate (3.130), and ||g|| < 1. Note
that we did not use k > 1 to establish the estimate (3.134), which is therefore also
valid for k = 0.

Finally, we estimate the advective contribution Eg p(u;Z,) by estimating each

term in (3.88) with w = u and y, = Zh' The boundedness property (1.75) of ng’k

with p = 2 and s = 1 shows that ||VZ7|l;r = ||V7r%kzg||T S |IVzgllr. Estimate (3.89)
therefore gives

~ A—1 1
TG < D) F R ul gy hr (| V2 lir
TeT,
1

2

~A=212(r+2 2
< Z Tr hT(r )|M|Hr+1(7~) |Zg|Hl(Q)'
TeTn

To estimate |T,(2,)| we use (3.92) and

3
A 0.k 0.k 0.k 3
\2F = 2rllF = llng" (z = np" DF < Nz = 77" zllF S hplzgluzer, (3.135)
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which follows from (1.73) withm = 0, p = 2,1 = k, s = 2 (this s is valid since k > 1
here), to write

A

T2l < Y Brif P lulgra )zl
TeT,
!

52 12(r+2
(Z ﬂ%hT(rJr )|u|?.]r+l(T)) |Zg|H2(Q)'

TeT,

A

These estimates on T(Z;,) and T,(Z;) lead to

1Ep.n(;2,) S

A=272(r+2
(Z TTth(r+ )|u|3{r+l(7~)
TeTh

1 1

2 2
ho 52 1 2(r+2)) |2
JT_K + ( Z ﬁThT |M|H’+](T) Cell,
TeTy

where we have used elliptic regularity (3.127) and the a priori H'-estimate (3.129)
together with ||g|| < 1. Plugged into (3.132) together with (3.133) and (3.134), we
infer

&, I} zg) < E}Y.

(ii.B) Primal-dual consistency error, case k = 0. As made explicit in the above
arguments, the primal-dual consistency error coming from the reaction term can still
be estimated by (3.134) if k = 0. We therefore only have to analyse the consistency
error coming from the advective and diffusive contributions.

Let us first consider Sﬂ,h(u;gh) =3 (gh) + Zz(gh), where T @h) and lQ(gh) are
defined in (3.88). Since k = 0, 2y = 71'2’02 € P)(T) and thus T1(Z,) = 0. For T»(2,)
we notice that, owing to (1.73) with (p,l,m,s) = (2,0,0, 1), the estimate (3.135) is
transformed into

1
A 0.0 !
I2F = 2rllF < llz =7 zllF S hylzglar)-

Hence, recalling that r = 0 here (since k = 0), (3.92), Cauchy—Schwarz inequalities
and the stability estimate (3.129) lead to
1

2
52 12 2
(Z ﬁ%’thulHl(T)) |Zg|H1(Q)

TeT,

1Ep.n(0:2,)] = [T2(2,)]

A

1

2

A

ha
— . 3.136
ﬂ£||8|| ( )

(2 B,

TeTn

For Ek n(u; [’flzg), we use the same ideas as in (ii.B) in the proof of Lemma 2.33.
The definitions (3.49) of Ex n(u; 1 2 Zg) and (3.26) of ag 7, together with the property
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Pk 719 = 7y (see (3.24)), give

Ex (s Izg) = Z (=V-(KVu), 7} z¢)r — Z (KTVﬂ}é}Tu,Vﬁ}f}TZg)T
TeT, TeT,

- Z sk (10U, 19.24).
TeT,

Let fg = —V-(KVu) € H'(7,). Then (fk,z¢) = (K Vu,Vz,) and thus

Z (-V-(KVu), ﬂg’ozg)r Z (ﬂgfofK,Zg)T

TeT, TeT,
0,0
= Z (7" fk = fk>2g)T + (KVu,Vzg)
TeT,
0,0 0,0
= 3 0 fic ~ fiazg — 70020)r + (K Vi, V).
TeT,
Hence,

.7k 0,0 0,0
Ex n (s Izl < > Mlmp fic = ficlrllzg = 70z lir

TeT,
1,1 1,1
| > (K Vu, V) — (Kr Vg, Vgl ze)r
TeT,
T
1 1
+ Z sk 7 (Lu, 0u)2sg 7(102¢,19.24)2

TeT,
1

2
3 (Z ht fx |%,1(T)) |Z¢lm1(@) + T
TeT,
1

2

—2

+ (Z KTa%h4T|u|§{2(T)) |2 |12 (3.137)
TeTh

where the conclusion follows from the approximation properties (1.72) of ﬂg’o, the
consistency property (3.31) of sk 7, and Cauchy—Schwarz inequalities. To estimate
T, we write
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(K7 Vi, Vao)r — (Kr Vg ou, Vg L zo)r

= (Kr(Vu— Vg’ u), Va)r + (Vg u Kr(Vag = Vg z)r

=0by (3.7a) withv = zg and w = n;(‘lTu

= (K7(Vu - anl(”lTu), (Vzg - Vﬂll(”lrzg))r + (K7 (Vu - Vﬂll(”lTu), anl(”szg)T .

=0by (3.7a) withv =u and w = ﬂ}("ng

Hence, Cauchy—Schwarz inequalities and the approximation property (3.10) of ﬂ}{’ lT
yield

T

IA

1 1
DK (Vi = Vg )l K2 (Vzg = Vg ze)lr
TeT,
1

2
—2
Z KTh§"|u|?{2(T)) lzg |H2(Q)-
TeT,

A

Plugged into (3.137) and using (3.129) and (3.127) together with ||g]| < 1, this
shows, since ar > 1, that

Ek n(u; I 20|

1
) 2
T2 234112
ZKTaThT|u|H2(T) .
TeT,

1
ha 4 > |
s (Z W V- K V)7, |+ Cen
TeT,

This estimate combined with (3.134) and (3.136) shows that the primal-dual consis-
tency error is bounded above by E}(lz), as defined in the theorem in the case £ = 0.
This concludes the proof. ad

3.3 Numerical examples

We provide in this section numerical examples to illustrate the performance of the
HHO method for the diffusion—advection—reaction model (3.1).

3.3.1 Two-dimensional test case

In the first test case, we solve in the unit square Q = (0, 1)2 the Dirichlet problem
corresponding to the solution

u(x) = sin(7rxy) sin(7rx;)
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(b) Cuts of the first four refinements of the mesh sequence used in the test of Section 3.3.2.

Fig. 3.1: Meshes for the numerical tests of Section 3.3
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with B(x) = (% — X2, X1 — %), u = 1, and a uniform diffusion coefficient K = vl
with real number v taking values in {1e-03, 1, le+03} corresponding to the advection-
dominated, intermediate and diffusion-dominated regimes. The domain is discretised
by means of a refined sequence of unstructured triangular meshes. The first four
refinements are depicted in Fig. 3.1a. We monitor the energy- and L?-norms of the
error, whose value is normalised with respect to the corresponding norm of [';lu.
Each error measure is accompanied by the Estimated Order of Convergence (EOC)
which, denoting by e; an error on the ith mesh refinement, is computed as

_ loge; —loge;y

EOC = .
log h; —log hy41

The convergence results collected in Tables 3.1-3.3 show that the energy norm
converges as K51 when v = 1 or v = 1e+03 while, as predicted, a loss of about a
half order of convergence is observed when v = 1e-03. The L?-norm of the error, on
the other hand, converges as K52 when v = 1 or v = 1e+03 while, when v = 1e-03,
the observed convergence is in / for k = 0 and between /%*! and 1**2 for k > 1. The
apparent loss of convergence in Table 3.1 on the last mesh for k = 0in L?-norm could
correspond to an adjustment of the error, after the super-convergence that occurred
for the previous meshes; the overall rate remains close to h2. On the contrary, the
reduced rate on the last mesh for k = 3 is due to rounding errors that start to become
perceptible at these magnitudes.

These results corroborate overall the findings of Theorems 3.32 and 3.42 (see
also Remark 3.43), with a notable exception for k = 0 when v = 1 or v = 1e+03; in
these latter cases, Tables 3.1 and 3.3 show that the rate of convergence in L%-norm
is actually not impacted by the presence of advection when said advection is not
dominant.

3.3.2 Three-dimensional test case

In the second test case, we solve in the unit cube Q = (0, 1)? the Dirichlet problem
corresponding to the solution

u(x) = sin(rxy) sin(7rx;) sin(7rxs)

with B(x) = (xo — x3,x3 — x1,X] — Xx2), 4 = 1, and a uniform diffusion coefficient
K = vI; with real number v taking values in {1e-03, 1, 1e+03}. The domain is
discretised by means of a refined sequence of unstructured simplicial meshes; see
Fig. 3.1b. Similar considerations as for the two-dimensional test case hold for the
corresponding results collected in Tables 3.4-3.6.
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Table 3.1: Convergence results for the two-dimensional test case of Section 3.3.1,

y=1

Naot.n | lluy, = 2, b, EOC|llup, — 7% u | EOC

k=0
83 | 3.5le01 - | 129e01 -
319 | 17801 098] 3.08-02 2.6
1247 | 873¢02  1.03| 6.76e-03 2.19
4765 | 44802 096| 1.33e-03 235
19280 | 2.23¢-02  1.01| 1.98¢-04 274
75181 | 1.13e-02 098] 1.18e-04  0.75
k=1
166 | 57502 - | 156e02 -
638 | 148e-02  1.96| 2.13e-03 2.87
2494 | 3.76e-03  1.97| 2.57e-04  3.05
9530 | 9.76e-04 195 3.47e-05 2.89
38560 | 2.43e-04  2.01| 432e-06 3.01
150362 6.20e-05  1.97| 5.61e-07  2.94
k=2
249 | 662003 - | 17203 -
957 | 8.65¢04 294 1.05e-04 4.03
3741 | 1.09%-04  299| 6.78e-06  3.95
14295 | 1.39e-05  297| 4.33¢-07 3.97
57840 | 1.74e-06  3.00| 2.72e-08  4.00
225543| 2.28¢-07 2.94| 180e-09 3.92
k=3
332 | 64le-04 - | 15le-04 -
1276 | 3.72e05 411 4.28e06 5.14
4988 | 2.37e-06 3.97| 1.34e-07 499
19060 | 1.62e-07  3.87| 4.68¢-09  4.84
77120 | 9.77e-09  4.05| 142e-10 5.04
300724 6.38e-10  3.94| 1.66e-11  3.10
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Table 3.2: Convergence results for the two-dimensional test case of Section 3.3.1,

v = 1e-03

Naot.n | lluy, = 2, b, EOC|llup, — 7% u | EOC

k=0

83 2.95e-01 - 1.61e-01 -
319 2.11e-01 048] 8.45e-02 0.93
1247 1.48¢-01  0.51| 4.65e-02  0.86
4765 1.04e-01  0.51 2.44e-02  0.93
19280 6.84e-02  0.61 1.16e-02  1.07
75181 4.22e-02  0.70| 5.48e-03 1.09

166 6.33e-02 - 2.56e-02 -
638 236e-02  142| 6.86e-03 1.90
2494 8.34e-03  1.50| 1.62¢-03  2.08
9530 2.87e-03  1.54| 3.52e-04 2.20
38560 | 9.34e-04 1.62| 7.07e-05 232
150362| 2.99e-04  1.64| 1.35¢-05 2.39

249 7.24e-03 - 2.54e-03 -
957 1.24e-03  2.55| 3.15e-04  3.01
3741 2.18e-04  2.51 3.49e-05  3.17
14295 4.00e-05 2.45| 4.18¢e-06  3.06
57840 6.30e-06  2.67| 3.90e-07 342
225543| 1.00e-06  2.65| 3.68e-08 3.41

332 5.59e-04 - 1.81e-04 -
1276 5.19e-05 343 1.17e-05  3.95
4988 5.14e-06  3.34| 7.62e-07 3.94
19060 4.32e-07 3.57| 3.96e-08 4.27
77120 3.41e-08  3.66 1.91e-09  4.37
300724 2.83e-09  3.59| 9.95e-11  4.27
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Table 3.3: Convergence results for the two-dimensional test case of Section 3.3.1,

v = le+03

Naot.n | lluy, = 2, b, EOC|llup, — 7% u | EOC

k=0
83 | 3.66e01 - | 145e01 -
319 | 1.84e-01  099| 3.56e-02  2.03
1247 | 897e02  1.04| 854e03 2.06
4765 | 4.59-02  097| 2.18e-03 197
19280 | 2.29e¢-02  1.01| 5.38-04 2.2
75181 | 1.16e-02 098] 1.38e-04 197
k=1
166 | 59902 - | 16202 -
638 | 15202 1.97| 2.16e-03 291
2494 | 3.87e-03  198| 2.59%-04  3.06
9530 | 1.00e-03 195 3.48-05  2.90
38560 | 2.49e-04  2.01| 433e-06 3.01
150362 6.35¢-05  1.97| 5.61e-07  2.95
k=2
249 | 68903 - | 17803 -
957 | 896e-04 2.94| 1.07e04 4.06
3741 | 112e-04  3.00| 6.82-06 3.97
14205 | 1.43¢-05 297| 4.35¢-07 3.97
57840 | 1.79e-06  3.00| 2.72e-08  4.00
225543 233e-07  2.94| 180e-09 3.92
k=3
332 | 667¢-04 - | 15504 -
1276 | 3.81e05 4.13| 431e06 5.7
4988 | 2.44e-06 3.97| 1.36e-07 499
19060 | 1.66e-07  3.88| 4.68¢-09  4.86
77120 | 1.00e-08  4.05| 142e-10 5.5
300724 6.54e-10  3.94| 240e-11  2.56
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Table 3.4: Convergence results for the three-dimensional test case of Section 3.3.2,

y=1

Naot.i |y, = 2, b EOC|llup, — 70*u || EOC

k=0

432 3.89e-01 - 1.40e-01 -
3264 1.93e-01 1.01 2.97e-02  2.23
25344 9.70e-02  0.99| 6.24e-03  2.25
199680 487e-02 099 9.67e-04  2.69
1585152 2.44e-02  1.00| 2.28e-04  2.08

1296 1.11e-01 - 3.12e-02 -
9792 2.95e-02 191 4.07e-03 294
76032 7.53e-03 197 5.17e-04 297
599040 1.89¢-03  1.99| 6.54e-05 298
4755456 4.75e-04  2.00| 8.22-06 2.99

2592 2.13e-02 - 5.31e-03 -
19584 2.78e-03  2.94| 3.6le-04 3.88
152064 3.55e-04 297| 23le-05 3.96
1198080 4.50e-05  2.98 1.47e-06  3.97
9510912 5.65e-06  2.99| 9.28e-08  3.99
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Table 3.5: Convergence results for the three-dimensional test case of Section 3.3.2,
v = 1e-03

Naot.i |y, = 2, b EOC|llup, — 70*u || EOC
k=0

432 4.15e-01 - 2.55e-01 -

3264 3.47e-01  0.26| 1.77e-01  0.53
25344 248e-01 049 941e-02 091
199680 1.69e-01  0.55| 4.70e-02  1.00
1585152 1.10e-01  0.62| 2.32e-02 1.02

1296 1.57e-01 - 6.81e-02 -
9792 5.94e-02 140 1.70e-02  2.00
76032 2.11e-02  1.49| 4.05e-03  2.07
599040 7.23e-03  1.54| 8.74e-04 221
4755456 2.39e-03  1.60 1.72e-04  2.34

2592 2.75e-02 - 9.45e-03 -
19584 5.47e-03 233 1.38¢-03  2.77
152064 | 9.56e-04  2.52| 1.56e-04 3.14
1198080 1.63e-04  2.55 1.64e-05  3.26
9510912 2.68e-05 2.60| 1.58e-06  3.37
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Table 3.6: Convergence results for the three-dimensional test case of Section 3.3.2,

y=1

Naot.i |y, = 2, b EOC|llup, — 70*u || EOC

k=0

432 3.89e-01 - 1.40e-01 -
3264 1.93e-01 1.01 2.97e-02  2.23
25344 9.70e-02  0.99| 6.24e-03  2.25
199680 487e-02 099 9.67e-04  2.69
1585152 2.44e-02  1.00| 2.28e-04  2.08

1296 1.11e-01 - 3.12e-02 -
9792 2.95e-02 191 4.07e-03 294
76032 7.53e-03 197 5.17e-04 297
599040 1.89¢-03  1.99| 6.54e-05 298
4755456 4.75e-04  2.00| 8.22-06 2.99

2592 2.22e-02 - 5.53e-03 -
19584 2.85e-03 296 3.68e-04 391
152064 3.62e-04 298| 233e-05 398
1198080 4.58e-05  2.98 1.48¢-06  3.98
9510912 5.75e-06  2.99| 9.29e-08  3.99




Chapter 4
Complements on pure diffusion

This chapter covers advanced topics on HHO methods for linear diffusion problems.

In Section 4.1 we derive a posteriori error estimates for the HHO discretisation
(2.48) of the Poisson problem. We prove a reliable (and, in the case of simplicial
meshes, also guaranteed and fully computable) upper bound of the error in terms of
residual-based estimators. We next show that the estimate is both locally and globally
efficient, meaning that the estimators are in turn controlled by the discretisation error.
We finally investigate the numerical performance of an adaptive algorithm where
local mesh refinement is driven by the estimators derived in the previous sections.

Section 4.2 considers the case of a diffusion model where, contrary to the situation
covered in Section 3.1, the diffusion coefficient is allowed to vary inside each cell.
Designing an HHO scheme for such a model requires a different approach from the
one taken in Section 3.1, based on a new gradient reconstruction operator. After
introducing the HHO scheme based on this reconstruction, we prove optimal error
estimates, in both the energy- and L?-norms.

4.1 A posteriori error analysis

A priori error estimates such as (2.62) are useful to assess the rate of convergence of
the method, but the bound they provide is not computable as it involves the (unknown)
exact solution u. It is often useful to establish computable estimates of the error
between the approximate and exact solution, which is precisely the goal of a posteriori
error analysis. A particularly important application of a posteriori error estimates is
mesh adaptation, as briefly discussed hereafter. For smooth enough exact solutions,
increasing the polynomial degree k in HHO methods yields a corresponding increase
in the convergence rate; see, e.g., the a priori error estimates proved in Section 2.3
and the numerical tests in Section 2.5. However, when the regularity of the exact
solution is insufficient, the order of convergence is limited by the latter instead of the
polynomial degree. To improve this situation (and, possibly, restore optimal orders of
convergence in terms of error vs. the number of degrees of freedom), one can resort

133
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to local mesh adaptation. This is typically carried out by using local a posteriori
error estimators to mark the elements where the error is larger, and by refining the
computational mesh based on this information.

In this section, we present energy-norm a posteriori error estimates for the HHO
discretisation (2.48) of the Poisson problem (2.2) recalled hereafter: Find u € H(} (Q)
such that

a(u,v) = (Vu,Vv) = (f,v) Vv € Hy(Q), 4.1

where f € L?(Q) denotes a given source term. We follow the residual-based approach
of [160]; see also [161, Section 3.4]. The rest of this section is organised as follows:
in Section 4.1.1 we prove a reliable (and, in the case of simplicial meshes, guaranteed
and fully computable) upper bound on the discretisation error; in Section 4.1.2 we
prove local and global efficiency by showing that the error estimator is (locally or
globally) bounded by the discretisation error; finally, in Section 4.1.3 we numerically
demonstrate the performance of an automatic mesh adaptation algorithm driven by
our a posteriori error estimators.

4.1.1 Energy error upper bound

Denote by u the unique solution of the Poisson problem (2.2), and by u, € Qlfz,o
its HHO approximation obtained solving (2.48). Recalling the definition (2.63) of
the global reconstruction operator pfl“, the goal of this section is to prove an upper
bound of the discretisation error of the form

IVA(py y, — 0l < & 4.2)

where the hidden constant is independent of the meshsize and of the problem data,
while the quantity & is computable in terms of the discrete solution and of the
problem data only. An a posteriori error estimator that satisfies property (4.2) is said
to be reliable. At least for simplicial meshes, we will aim at a stronger property than
reliability, namely we want to obtain an estimate of the form

IVa(ps*'u, —wll < &,

where the difference with respect to (4.2) is that no undetermined constant appears
in the right-hand side, so that the bound is guaranteed and fully computable. To this
purpose, we recall the following local Poincaré—Wirtinger (see Remark 1.45) and
Friedrichs inequalities, valid for all T € 7, and all ¢ € H(T):

le = n2°llr < Corhr(IVellr, (4.3)
1 1
le = 73 %llor < CZ 21 Velir. (4.4)

It was proved in [42, 246] that the real number Cp 1 in (4.3) can be taken equal
to 7' if T is convex. The real number Cer in (4.4), on the other hand, can be
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defined by Cgr = Cp7(hr|0T |a-1/|T1a)(2/d + Cp ) it T is a simplex (see [150,
Section 5.6.2.2]).

We extend the continuous bilinear form a to H'(7;) x H'(7;,) by replacing the
standard gradient operator V with its broken counterpart V;, defined by (1.20). For
any integer / > 1 and any broken polynomial function v;, € P!(7;) we then define
the residual R(v,) € H™'(Q) such that, for all ¢ € Hy(Q),

(ROvn),@)-1,1 = alu—vp, @) = (f, @) — a(vp, @), 4.5)

where (-,-)_1.1 denotes the duality pairing between H~'(Q) and Hé (Q). Our starting
point to derive a guaranteed and fully computable upper bound on the discretisation
error is contained in the following lemma, inspired by [215, Lemma 4.4]; see also
[150, Lemma 5.44] and [160, Lemma 7].

Lemma 4.1 (Abstract estimate). Let u € Hé (Q) solve (2.2). Then, for any integer
1 > 1 and any broken polynomial function vy, € PL(73), it holds that

2

IVaw=v)l < inf [Vile-w)IP+| s (ROw@)-11] - 46)
eeH}(Q) 0eH}(Q),[|Vell=1

Remark 4.2 (Nonconformity and residual terms). In (4.6), the difference between the
exact solution u of the Poisson problem and a generic broken polynomial function
vy, is estimated by two terms: the first one measures the nonconformity of v, (i.e.,
the difference between v, and the closest element of H(} (Q)); the second measures
how far v, is from being a solution to the Poisson problem in terms of the dual norm
of the residual (4.5).

Proof. Lety € H}(Q) be such that

a,¢) = avn@) VYo € Hy(Q). (4.7)

We observe that ¢ is well-defined since the bilinear form a and the linear form
Hé (Q) 3 ¢ — a(vy,¢) € R satisfy the assumptions of the Lax—Milgram Lemma
2.20. We have the following characterisation of ¢:

IVi(n =)I> = inf (V5(v ~ @I, 4.8)
peH}(Q)

which can be inferred observing that (4.7) is the Euler equation for the minimisation
problem (4.8); see, e.g., [12, Chapter 10]. Additionally, by definition (4.1) of the
bilinear form a(-, -), it holds that

alu—y,u—1y)
Sl L A sup a(u— 4, )
IVaG =l perp@ivel=1

IVn(u—y)ll =
4.9)

sup (R(vn), ©)-1,1,
peH (@] Vel|=1
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where the conclusion follows using the linearity of a in its first argument together
with the definitions (4.7) of ¢ and (4.5) of R(vy). Finally, since (v, — i) is by
definition a-orthogonal to the functions in H& (Q), using the Pythagorean theorem
we have that

V3= vi)lI? = IVa(n = 0)IP + [V = )]

To conclude, it suffices to use (4.8) and (4.9), respectively, to bound the terms in the
right-hand side. O

We are now ready to prove the upper bound on the discretisation error.

Theorem 4.3 (A posteriori error upper bound). Let M;, denote a polytopal
mesh in the sense of Definition 1.4, and let an integer k > 0 be fixed. Let
u € Hg (Q) and u,, € Q}’i’o denote the unique solutions to problems (2.2)
and (2.48), respectively, with local stabilisation bilinear forms sy, T € Ty,
satisfying Assumption 2.4. Then, it holds that

1

Z (aﬁC’T + (&res,T + Ssta,T)z)l 2 . (4.10)

TeT,

IVappuy, —w)ll < & =

with local nonconformity, residual, and stabilisation estimators such that, for
allT € T,

Ener = IV up — up)llr, “.11a)
gres.r = Corhr |(f + Ap§ up) = 7 °(f + ApF  up)lr, (4.11b)

2

, (4.11c)

1 1
. 2 D) k 2
Esta, T = Clg’Th%( § ”RTFET”F
Fe%r

*

where u, is an arbitrary function in H(} (Q) and, for all F € Fr, the boundary
residual operator R% IS defined by (2.59).

Remark 4.4 (Nonconformity estimator). To compute the nonconformity estimator
&nc,T» WE can obtain an Hé (Q)-conforming function ”Z from the HHO solution u,,
by applying the node-averaging operator, described hereafter, to the global potential
reconstruction pfl”g ,, (see (2.63)). The node-averaging operator has been considered
in the context of a posteriori error estimates for nonconforming Finite Element
methods in, among others, [5, 213].

Let an integer / > 1 be fixed. When M;, = (7, %) is a matching simplicial

mesh in the sense of Definition 1.7, the node-averaging operator Z_ lv,h : PH(T,) —

PH(T) N H& (Q) is defined by setting, for each Lagrange interpolation node N (see,
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e.g., [182, Section 1.2.3] or [77, Section 3.2]),

1 .
hvh)(N) = MT;-N(WI)W(N) if N € Q,

0 if N € 0Q,

&

1
av,

where the set 7y C 7, collects the simplices to which N belongs. We then set

i, = 20 @.12)
The generalisation to polytopal meshes can be realised applying the node averaging
operator to p’;l“gh on a matching simplicial submesh of 7, (whose existence is
guaranteed for regular mesh sequences, see Definition 1.9).

For further use, we note the following result proved in [213] for matching simpli-
cial meshes: For all v, € P/(7;) and all T € T, denoting by ¥ 1 the set of mesh

faces that have at least one vertex in common with T (see (4.22) below),

vn = vnll s D7 helllvalellF (4.13)
FE(FN,T

with hidden constant independent of 4 and T, but possibly depending on d, o, and [,
and jump operator defined by (1.21) and extended to boundary faces F € 7—;"’ setting
[vilF = vj. Following [150, Section 5.5.2], (4.13) still holds on regular polyhedral
meshes when the node-averaging interpolator is defined on the matching simplicial
submesh of Definition 1.9; see Section 7.3.2.

Proof (Theorem 4.3). Set, for the sake of brevity,
R = R(pj," ).
It follows from Lemma 4.1 that it holds for all u; € H(} (Q),

2

IVh(py iy, = wI* < IVA(P) T wy, — up)lI* + sup (Ryp)_11| » (4.14)
@EH}H(Q),|Vel=1

where we have used the fact that u;, is arbitrary in H(} (Q) to estimate the infimum in
the right-hand side of (4.6). We denote by T and T, the addends in the right-hand

side of (4.14) and proceed to bound them.

(i) Bound of ¥,. Recalling the definition (4.11a) of the nonconformity estimator, it
is readily inferred that

=) e (4.15)

TeT,

(i) Bound of T,. We estimate the argument of the supremum in T, for a generic
function ¢ € HO1 (Q) such that ||V¢l|| = 1. Using an element by element integration



138 4 Complements on pure diffusion

by parts for the second term in the right-hand side of (4.5) with v;, = p’;l“ u,, we
obtain

(Rog)i1= ) ((f+Ap’}“zT,so)T - > (Vo5 ug e @)F | (416)
TeTh FeFr

Let now #, € Qlfl’o be such that ¢7 = ng’ogo forall T € 7, and ¢ = n%kgom for
all F € . Note the usage of two different polynomial degrees in the elements and
on the face. We have that

D@ + AP ) o = D (F + Apk T ug np )
TeT, TeT,

= Z (f + AP up, or)r
TeT,

= Z (aT(ZT,fT)"' Z (VP5'uy - nrp.or)r |,

TeTh FeFr

where we have used definition (1.56) of ﬂ%o in the first line and the discrete problem
(2.48) withy, = ®, together with an element by element integration by parts and the
factthat Vor = Oforall T € 7}, to conclude. Expanding a7 according to its definition
(2.15) and using the definition (2.11a) of p4*! with v, = @ andw = P51, for the
consistency term, we obtain

D7 O + Apk ), o)

TeT,

= Z (ST(ZT’ET)"‘ Z (Vp’}“gT-nTF,SD)F), 4.17)

TeTn Fe¥r

where we have used the fact that (Vp?“gTh purp € PX(F) together with the

definition (1.56) of n%k to write ¢ instead of ¢ = n%k ¢|F in the boundary term.
Summing (4.17) and (4.16), and rearranging the terms, we arrive at

(Rog)i1= ) ((f + ApE uy = 70O(F + AP up), 0 — or)r + ST(ZT’fT))
TeT,

Y (T + Ta(T)), (4.18)

TeT,

where we have used the definition (1.56) of n(T)’O to insert g7 = ng’ogp into the first
term. Let us estimate the addends inside the summation. Using the Cauchy—Schwarz
and local Poincaré (4.3) inequalities, and recalling the definition (4.11b) of the
residual estimator, we readily infer, for all T € 7y, that

[T21(T)| < s, IVollr- (4.19)
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On the other hand, recalling the reformulation (2.61) of the local stabilisation bilinear
form sy we have, for all T € 7y,

T2 =| Y (REpity. ¢ — ¢1)F| < arl Vel (4.20)

Fe¥r

where we have used the fact that RS .u,. € P¥(F) together with the definition (1.56)
of ﬂ%k to write ¢ instead of pF = ﬂ%k ¢|F inside the boundary term, and the Cauchy—
Schwarz and local Friedrichs (4.4) inequalities followed by definition (4.11c) of the
stability estimator to conclude. Using (4.19) and (4.20) to estimate the right-hand
side of (4.18) followed by a Cauchy—Schwarz inequality on the sum over T’ € 7} and
IVe|| = 1, and plugging the resulting bound inside the supremum in T,, we arrive
at

I < Z (5res,T + 8sta,T)2~ (4.21)
TeT,
(iii) Conclusion. Plug (4.15) and (4.21) into (4.14). O

4.1.2 Energy error lower bounds

In practice, we want to make sure that the error estimators are able to correctly
localise the error (for use, e.g., in adaptive mesh refinement) and that they do not
overestimate it. The goal of this section is precisely to show that the error estimators
defined in Theorem 4.3 are efficient, i.e., that they are controlled by the error. We
start by proving local efficiency, meaning that the error estimators on a given mesh
element 7 € 7}, are bounded by the approximation error on a patch of elements
surrounding 7. This shows that the a posteriori estimate is suitable to drive local
mesh refinement. We next show global efficiency, expressed by an inequality of the

form
k+1

& s Vi), uy, =l + luy ls.n
with seminorm || j, defined by (2.40) and hidden constant independent of both the
meshsize and the problem data. This inequality guarantees that the estimated error
does not depart from the actual discretisation error.
Let a mesh element 7 € 7}, be fixed, and define the following sets of elements
and faces sharing at least one node with 7"

T = {T’e'i,; : T'm?ﬂ)}, Far = {Feﬁ : FmaTﬂ)}. 4.22)

The following proposition contains useful geometric bounds for these sets.

Proposition 4.5 (Geometric bounds for 7y 7 and Fu 7). Let (Mp)peqs denote
a regular sequence of polytopal meshes in the sense of Definition 1.9. Then, the
following bounds hold with hidden constants depending only on d and o:
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(i) Number of elements and faces sharing a node with T. For all h € H and all
T € Tp,
max (card(7x,7), card(Fu,1)) < 1. (4.23)

(ii) Diameter of the faces sharing a node with 7. For all h € H and all T € Ty,
hr Shr  VF € Fnr. (4.24)

Proof. (i) Number of elements and faces sharing a node with T. Let us first assume
that, for all h € H, My, = (T, Fr) is a matching simplicial mesh in the sense of
Definition 1.7. Then, the shape regularity condition (1.3) implies that, for all » € H
and all T € 7j,, the smallest solid angle of T is bounded from below by a real number
depending only on the mesh regularity parameter o. As a consequence, for each
vertex a of T, the cardinality of the set of mesh elements to which a belongs is
bounded from above uniformly in £, i.e., card{T" € 7}, : a € T’} < 1. Since each
mesh element in 7 7 shares at least one vertex with 7, and T has a finite number
(equal to d + 1) of vertices, this means that card(7x.7) < 1. On the other hand, since
card(Fyr) < (d + 1) card(Tn. 1), this also implies card(Fu 1) < 1.

Letus now turn to the case when My, is a general element from a regular polytopal
mesh sequence and, for every h € H, denote by i, the corresponding matching
simplicial submesh in the sense of Definition 1.8. Let # € H and T € 7y, be fixed.
Then, for all 7 € Ty, the set of simplices contained in 7, owing to the uniform
bounds for matching simplicial meshes there holds

cardTy-) 1 with Ty, ={r' €Ty, : N7 0} (4.25)
The uniform bound on card(7x,7) then follows observing that

card(Ty.r) < Z card(Ty ) < card(ilr)iré%x card(Ty ) S 1,
T

TeIT

where, to conclude, we have bounded the first factor using (1.9) and the second using
(4.25). A similar reasoning, whose details are left to the reader, yields the uniform
bound on card(Fy. ).

(ii) Diameter of the faces sharing a node withT. Let h € H,T € T, and F € Fn.r
be fixed. Then, either F € 7 and (4.24) is trivial, or there exist two finite sequences
(Fy)o<i<n C F, /(’/+T1 and (T;)1<i<n C TA’;”“TI with no repeated elements such that Ty = T,
Foefr,F, =Fand forall0 <i <n-1, F € 1, N ¥r,,,. Recalling (1.6), we
have forall0 <i <n-1,

1

hr. 27

i+l

< hTi+l < hFi'

Iterating this inequality, we infer that

1\" 1\
hp < | —| hp < |—1| &r,
F_(292) F°_(292) ’
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where the last inequality follows from Fy € 7. Since n < card(7x,7) < 1 owing to
the bounds proved in Point (i), (4.24) follows. a

We also note the following technical result.

Proposition 4.6 (Estimate of boundary oscillations). Forall T € Tj,, all ¢ € H'(T)
and all F € Fr, it holds that

_1
hi e = m el < Vel (4.26)
with hidden constant independent of h, but possibly depending on d, o, and k.

Proof. We write

0,k 0,k

0.k 1
e ollr + I7%% o — 2% ollr s h2IVellr,  4.27)

0,k
T

le—nmg ellr < llp-=

where we have inserted iﬂg’kga and used the triangle inequality to obtain the first
bound, and we have concluded invoking the trace approximation property (1.73) of
ﬂg’k (with p = 2, m = 0 and s = 1), the property hr < hr (see (1.6)), and the

. - 0,k 0.k
boundedness (2.9) of the interpolant [’ ]} after noticing that |7 ¢ — 72" ¢llF <

1
hillLrelhr. O

Theorem 4.7 (A posteriori local error lower bound). We let the assumptions
of Theorem 4.3 hold and further assume, for the sake of simplicity, that

(i) The H&-conforming reconstruction u, is obtained as described in Re-
mark 4.4, using the node-averaging operator on the matching simplicial
submesh My, = (T, &n) of My = (Tn, 1) of Definition 1.9;

(ii) We have, for the forcing term, f € P**1(T).

Then, it holds for all T € Ty,

one,r < (I1V 0 1y, = 0llwr + bt ) (4.28a)
Eres.r S IV ug — )iz, (4.28b)
&1 S lupls,r, (4.28¢)

with hidden constants possibly depending on d, o, and on k, but independent

of both h and T. For all T € Ty, ||-||n.1 denotes the L>-norm on the union of

the elements in Ty . and we have set, with stabilisation seminorm |-|s T such
k .

that, for all v,. € U7, |KT|s2,T = st (Vp, V)

1
2

. 2
wplonr = > luply
T/€77\I,T
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Proof. Let a mesh element T € 7}, be fixed.

(i) Bound (4.28a) on the nonconformity estimator. Using the inverse Sobolev em-
bedding (1.49) with X = T, p = 2, m = 1, and r = 0 together with the estimate
(4.13) and (4.24), we infer from (4.11a) that
I e | T | S W =i [ s R P 3 (4.29)
FefnT

&

Using the fact that [u]r = Oforall F € 7, (use Lemma 1.21 for F € 7—2 and recall that
[u]lr = u|p =0forall F e ?'b since u € Hy(Q)) to write [p*'u, 1r = [ph+u, —ulF,

inserting JTF [pk“uh]p - nF [pk“uh — u]r = 0 inside the norm, and using the
triangle inequality, we have for all F € Fy 1,

k+1 k 1 k+1
1D+, e lle < Nk, = ule = 73 [0l wy, = ulrlle + 170 D 1, el
k+1 s k+1 k+1
< Ik g =) = 2 okt up, = w)lr + |73 pf 1 e,
T €Tr

where we have expanded the jump according to its definition (1.21) and used a
triangle inequality to pass to the second line. Plugging the above bound into (4.29),

and using multiple times (4.26) with ¢ = (p&'u;, — u) for T’ € Tx.1, we arrive at

2 k+1 -1 k+1 2
e S IVa@f - wir + Y by Iof w1
FeFn,T

To conclude, we proceed as in the proof of Lemma 2.31 to prove that the last term
is bounded by |u,, |S2 N7 Up to a constant independent of 4.

(ii) Bound (4.28b) on the residual estimator. We use classical bubble function tech-
niques, see e.g. [270]. For the sake of brevity, we let rr == fir + Ap’}“ur and recall
that Tp == {t € T, : 7 C T} denotes the set of simplices contained in 7. For all
T € I, welet by € H(]) (1) be the element bubble function equal to the product of
barycentric coordinates of T and rescaled so as to take the value 1 at the centre of

mass of 7. Letting yr := b,rr for all T € T, the following properties hold [270]:

Y7 =0 on dr, (4.30a)
lrrllZ < (rrstie )z, (4.30b)
”l!/‘r”‘r < ||rT||T' (4.30c)

We have that
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2l s ) v

TEIT TeIT

D (V- pf g, Ve )e

TEIT

2
lrr |y

(4.31)

1

IV = ki) e ( > h?ﬂmui)

TEIT

IA

-1 1
< he IV = pr" up)lir llrrllr,

where we have used property (4.30b) in the first line, the fact that f = —Au a.e. in
Q) together with an integration by parts and property (4.30a) to pass to the second
line, the Cauchy—Schwarz inequality together with the inverse Sobolev embedding
(1.49) with X = 7, p =2, m = 1, and r = 0 to pass to the third line, and (4.30c)
together with the fact that h;! < (ohy)~! for all T € Tz (see Definition 1.9) to
conclude. Recalling the definition (4.11b) of the residual estimator, observing that
lrr — ﬂg’orr llr < 2|77 |lr as a result of the triangle inequality followed by the L(T)-
boundedness of 71';)30 expressed by (1.70) with X =T, P = PO(T), p=2andm=1,
and using (4.31), the bound (4.28b) follows.

(iii) Bound (4.28c) on the stabilisation estimator. Using the definition (2.59) of
the boundary residual operator EST with v, = u, and @,y = _hTEéTET =
(=hr RY .uy ) p ey together with the property (2.58) with v, = (0,(=hr Rk -ty ) Fegy ),
the stabilisation estimator (4.11c) can be bounded as follows:

Esztaj = CF,TST(ET’(O’_hTEZTET)) < IZTls,TKO,_hTBgTZTNs,T- (4.32)

On the other hand, from the seminorm equivalence (2.16), the fact that h;l < h}l
(cf. (1.6)), and the definition (4.11c) of &g, 7, it is inferred that

1

3 1

1 _ n\* -1

|(0a_hTB§TZT)|S,T < n2 Z hFIHhTR;FHT”%) < (E) CF}Ssta,T-
FeFfr

Using this estimate to bound the right-hand side of (4.32), (4.28¢) follows. a

An immediate consequence of the local lower bounds is that the following global
lower bound holds.

Corollary 4.8 (Global lower bound). Under the assumptions of Theorem 4.7, it
holds that

1

2
2 2 1
2 (82r + e + 2var) )] < (194w, = )l + 1y o)
TeT,

with hidden constant independent of h and f, but possibly depending on d, o and k.
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4.1.3 Numerical examples: A posteriori-driven mesh adaptivity

In this section we illustrate the performance of the following adaptive HHO Algo-
rithm 1 based on the error estimators of Theorem 4.3.

Algorithm 1 Pseudocode of the automatic mesh adaptation procedure.

1: Set a tolerance € > 0 and a maximum number of iterations Nyax

2: Generate an initial coarse mesh 7;50), set n « 0, and let 7;1(") — ’7;50)
3: repeat

4:  Solve the HHO problem (2.48) on 7;1(")

5: forT ¢ ‘7;1(") do

ST

6: Compute and store the local estimator & = [sﬁc’T + (Eres.T + ssm,T)z]
7:  end for
8 forT ¢ ‘7:'” do
9: if 777 is among the 5% elements with the largest local estimator then
10: Set a target diameter of hr /2
11: else
12: Set a target diameter of hr
13: end if
14: end for
15: Set n < n + 1 and generate a novel mesh 7;1(") by using the target element diameters

16: until 7 < € or n > Npax

We consider in what follows a numerical test case taken from [160] and based
on Fichera’s exact solution of [192] on the etched three-dimensional domain Q =

(=L 1>\ [0, 1]
u(x) = ‘4le2 + x% + x%,

with right-hand side

Bl

f=—§(xf+x§+x§)

In this case, the gradient of the solution has a singularity at the origin which prevents
attaining optimal convergence rates even for k = O (since the regularity requirements
detailed in Theorems 2.28 and 2.32 are not matched). The stabilisation bilinear form
used in the computations results from the hybridisation of the Mixed High-Order
method of [146], see (5.91) below.

4.1.3.1 Adaptively refined matching tetrahedral meshes
We first consider matching tetrahedral meshes obtained using the open source soft-

ware Netgen [254]. At each refinement iteration, a new mesh is generated by speci-
fying the target local meshsize at the barycentres of the elements.
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(a) Energy-error vs. Ngof (b) L?-error vs. Ngof

Fig. 4.1: Error vs. Ngor for the test case of Section 4.1.3.1. The triangles represent
reference slopes corresponding to the optimal convergence rates.

In Fig. 4.1 we plot the numerical error versus the number of degrees of freedom
(DOFs) Ngof (cf. (B.12c¢)) for the Fichera problem on uniformly and adaptively refined
mesh sequences for polynomial degrees up to 2. Notice that, when considering
adaptive mesh refinement, we evaluate convergence in terms of error versus the
number of DOFs since the global meshsize & may not vary from one refinement
level to another. The convergence curves for uniformly refined mesh sequences show
that the order of convergence is clearly limited by the solution regularity. When using

adaptively refined mesh sequences, on the other hand, we recover optimal orders of
(k+1) (k+2)

convergence of N d? and N d? (with d = 3) for the energy- and L?-norms of the
error, respectively. This shows that the adaptive Algorithm 1 is capable of restoring
optimal orders of convergence.

In Fig. 4.2 we display the energy error vs. the total computational wall time,
including the pre-processing (mesh generation and creation of the connectivity), the
assembly of the sparse matrix (including static condensation, see Section B.3.2),
the solution of the linear system, and the post-processing (reconstruction of the
element unknowns and error computation). These computations were run on a laptop
equipped with an Intel Core i7-3720QM processor clocked at 2.60GHz and 16Gb
of RAM. The global linear systems are solved with the algebraic multigrid solver
AGMG [244], and the iterations are stopped once the relative residual reaches 1-1078.
While the displayed times obviously depend on both the implementation and the
machine used to run the tests, the plot gives a clear indication that the combined use
of high polynomial orders and a posteriori-driven mesh adaptation leads to a better
use of the computational resources with respect to non-adaptive strategies.
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Fig. 4.2: Energy error vs. computational wall time.

4.1.3.2 Adaptive mesh coarsening

We next considered adaptively coarsened meshes in the spirit of [17, 36]. The idea
consists here in starting from a fine mesh (chosen, e.g., to accurately represent the
geometric features of the domain or to capture the finest scales in the solution) and
solve the problem on a coarsened mesh obtained by selectively merging the fine
elements into polyhedral conglomerates; see Fig. 4.3. If the coarsening procedure is
well-designed, one can achieve a precision comparable to that of a computation on
the fine mesh, but for a smaller number of DOFs.

In our case, we start from a tetrahedral mesh consisting of 51,534 nodes and
2.72 - 107 tetrahedra, and we create an initial agglomerated mesh with a modified
version of MGridGen! [235] by setting a typical agglomeration target of 1,024
tetrahedra per coarse element. An adaptive mesh sequence is then generated by
locally reducing the meshsize using the same procedure as for the standard meshes
considered in the previous section. Fig. 4.3a shows on the left the initial polyhedral
mesh and on the right the one obtained at the final refinement step. Fig. 4.3b displays
the fields u; defined as in Remark 4.4 (i.e., by an averaging interpolation on the
matching simplicial submesh) corresponding to the two meshes of Fig. 4.3a.

In order to assess the performance of the adaptive coarsening procedure, we
compare the results with a sequence of meshes obtained by uniform coarsening of
the same initial mesh (i.e, the size of the agglomerated elements is not adapted in
accordance with the distribution of the error). Fig. 4.4 shows the energy- and L>-
errors as functions of the number of DOFs on both the adaptively and uniformly
agglomerated mesh sequences. In Fig. 4.4a, one can see that a similar precision in

! The authors are grateful to Lorenzo Botti and Alessandro Colombo (Universita di Bergamo) for
providing this modified version of MGridGen.
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(a) Left. Initial coarse mesh with agglomerated elements containing about 1,024 tetrahedral ele-
ments each. Right. Final adaptive mesh.
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(b) Left. Interpolated potential u;, (cf. Remark 4.4) on the first mesh of Fig. 4.3a. Right. Potential

5

u;, on the second mesh of Fig. 4.3a.

Fig. 4.3: Numerical results with adaptive mesh coarsening for k£ = 0.

the energy-norm as the one achievable on the fine mesh is obtained for less than half
the number of DOFs. The gain is even larger when considering the L?-norm. For
both norms, the error stagnates when the accuracy made possible by the initial mesh
is approached. To further reduce the error, one would need to adaptively refine the
initial mesh.
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Fig. 4.4: Error vs. Ngofs for the test case of Section 4.1.3.2 and comparison with
uniformly coarsened meshes.

4.2 Locally variable diffusion

We consider here the same model as (3.3), which we recall for the sake of readibility:

~V(KVu)=f inQ, (4.33a)
u=0  ondQ. (4.33b)

The source term f belongs to L?(€2), and the diffusion tensor K : Q — R%X? is

sym
measurable, uniformly bounded and elliptic, that is, there are two strictly positive
real numbers E and K such that

K <K(x)¢é-€ <K. (4.34)

Contrary to Section 3.1, however, we do not assume that K is piecewise constant
on a partition of Q. We recall that the weak formulation of problem (4.33) is: Find
ue H& (Q) such that

ak (w,v) = (fiv) Vv e Hy(Q), (4.35)
with bilinear form ag : H'(Q) x H'(Q) — R defined by

ag (u,v) = (KVu,Vv).
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4.2.1 Discrete gradient

As seen in previous chapters, HHO schemes are built from local bilinear forms made
of two components: a consistent contribution, and a stabilisation term. Consider-
ing the case of the linear Poisson equation, for example, the consistent component
(Vp’}+1 Vs Vp?r1 Vo)1 in (2.15) is constructed using the gradient of the local recon-
struction p?“. The definition (2.11a) of Vp?’rl v through gradients of functions in
P**1(T) is essential, in the analysis of the consistency error, to cancel out volumetric
terms by recasting ay, (I ';l w, v, ) under the form (2.45). This recasting is made possible
precisely because, in the consistent component of aT(liw, V), Vp/;r1 V- appears in
a scalar product with Vp&:*! Ik w, which lies in VPK*I(T).

In Section 3.1 we considered diffusion equations with a diffusion coefficient that
could be anisotropic in each cell. Similar considerations as above led us to define
an oblique reconstruction operator p’;(“T through (3.22), to ensure a complete elim-
ination of the volumic terms between (3.50) and (3.51) in the consistency analysis.
The definition (3.22) is inspired by the formula (3.21), to ensure the commutativity
property (3.24) and thus the optimal approximation properties of the HHO scheme.
The formula (3.21) is however only exact if K is constant in the cell T — otherwise, the
L?*-orthogonal projectors on PX(T') and P¥(F) cannot be introduced in the right-hand
side of (3.20).

Hence, if K is allowed to vary in each cell, the approach in Section 3.1 has to be
revised. The main ingredient for the HHO discretisation in this case is a reconstructed
gradient in the space PX(T)?, instead of the subspace VP¥+!(T).

Let a mesh element T € 7j, be fixed. As usual, we start with an inspiring remark,
in a similar way as at the beginning of Sections 2.1.1 and 3.1.3.1. This time, however,
instead of showing that the elliptic or oblique elliptic projector of a function v can
be computed using its L>-projections on P¥(T) and P¥(F), we show that the L*(T)9-
projection of Vv can be computed using the projections of v. If v € W-!(T) and
7 € C®(T)4, an integration by parts gives

(W, o)y =-(v,V-1)r + Z (v, T-RTF)F.
Fefr

Specialising this relation to 7 € P¥(T)?, we can introduce the orthogonal projectors
using their definitions (1.56) and the fact that V-7 € P*"1(T) ¢ P*(T)and T |FITF €
PX(F) for all F € F7:

(@ Vv, ) = ~(p v, Vrr + Y (v Tonrp)e. (4.36)
FeFr

As announced, this gives a formula for the orthogonal projection of Vv on P¥(T)¢
using the orthogonal projections of v on PX(T') and of v on P¥(F) for all F € F7.
Following similar principles as in Section 2.1.1, and recalling that the unknowns
in Q’; precisely play the role of such projections, this leads to defining the local
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gradient reconstruction G}. : Uk — P¥(T)? such that, for all v,. € U,

(Ghvp D) = -0, Vo) + Y (v mnrp)r VT ePHOE (437)
FeFr

For future use, we notice that an integration by parts in the first term in the right-hand
side gives the following alternate definition of G'} V!

(Ghvp 7y = (Vor,T)r + Y (vp —vr,tmrp)r VT e BT (438)
Fefr

Remark 4.9 (Relation between G% and ps*l). Taking T = Vw with w € P*I(T)
in (4.37) and comparing with (2.11a), it is readily inferred that

(Ghv, = VP v, . Vw)r =0 Yw e PX*I(T). (4.39)

In other words, Vp’}+l vy is the L>-orthogonal projection of G’}KT on VP**I(T) c

PX(T)4. In the case k = 0, since VP!(T) = P(T)?, (4.39) implies that Gy, =
Vo7
Equations (4.36) and (4.37) show that G§ and [’ ? enjoy the following commutation

property (which differs from the commutation property V(pk*! o %) = Vﬁ;’k“,
see (2.14)):
(G o Iy =77 (Vv) W e WH(T). (4.40)

Fig. 4.5 illustrates this commutation property.

wii(r) — Y LY(T)d

k 0,k
k

G
Uf ———— P*1D)*

. . . . k
Fig. 4.5: Illustration of the commutation property (4.40) of G-

The analysis of the HHO scheme for (4.33) will require us to consider the L?(7T)?-
inner product of G’; v against functions 7 that are not necessarily in PX(T)4 (typically
because 7 = K|rA with A € PX(T)? and K T is not assumed constant). The formula
in the following lemma will be essential to manage these terms.

Lemma 4.10. For all v, € U and all T € L(T)? it holds

(GhvpDr = (Vor,o)r + ). (vF —vr, (x) 0)mre)p. (4.41)
FeT,
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Proof. Apply (4.38) to ng’k‘r € PX(T)? and notice that, since G’}KT and Vvy both
belong to PX(T)4, (G v, 2% 7)r = (GEv,,7)r and (Vvr, 235 T)r = (Vvr, 7)r.
O

4.2.2 Local and global bilinear forms

We make the following assumption.

Assumption 4.11 (Piecewise continuity of K) For each T € Ty, K1 can be ex-
tended into a continuous function over T, also denoted by K T

For T € 7, we denote by K7 and K, respectively, the maximal and minimal
eigenvalues of K7, and we define the local anisotropy-heterogeneity ratio as

(4.42)

Kt
ar = —.
=T

We also set, for T € 7, and F € Fr,
1
Krr = ||Kirarp-nrrlisF) = ||KfT'nTF||im(F)d, (4.43)

1 1 1
the second equality following from K 77 p-nrr = KlzTnTF-K‘ZTnTF = |K|2TnTF|2.
The discretisation space Q;‘l o defined in (2.36) is endowed with the following

norm, similar to the one used in Section 3.1: For all v, € Q’h‘ 0’

1
. 2
“‘_’h”l,K,h = (Z ”KTHI,K,T) ,

e (4.44)

1
2
1 K
2 TF 2
vzl k.7 = (||K;er||T+ 2 ||vF—vr||F)
FeFr F

The local bilinear form ag 7 : U% x UX — R is obtained as the sum of a consistent
term, based on the discrete gradient GI}, and of a stabilisation term, similar to the
one used in Section 3.1: For all u;, v, € Q;,

aK,T(ZTa ZT) = (K |TG§ZT7 GI;"KT)T + SK,T(ZT9 ZT)’ (4’4’5)

with stabilisation bilinear form defined as in (2.22) but with a scaling accounting for
the local diffusion strength:

K
skl vy)i= D) (e = 0. (Ofp = 0p)up)r. (446)
Fefr
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We recall that the difference operators 6? and 6§ 5 are given by (2.19). We note
that other choices of stabilisations terms could be made, following similar design
conditions as in Assumption 3.9.

As usual, the global bilinear form ag j, : U fl xU fl — Ris obtained by assembling

. k
the local forms: For all u;,, v, € U .

ag.n(u,,v,) = Z ag 1 (Up,vy)- (4.47)
TeT,

Associated to this bilinear form, we define the norm

1
v, ok .1 = ak 1 (v),,v,)2. (4.48)

Note that, even though this norm is still defined from ag j,, it is different from ||-||..x .»
(a difference we highlight by using a triple-bar notation) used in Section 3.1. There,

the bilinear form ag , was constructed using Vp];<+lr in the volumic terms; here, ag p

is built from G’}. The following lemma is the equivalent, for the bilinear form ag
defined above, of Lemma 3.15.

Lemma 4.12 (Properties of ax ). Under Assumption 4.11, the bilinear form ag
enjoys the following properties:

(i) Estimate of boundary terms in |-l k 7. It holds: For all T € Tj, and v, € Q;,

K
2 e =vrli < erak (g vy, (4.49)

FeFr

with hidden constant independent of h, T, Vr and K .
(it) Consistency. It holds for all r € {0,...,k} and w € Hé (Q) N H™**(T) such
that V-(KVw) € L*(Q),

1

2
. T 2+ 2
sup Exn(wiv)l < | Y Krhy |w|,,r+zm)
v €UK vyl n=1 Te7;,

(4.50)

1

2

| _1

[ D) ar D7 helKEVw)r - K Fapt (KVw)
TeTy, Fefr

>

where the hidden constant is independent of w, h and K, and the consistency
error Eg p(w;+) : Q;‘l o — Ris such that, for all v, € Q’h‘ .

Ex.n(wiv,) = —(V-(KVw),vy) — ak n(Ihw,v,,). 4.51)

Remark 4.13 (Estimate on ”VVTH% by ag 7(vs,v4)). In Propositions 2.13 and 3.13,
a full coercivity of the HHO bilinear form is established with respect to the corre-
sponding norms on U’ ﬁ o- In particular, not only the boundary terms are estimated as
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in (4.49), but an estimate of the volumic term is obtained. Such an estimate is also
possible here, but scales with a% instead of ar itself (compare with (4.49)):

1
IK - Vvrliy s afak (v vy)- 4.52)

Proof. (i) Estimate of boundary terms in |||l k r. Setting ¥, := I’}p’}”ZT, we have

Py = vy = 65y, (0K v )Fes) (see (2.20)), and thus
k k = =
e —vrllr < 107 pvy = 07y lle + Ve = vrllF.

Square this inequality, multiply by K7 x/hg, sum over F € Fr, and use K7 < K7
to get

A

KrF 2 Tos 12
§ h vk —vrllp < SK,T(KT’KT) +KT|Xh|1,5T
Fefr F

sk (v vy) + K| VpEtyv |12, (4.53)

A

where the conclusion follows by the boundedness (2.9) of IX with v = pk+ly. . As
seen in Remark 4.9, Vp&*!y. is an L*(T)?-orthogonal projection of G}v,.. Hence
IVPs vy lir < IGF vy lir and

Krr

2 57 k 2
2, o lve = vrlly < skrry) + KrllGhy I
Fe¥r F

1
S sk (v vp) +ar[K2Ghy, |17,

where we have used ||K%GI}KT||% > KTHG?gTH% and the definition (4.42) of ar
in the second line. Recalling the definition (4.45) of ag 7 and that a7 > 1, this
completes the proof of (4.49).

(ii) Consistency. Let v, € Q’,;’O such that [[v, [lkx,» = 1. Using element-wise

integrations by parts (justified because K Vw € H(div; Q), Vw € H'(7,)? and K r
is continuous) and (4.41) with v = (K Vw)r, we write

= (V-(KVw),vp)

= Z (KVw,Vvr)r + Z (KVWw)ir-n7p,ve = VT)F
= Ferr

= Z (KVw, G'}KT)T
TeT,

+ 0 (B = 755 (KVw)|-nre,ve = vr)r,

TeT, FeFr

(4.54)
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where the introduction of v in the first line is justified by Corollary 1.19 with
T = KVw € H(div; Q) and (¢r)res, = (VF)Fes, (see also Remark 1.20 and
notice that the regularities of K7 and Vw recalled above ensure that (K Vw)r
has an L2-trace on the faces of T'). We then write, by definition of ag 7 and using

GhIkw = )X (Vw) (see (4.40)),

ak n(Lfwv,) = O (Kayp (V). Ghvp)r + 37 sk r(lew,vyp).  (4.55)
TeT, TeTh

Subtracting (4.55) from (4.54) we infer

Ek .n(w;v,) = Z (KVw — Kﬂg’k(VW),G’}gT)T
TeT,

T
+ Z Z ([((KVw)r = 2 (KVw)|-nrr,vr = vr)F
TeT, FeFr (4.56)

- > skr(hw,vy).

TeT,

T3
We estimate T; by starting with Cauchy—Schwarz inequalities, by recalling the
definition of |||-|ll.,x ,» together with the fact that [[|v, [ll,x,» = 1 to estimate the term
involving GI;‘XT’ and by applying the approximation property (1.72) of ﬂOT’k with
l=k,p=2,s=r+1,m=0andv = the components of Vw:
1 1

1 0,k 2 ’ Lk 2 ’
Tl < | D) 1K (Vw22 ww)IE | | D IK2GEv I
TeT, T,

1
2

< [ D) Krlvw = 235 (vw)li}
TeTh
- !
<> Krh§<’+”|vW|§,m(T)d) . (4.57)
T<T,

For ¥,, we start by noticing that
(& Vw) 7 = 3 KV -mreve = vr)|
1 _1 1
= |([(K2 Vw)r - K ﬂOT’k(KVW)] Knre.ve —vr)r

1 _1 1
< [K2Vw)r = K 22" (KVw)eKfpllve = vrllr,
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1
where the first line is obtained by symmetry of K |2T, and the second line follows
from a generalised Holder inequality with exponents (2,c0,2) together with the
definition (4.43) of Krr. By Cauchy—Schwarz inequalities on the sums, we then

obtain the bound

1
2
1 _1
|%a] < (Z ar D helBK2Vw)r - K 2 ay (KVw)ll;
T€7]-, FeFr
K 3
-1 TF 2
X(Z ar Z T ||VF_VT||F) (4.58)
TeT;, Fefr
1
2
1 _1
< (Z ar Z hF||(K7Vw)|T—Kszng’k(KVw)llfg , (4.59)

TeTn Fe¥r

the conclusion being a consequence of (4.49) and |[|v, llla.x .» = 1.

Letting sy be the stabilisation defined for the Poisson problem by (2.22), the
bound K7 r < Ky, the definition (4.46) of sk T, and the consistency property (2.31)
of sy yield

sk (Ikw, I8w) < Krsp(hw, I8w) < ETh§<’+“|w|§M(T). (4.60)

This enables the following bound of T3, based on a Cauchy—Schwarz inequal-
ity on the symmetric positive semidefinite form sx r and in which we also use

2re, SK.T(VpsVy) < |||Zh|||§,K,h =1

1 1
2 2
%3] < (Z sK,T(z’;w,ziw)) (Z sK,T(zT,m) (4.61)
TeT, T e,
2
= ZETh?’“Hwﬁ,M(T)) . (4.62)
TeT,

Plugging (4.57), (4.59) and (4.62) into (4.56) concludes the proof of (4.50). |

Remark 4.14 (Approach to the consistency error estimate). The reconstructed gradi-
ent G;KT does not account for the anisotropic diffusion tensor. As a consequence,
and on the contrary to what happens for the Poisson problem in the proof of Lemma
2.18 or for piecewise-constant diffusion in the proof of Lemma 3.15, one cannot
expect here the volumic term to cancel out when creating Eg »(w;v,,). As seen in
Remark 4.13, estimating ||K ll;szrll% by ak,7(v,vs) introduces a local constant
that scales like the square of the local anisotropy ratio, and would lead to a7 being
replaced by a% in (4.50), which is much worse than what was obtained for piecewise
constant diffusion in (3.48). To avoid this issue, we had to adopt a slightly different
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approach to the estimate on SE(W; v,,), by getting rid of all the terms Vvr, replacing
them by Gkv.. thanks to (4.41).

For the same reason, we do not directly estimate the second addend, in the right-
hand side of (4.50), in terms of approximability properties and semi-norms in higher
norms. Such an estimate is obtained in Theorem 4.16 below (see (4.71)), but it
is sometimes sub-optimal in terms of dependency with respect to the anisotropy
ratio. Preserving the last term in (4.50) provides the flexibility of recovering better
estimates in certain circumstances, as demonstrated in (4.72).

4.2.3 Discrete problem and flux formulation

The HHO scheme for (4.33) is obtained using the global bilinear form ag 5 in a
classical way: Find u,, € Q’;l o such that

ak n(wy,v,) = (fve) Yy, €Up g (4.63)

As for the Poisson problem, the case of piecewise constant diffusion, and the case
of diffusion—advection—reaction treated in Sections 2.2.5, 3.1.4.3 and 3.2, respec-
tively, this HHO scheme can be reformulated in terms of numerical fluxes that satisfy
local balance and continuity properties. We recall that the boundary difference space
Qgr and operator éﬁT are respectively defined by (2.55) and (2.56).

Lemma 4.15 (Flux formulation). Let M, denote a polytopal mesh in the
sense of Definition 1.4, and let Assumption 4.11 hold true. For all T € Ty,
let sk T be defined by (4.46), and define the boundary residual operator

k .k k k
Ry or : Up = Dy such that, for all v, € Uz,
k — (Rk
BK,@TKT = (RK,TFZT)FETT

and, for all @ 5. = (arF)res; € Q’ér

- Z (R]I{(’TFKTsaTF)F = SK,T((O’ égT‘_}T)7 (0’ Qar)) (464)
Fe¥r
For u,, € Q;‘l o I € Tn and F € Fr, define the numerical normal trace of the
Sflux
(DK,TF(ET) = _”%k(KITGI;“ZT)'nTF + R;(,TFZT- (4.65)

Then u,, is a solution of (4.63) if and only if the following two properties hold.:
(i) Local balance. For all T € Tj, and all vy € P(T),
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(KrGhutr, Vyr)r + ) (O rr(up)vr)r = (Fovr)r.  (4.66)
Fefr

(ii) Continuity of fluxes. For any interface F € ¥, such that F C T\ N 0T,
with distinct mesh elements T1,T,» € Ty, the numerical normal traces of
the fluxes are continuous, i.e.,

Ok 1 r(ug,) + Ok 1 F (ug,) = 0. (4.67)

Proof. The proof is similar to that of Lemma 2.25, but we provide it nonetheless as
it requires a slight twist using (4.41).
Letu,,v, € U ,’; o- Since sk 7 depends only on its arguments through the difference

operators 6;? 7 and 6;, Proposition 2.24 and the definition (4.64) show that

sk (g vy) == O (RE 7plip. v = vr)F. (4.68)
Fe¥fr

Applying (4.41) with T = K |7 G5.u, shows that

(K rGyuy, Gy, )r = (K7 Ghuy, Vvr)r

* Z (73 (K \r Ghuy )y, vi = vr)F. (4.69)
Fefr

Plugging (4.68) and (4.69) into the definition (4.45) of the local bilinear form
ag 1, and the resulting relation into the definition (4.47) of the global bilinear form
ag , shows that the latter admits the reformulation (2.51) with, for all T € 7y,
ay,7(up,vr) = (K|TGI;HT,VVT)T for all (uy,vr) € Q’} x PK(T) and, for all up €
Q; and all F € ¥7, (DTF(ET) = (DK,TF(ZT)- The conclusion is an immediate
consequence of Lemma 2.21. O

4.2.4 Energy error estimate

Using the Third Strang Lemma A.7, the error estimates in energy norm for the HHO
scheme (4.63) are easy consequences of the consistency estimate on ag , in Lemma
4.12.

Theorem 4.16 (Discrete energy error estimate). Let (M},);,cq( denote a reg-
ular mesh sequence in the sense of Definition 1.9. Let Assumption 4.11 hold
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true and let a polynomial degree k > 0 be fixed. Denote by u € Hé(Q)
the unique solution to (4.35), for which we assume the additional regulartty
u € H2(T,) for some r € {0,...,k}. Forall h € H, let u, € U o denote
the unique solution to (4.63) with ak j, defined by (4.45)—(4. 47) Then it holds
that

1

2 1
ey, = I ulllo i i < (Z Krhy"Vlu lem)

< (4.70)

)

1 _1
+(Z ar > hell(K2Vu)r - K 22 (K Va7

TeT Fefr

where the norm ||-|la.x n is defined by (4.48) and the hidden constant is
independent of h, u and K. As a consequence,

(i) If K is constant on each element T € T, then

1

2

- 2(r+1

ey, = Lullla 10 (TZT Krarh" )|u|§,+2m) : “.71)
€Jn

(ii) If KVu € H ' (7,)¢ then

1

2
Z Kr hz<r+l)| |Hr+2(T)d)

TeT,

— 2 1
+ ( Z KTI (r+ )|KV |Hr+l(T)d)

T<eTn

lly, = Lyulllaic o S

4.72)

1
2

A few remarks are in order.

Remark 4.17 (Combining (4.71) and (4.72)). Both estimate (4.71) and (4.72) are
direct consequences of (4.70), based on particular treatments of the last term in this
estimate. The proof shows that the estimates can easily be combined in the case where
K is constant in some elements 7 € 7,1, and KVw € H"*!(T) for the elements
T € Th2 = Tn\Tn,1- In this case, the upper bound on |||u;, — ZI;,M|||a,K,h consists in
the right-hand side of (4.71) with a sum limited to T € 7}, plus the right-hand side
of (4.72) with sums limited to T’ € 7 5.

Remark 4.18 (Rates and dependency with respect to the anisotropy ratio). Estimates
(4.71) and (4.72) both give a global estimate ]|« — !ﬁu|||a,K,h < h"*! (with hidden
constant depending on K and u). The difference lies in the dependency with respect
to the anisotropy ratio. Applied to K that is constant in each element, (4.72) yields
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1
2

k T 21 2(r+1 2
oy, = Hallag o < | D Kradhy Pl pa |
TeT,

with hidden constant not depending on £, u or K . This estimate is worse than (4.71),
in which only the power one of ar appears. This justifies keeping the last term in
(4.70) in this form, as it can lead, in certain cases, to better estimates than a bound
purely bound on regularity assumptions as (4.72).

Remark 4.19 (The case of a piecewise constant diffusion). For a piecewise constant
diffusion coefficient, the estimate (4.71) is identical to the one obtained using the
HHO method in Section 3.1 (see (3.56)). This shows that the method developed here
enjoys similar error estimates as the one developed in that section, assuming at the
onset that the diffusion was piecewise constant on the mesh. However, the method
in Section 3.1 can be computationally slightly less expensive for k£ > 1, depending
on the implementation, because the reconstructed gradient Vp',‘;”IT\_/T used in the
consistent part of ag 7 only has to be reconstructed in the space VP¥*!(T)), whereas
G? v defined by (4.37) is reconstructed in the larger space PK(T)4.

Proof (Theorem 4.16). Combining the consistency error estimate (4.50) and the
Third Strang Lemma A.7 as in the proofs of Theorems 2.27 and 3.18 gives (4.70).
Let us now consider the case where K r is constant for each 7 € 7. Then

ng’k(KVu) = K|T7rOT’k(Vu) and thus, for F € Fr,

1 -3 o0k 2 3 0.k 2
hell(K2 V) - K P 7y (K Vullz = hel| K (Vi) - 23 (V)
< Krhpl|(Vu)r — 295 (Vu)||%

< fTh;(r+l)|vu|§{r+l<T)d’
the conclusion being a consequence of hr < hr and of the trace approximation
property (1.73) of Jr%k appliedtol/ =k, s =r+1,m =0, p =2 and v = components
of Vu. Plugging this estimate into (4.70) yields (4.71).

We now assume that K can vary in each element, but that (K Vu);r € H" *1(T)
for all T € 7;,. We then write

_1 _1
(K3Vu)r - K 7 a (KVu) = K} [(KVu)‘T — 2% (K Vu)

and thus, by definition of K. and by the same approximation property of ﬂ;)-’k as

above but applied to v = components of K Vu, for F € ¥r,

1 -1 _
he (K2 V) = K 27y (K V)i < K he (K V) - 2 (K Va7

—172(r+1
< K7'hg " VKVl 4.73)

Plugged into (4.70), this proves (4.72). m|
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In a similar way as in Theorem 3.19, this energy error estimate gives an estimate
on a reconstructed approximate solution.

Corollary 4.20 (Energy error estimate for an approximate reconstructed so-
lution). Under the assumptions of Point (ii) in Theorem 4.16, and recalling the
definition (2.63) ofp’;”, it holds that

=

1
K21V wy, = )l + bk 0 <

2 o 1.2(r+1
KThT(r+ )|M|i]r+2(7~)d)
TeT,

1

2
+ Z K7 ar 2" VK V|

TeTh

2
H”'I(T)d

where the hidden constant is independent of h, u and K and, for all v, €U ﬁ o We

have set 1
2
[v,ls.c.n = (Z SK,T(KT,KT)) .

TeT,
Proof. We define the global operator G, : Uk — P*(7;) such that, forall y, € U¥,
Grv)ir =Ghy, VT €T, (4.74)

Let &, = I¥u. Since, for all T € T, Gh(u; — @t;) is the L*(T)4-projection of
Vit (uy — ity) on VPK*(T) (see Remark 4.9), we have

K% \v/ k+1 o~ <K% Gk o~ < K%Gk A

K2 \1Vapy," (y, — )l < K2 NIG, (), — )l < 1K2 Gy (), — ).

Hence,

1 k+1 N N N
K> ”Vhph+ (Zh - Zh)” + |Zh - Zhls,K,h < 2”|£h - Zh”la,K,h-

The conclusion follows from this estimate as in the proof of Theorem 2.28, by
using the triangle inequality, the discrete energy estimate (4.72), and the consistency
estimate (4.60) on sk 7. O

4.2.5 L*-error estimate

As usual, the L2-error estimates are obtained under an elliptic regularity assumption
on the dual problem to (4.35) which, due to the symmetry of K, is (4.35) itself.

Assumption 4.21 (Elliptic regularity for locally variable K) There exists Ce >
0 such that, for any g € L*(Q), letting zg be the solution to (4.35) with = g, we
have zg € H*(Q), KVz, € HY(Q)? and
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lzgllp2@) + 1K Vzgllgiqpe < Cenllgll- (4.75)

We recall that such an elliptic regularity assumption is known if Q is convex and
K is Lipschitz-continuous. Contrary to the case of a piecewise-constant diffusion
coefficient (cf. Remark 3.21), under Assumption 4.11 we can have K Lipschitz-
continuous and not globally constant. However, the dependency on Cgj is usually
global in terms of K, and no local estimates on the H 2_norm of Zg is known. For this
reason, we make no attempt at tracking precise dependency of the error estimates in
terms of the local behaviour of K.

Theorem 4.22 (L’-error estimate). Let (My,),eq denote a regular mesh se-
quence in the sense of Definition 1.9. Let Assumptions 4.11 and 4.21 hold true,
and let a polynomial degree k > 0 be fixed. Denote by u € H(l) (Q) the unique
solution to (4.35), for which we assume the additional regularity u € H"**(Ty,)
and KVu € H*Y(T;)¢ for some r € {0,...,k}. If k = 0, we further assume
that f € H'(T;) and that K € W (T;,)%4. For all h € H, let u, € Qﬁ,o
denote the unique solution to (4.63) with ak j defined by (4.45)—(4.47). Then
it holds, with a hidden constant independent of h, u and f, but depending on
K, o kandr:

hz”f”Hl('];,) (1 + |Klwl,oo(7;l)d><d) ifk =0,

lun =y ull <3 .
W42 ((ulggragy) + K Valgroga) ik 1.

(4.76)

Proof. The theorem hinges on the abstract Aubin—Nitsche Lemma A.10, with a
similar setting as in the proof of Lemma 2.33: U = H(; (Q), a(u,v) = (KVu,Vv),
1v) = (£:9), Un = Uy o I-llw, = M-llak s @ = ak s 1n(vy,) = (f5vn)s T = Lpu,
L=L*Q)and ry : g];:,o — L*(Q) defined by Thyy, = Vi

We first notice, as for the Poisson problem, that the dual consistency error 82 (zg; J)
is identical to the primal consistency error Eg ,(z4; -). Hence, (4.50) with r = 0 and
the bound on the second term obtained for this r in Point (ii) of the proof of Theorem
4.16 show that [|8 (1 )llys < h (|zg|H2(Q) + |szg|H1(Q)d) < hllg|l (we have used
(4.75) to conclude). By (4.72),

1
litn = Tnllg, < 1 (llggroacary + 1K Vil e )

and in the case k = 0 (which enforces » = 0) this right-hand side is bounded above
by Al fI by (4.75). This shows that the term |[up, — Tpully, Supger- IISE(Zg; My, is
bounded above by the right-hand side in (4.76).

The proof is complete if we show that the primal-dual consistency error
SK,h(u;Lflzg) is also bounded above by this right-hand side. As for the Poisson



162 4 Complements on pure diffusion

problem, this requires us to study the cases k > 1 and k = 0 separately.

(i) Case k > 1. As for the Poisson problem (proof of Lemma 2.33) and the diffusion—
advection—reaction model (proof of Theorem 3.42), we re-visit the estimates done
on the consistency error Eg ;(u; v, ), by considering the special case v;, = [’;lzg, for
g € L*(Q) such that ||g|| < 1. Here, we have to examine the terms ¥, T, and T3 in
(4.56) with w = u.

Let us start with T;. Recalling that G]}ZT = Gigzg = ﬂg’k(Vzg) (see (4.40))
and inserting +Vz,, we write

Ti= ) (KVu—Kay (Vu),nf (Vag) = Vag)r + ) (Vu - m3* (Vu), KVz,)r
TeT, Ten
= Z (KVu - KnOT’k(Vu), ﬂOT’k(Vzg) = Vzor
TeT,
+ Z (Vu - nOT’k(Vu),KVzg - HOT’O(KVZg))T,
TeT,

the introduction of ﬂgfo(K Vzg) € PO(T)4 being justified by the fact that Vi — 7rT (Vu)
is L?(T)%-orthogonal to PX(T)? > PO(T)?. We then use generalised Holder and

Cauchy-Schwarz inequalities, the approximation property (1.72) of the local L>-

projector with m = 0, p = 2 and (/,s,v) = (k,r + 1,(Vu);), (I,s,v) = (k,1,(Vzg);)

and (/,s,v) = (0,1,(KVz,);) fori = 1,...,d, and invoke (4.75) to obtain

(Zuvbt—n%"(w)nT (Znn (Vzg) = Vgl

TeT, TeT;,

+ ( > IVu - 22 (Vu)l}

TeTh

1

2

A

[T

1 1
2 2
( > IKVz, - n‘;’o(Kng)n%)

TeTh

A

hr+1 |Vu|Hr+l(7;l)h|VZg|Hl(Q)d + ]’lr+l |VM|Hr+1(7E)h|KVZg|H1(Q)d
< W2Vl g5 4.77)

To estimate T,, we start from (4.58) withw = uandy, = [';lzg. Sincevg = nOF’kzg
and vy = ng’kzg, the estimates in (2.76) together with (4.75) show that

1

2

K
-1 TF )
(Z ar Z Ir Ilve = VT”F) < hlzglp2(g;) < h-

TE% FeFr

On the other hand, by (4.73),

1
2

1 r
(2 ar Y hell(KVw)r - K znOk(KvW)nF < WK Vulgra (g ya.

TeTn Fe¥r
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Plugging these two estimates in (4.58) yields
T2l < WK Vulgre g,y (4.78)

For T3, (4.61) with vy, = [’;lzg and (4.60) with (w,r) = (u,r) and (w,r) = (z4,0)
yield, after using (4.75),

T3l < W ulgreagg hlzg 2y < WP ulgrea),- (4.79)

Notice that this estimate on T3 is also valid for £k = 0.
Plugging (4.77)—(4.79) into (4.56) shows that |8K,h(u;£ﬁzg)| is bounded above
by the right-hand side of (4.76), which conludes the proof in this case k > 1.

(ii) Case k = 0. We start from the definition of Eg j (u; ll;lzg) and work in a similar
way as in the proof of Lemma 2.33. Using (4.40),

Enus Ifz) = > (fm2zr = D (Kay ' (Vu) (V) +Ts,  (4.80)
TeT, TeTy,

where T3 = — ZTE% sK,T(['}u,[ézg) is the same as in the case k > 1 and can be
estimated by (4.79) with r = 0. The first term in the right-hand side is manipulated
as follows:

Z (for2e)r = Z (3" f.2g)7
T, T,
= D02 = oz + (f20)
TeT,
= > @FOf - fozg = mp z)r + (KVu, Vzy),
T,

where the first line follows from the orthogonality property of 772’0, the second
line is obtained by inserting +f, and we have used, in the third line, the equation
(4.35) together with the orthogonality property in ng’o. Plugging this into (4.80),
using Cauchy—Schwarz inequalities, the bound (4.79) for T3 and the approximation
properties of 71';)-’0, we deduce, recalling the estimate (4.75) and the choice ||g|| < 1,

ISE(M;Z’;zg)I S B flav gy hlzglm ) + h2|M|H2(7;L) + (T4
< PN f e gy + 1 Tal, “.81)
where

Ty= ) (KVu Vo) - (Kap(Vu),x3(Vze)r.
TeT,

This term is then rearranged as
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Tu= ) (K(Vu—np’(Vu), Vag)r + (Kx5'(Vu), Vzg — 25°(Vag))r

TeT,
= Z (Vu - 1)(Vu), K Vzy — 10 (K Vz))r
TeTh
+ > Kx(Vu) - 7 (K a3 (Vu)), Vg — 750V ))r
TeTh

where we have inserted +K ﬂOT’O(Vu) in the first line, and used the symmetry of K
together with the L*(T')%-orthogonality properties of nOT’O to conclude. Noticing that
ng’O(K nOT’O(Vu)) = (ng’OK )(n'OT’O(Vu)) (where nOT’OK denotes the component-wise
L*(T)-projection of K), Cauchy—Schwarz and generalised Holder inequalities lead
to

|I4| $ hlVM|H1(7]~z)dh|KVZg|H1(7};)d + h|K|W1,m(7I~1)d><d||VM||h|VZg|H1(7;I)d.

Plugging this estimate into (4.81) and recalling (4.75) shows that |8K,h(u;[/;lzg)| is
bounded above by the right-hand side of (4.76), which concludes the proof. |



Chapter 5
Variations and comparison with other methods

In this chapter we explore variations of the Hybrid High-Order method and establish
links with other polytopal methods. We focus on the Poisson problem (2.1), except
in Section 5.6 where we consider the locally variable diffusion problem (4.33).

5.1 Enrichment and depletion of element unknowns

The core of the HHO methods are formulas (2.5) that express the local elliptic
projection of a function in terms of its L?-orthogonal projections on polynomial
spaces on the faces and on the element. These formulas drove in particular the
choice of the local space of unknowns (2.6), the elements of which are a polynomial
of degree k on the element and polynomials of degree k on each face. However,
following Remark 2.1, the polynomial degree of the element unknowns could be
reduced from k to k — 1 (at least for k > 1). In this section, we explore variants of the
HHO method in which the polynomial degree of element unknowns possibly differs
from that of the face unknowns.

Throughout the section, denote by k > 0 and ¢ € {k — 1,k,k + 1} two integers
corresponding to the polynomial degree of element- and face-based unknowns,
respectively. The case (k,£) = (0,—1) is allowed, and we recall that P~1(T) = {0}.
The limit £ > k — 1 comes from the desire to preserve optimal approximation
properties (see discussion above) whereas, as we will see, the assumption € < k + 1
is required to prove the stability of the method (see the proof of Proposition 5.10).

5.1.1 Local space and interpolator

For ¢ > 0, we define the local space of unknowns as

Ql}’f = {KT = (vr,(VF)Fes) @ vr € PY(T) and vy € PK(F) VF € ?'T} . (5.1a)

165
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In the case £ = —1, which can only occur if £ = 0, this would lead to a space in which
all element unknowns are 0, since P~!(T') = {0}. We therefore modify the definition
for (k,€) = (0,—1) and set

Uyl = {ET = (vr.(vP)resy) @ vr € BF) VF €7,

vr = ﬁ Z wTF|F|d—1VF}» 10
Fefr
where we have fixed weights (wrr)Feg; such that
wrrp =20 VF € Fr, and (5.2a)
D, wrr(a e = (@ Dr Vg e PT). (5.2)

Fe¥r

Remark 5.1 (Assumption on the weights). The condition (5.2b) is equivalent to

>, wrelFla-i = Tla. (5.3)
Fefr

Given the mesh regularity assumption, |T'|y < hr|F|4-1 for all F € Fr, and (5.3)
together with the positivity of the weights therefore implies

|wTF| < hr VF € Fr. 5.4

The positivity condition (5.2a) is actually formally useful, in the following analysis,
only because it implies (5.4), and this latter estimate could therefore be used in lieu
of (5.2a). However, positive weights are often preferable for better stability of the
scheme.

To obtain superconvergence in the L?-norm, as highlighted in [230], the condition
(5.2b) should be strengthen into

D, wrr(g, e =(q.Dr Vg e PAT). (5.5)
Fefr

As shown in [230, Appendix A], if the cell T is star-shaped with respect to its centre
of mass X7, a set of weights that satisfy (5.5) is given by wrp = dist(x7, Hr)/d,
where H is the hyperplane spanned by F.

Remark 5.2 (Barycentric elimination). In the wording of [173], the replacement in
Q%_l of the free unknown vy by a convex combination of the other unknowns
(vF)Feg; is called a barycentric elimination.

The space Ql;’[ is endowed with the norm ||-||; v defined by (2.7). The local
interpolator associated with U5 is 15:¢ : WII(T) — UL such that, for all v €
whi(T),if € > 0,

Li’[v = (ﬂg’()v, (ﬂ%kv)peﬁ) (5.6a)
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and, if € = -1,

- . 1
Iy = (. Vpery) with vr = T D wrplFlaary®™.  (5.6b)
Fe¥r

As for the case k = ¢ covered in Chapter 2, the boundedness of the local interpo-
lator will be instrumental in the analysis of the HHO scheme for k£ # £.

Proposition 5.3 (Boundedness of the local interpolator / ]}’6). Forallv € H\(T),

125 Vi < Wy, (5.7)
where the hidden constant depends only on d, o, k and €.

Proof. Let [?fv = (v1, (vF)rey ). Recalling the definition (2.7) of [|-||;,7 (which
remains formally the same even when ¢ # k), we have

IZEVIE 7 S IVVIE + D7 bt lve = vr 7, (5.8)
Fe¥Fr

where, if £ > 0, we have used the boundedness property (1.75) of ﬂgf[ with s = 1
and p = 2 to remove this projector from the volumetric term ||Vvr|pr = ||V7r0’[v||T
while, if £ = —1, we have written |[Vvr|lr = 0 < ||Vv|l7. We now deal with the
boundary term in (5.8). We first notice that, by idempotency, L>(F)-boundedness of

ﬂ%k expressed by (1.75) with X = F, s = 0 and p = 2, and trace approximation

property (1.73) of 7" (with m = 0, s = 1 and p = 2),

1
0,0 0,k 0,0 0,0 2
1%y = 200l = 2% = 22 < v =20 lF < B2 IVl (5.9)
Hence, introducing ing’ov and using the triangle inequality, we have

700 0,0
vk =vrllr < ||7Tp v=ngV|F+ lnv = vrlle

< i} IVl + hy : 2% = vr Iz, (5.10)

where we have used, to pass to the second line, the estimate (5.9) and the discrete
trace inequality (1.54) with p = 2 and ng’ov — vr instead of v.

We now deal with the second term in the right-hand side of (5.10). Given the
different definitions of vy if € > 0 or if £ = —1, we have to treat each of these cases
separately. In the former one, vy = ng’gv and the idempotency, boundedness (1.75)
(withX =T, =¢,s =0, and p = 2) and approximation property (1.72) (with [ = 0,
m =0, s =1 and p = 2) of the orthogonal projector yield

0.0 0.6,_0,0 0.0
7" v =vrllr = lng" (n"v = )llr S 7"y =vllr < hr||VV]lr. (5.11)

Consider now ¢ = —1. Recalling the definition of vz in (5.6b) and the property (5.3)
of the weights, we write
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1
70 —vp = T Z wr | Fla-1 (7% = 2%0). (5.12)
d FeFr

We have, by Cauchy—Schwarz inequality and (5.9),

0,0 0,0 0,0 0,0
||F|d71(7TT V-—Tg V)| = |(7TT V—Tgp V’I)Fl

1
7 0,0 0,0
< |F|§_1”7TT V=T V”F

1 1 1
SIAFlG kvl < AT1G 11V,

the conclusion following from the mesh regularity assumption. Plugging this estimate
into (5.12), we infer

1
0,0 100
lmp™v =vrllr =T\ |77y —vr| < E wrrlVvilr < hrl|Vvllr. (5.13)
Fefr

where we have used (5.4) to conclude.
Combining (5.10) and (5.11) (if £ > 0) or (5.13) (if £ = —1), we find that
1

lve = vrllr S h;||Vv||T. Raise to the square, multiply by 47!, use iy < hr (see
(1.6)), sum over F € ¥, and use card(¥r) < 1 (see (1.5)) to deduce

-1 2 2
> htve = vrllE < 119V
Fe¥r

Plugged into (5.8), this concludes the proof of (5.7). |

5.1.2 Modified elliptic projector

Because of the particular choices in (5.1b) and (5.6b) for the element unknown when
¢ = —1, the relevant projector for the analysis in the case (k,£) = (0,—1) is not
the elliptic projector given by Definition 1.38 but a modified version, in which the
closure equation (1.58b) is replaced by an equation that fixes a weighted integral on
the boundary of the element.

Definition 5.4 (The modified elliptic projector). Let M, be a polytopal mesh,
T € 7, and [ > 0 be a polynomial degree. Take weights (wrr)res; satisfying (5.2).
The modified elliptic projector 77}’1 : WhI(T) — PI(T) is defined as follows: For all
v € WhI(T), the polynomial 77}’1\1 € P!/(T) satisfies

(V@p'v =v),Vw)r =0 Vw e P/(X) (5.14a)
and

Z wrr@R'v = v, 1)F = 0. (5.14b)
Fe¥fr
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We note that 7?}’1 is indeed a projector onto P!(T): if v belongs to this space, then it

obviously satisfies the constitutive equations (5.14a)—(5.14b) that define %;’Iv, and

~1,0. _
thus TV =

Remark 5.5 (Choice of the weights and closure equation). If all the weights are

Tl

identical, that is, according to (5.3), wrr = WIIF’I’ then the closure equation
=

(5.14b) becomes

@'y = v, 1)ar = 0.
In the case / = 1, if the weights satisfy the improved property (5.5), then using this
property with g = F;’lv shows that the closure equation (5.14b) consists in fixing
the average of 77;’1 v in the cell to

@' r = > wre(v,Dr. (5.15)
Fefr

Remark 5.6 (Case 1 = 1, computing the modified elliptic projector from L>-
projections on the faces). Let us consider the case [ = 1. Taking w € P!(T) and
integrating by parts, we have from (5.14a) and since Aw = 0,

(Vap v, Vw)r = (W0, Vw)r = ) (v, Vwnrr)r
Fefr

Z (7%, Vw-nrr)F, (5.16a)
FeFr

where the introduction of the L2-projectors on PO(F) is justified since Vw-nzf is
constant on F. Likewise, (5.14b) can be recast as

D, wrr@pvr = Y wrr(’v Dr. (5.16b)
Fe¥r Fe¥r

Equations (5.16) show that 77}’1 v is computable from (F%OV)FE'}T[.

The approximation properties of this modified elliptic projector are similar to
those of the standard elliptic projector (Theorem 1.47), as can be seen in the following
theorem.

Theorem 5.7 (Approximation properties of the modified elliptic projec-
tor). Let (Mp)nerr = (Tn, Fn)nem be a regular mesh sequence in the
sense of Definition 1.9. For a given polynomial degree | > 0, let an inte-
ger s € {1,...,1 + 1} and a real number p € [1,] be given. Then, for all
T € Tp, allv € WS-P(T), and all m € {0,...,s},

v = 7 lwme ) S B Wlwso ). (5.17)
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Moreover, if m < s — 1, then, for all F € ¥,

1
h2 v = 7 lwme () S BV lws T (5.18)

The hidden constants above depend only on d, o, I, s, p, and m.

Proof. The proof relies on the approximation results of Lemma 1.42. As in the proof
of Theorem 1.47, we have to consider two cases: m > 1 and m = 0. In the former

case, the proof is identical to the proof made in Theorem 1.47 for 71'71:1, since 77;’1

also satisfies (1.58a) (see (5.14a)), which was shown to imply (1.78), that is,
IVZZVliLo e < IVVIlLperya- (5.19)

Letus now consider m = 0. According to Lemma 1.42, the approximation property
(5.17) holds if we prove that, for all v € WI’I(T),

177 YllLe @) < IVllLe) + hrlvlwie o). (5.20)

To this purpose, we first notice that, by the approximation properties (1.72) of the
L?-projector with X =T,/ =0,m =0and s = 1,

~1.1 0.0,~1.1 ~1.1
7'y — (e )llery S hrlIVap vllpe e S hrllVVliee gy, (5.21)

where the conclusion follows invoking (5.19).
We now estimate ﬂg’o(?r;’lv), starting with

) Z wrr(v, D)F - Z wTF(ﬂg’O(?T}’lV),l)F|

FeFr FeFr

~1,1 0,0,=1,1
Z wrp (v =y (T v) 1) g

Fefr
1
P =11 0,0,~1,1
< > orplFIY 7"y = 2 G e )
Fe¥r
4 5 1.1
< D wrelFI VR Yo e
FeFr
1
rd ~1,1
S hr T\ Ve viie oy (5.22)

where we have used (5.14b) to write the equality, a Holder inequality in the second
line, the trace approximation properties (1.73) of ﬂgfo with s = 1 and m = 0
together with the property 1 — % = ]% in the third line, and the estimates (5.4) and
|F|g-1hr < |T|q in the conclusion. We deduce that



5.1 Enrichment and depletion of element unknowns 171

0,0,~1,1 0,0,~1,1
Tl [0 = | . wrelFlaoimy ')

FeFr
= | 2 wrr (@),

Fefr

1
< bl T IV Yo ya +| D wrr(v, i (5.23)
Fefr

€1

<IT1 (9o + eIVl ) (5.24)

where we have used the property (5.3) of the weights in the first line, the fact that
ﬂg’o(ﬁ}’lv) is constant over F in the second line, a triangle inequality (introducing
* Y rer wrr(v, 1)F) together with (5.22) to pass to the third line, and we have
concluded invoking (5.19) to remove 7?;’1 together with a Holder inequality, the
continuous trace inequality (1.50), the property (5.4) of the weights, the relation
1- Il, = pl and the estimate hr|F|q—1 < |T|q for all F € F7 (see (1.6)—(1.8)) to
write

1
D wrr®,De[ < 3T wrplFIY il
FeFr Fe¥r
11
s | > mlF iy | (e + BV loge)
FeFr

1
S IT17 (IWlor) + bl lnerya )

We infer from (5.24) and 1% + = =1 that it holds

1
p

0,0,~1,1
np (T v)

1
0,0/=1,1 3
" e lleeary = IT1F

S vlleeay + hrlIVVllLp gy (5.25)
Combining (5.21), (5.25), and a triangle inequality shows that (5.20) holds, which
concludes the proof of (5.17).

The estimate (5.18) follows from (5.17) and the continuous trace inequality (1.50),
as in the proof of Theorem 1.44. O

5.1.3 Potential reconstruction

The potential reconstruction is defined as in Section 2.1.3 if £ > 0, and with a
modified closure equation if (k,€) = (0,—1). Specifically, we define f)?” : Q’}’f -
PK*1(T) such that, for all v,. € U“ and w € PK+(T),
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(VBS vy, Vi)r = = (vr, Aw)r + ) (v, Vwngp)r (5.261)
Fe¥r

= (Vr.Vw)r + ) (vp —ve.Vwnrp)p  (5.26b)
Fefr

(the second equality coming from an integration by parts) and

if ¢ >0, ®* v, —vr, Dr =0, (5.26¢)
if (k,€) = (0,~1), Z wrr(Ppvy —ve, DF = 0. (5.26d)

FeFr

Remark 5.8 (Closure equation if £ = —1 and the weights satisfy (5.5)). Consider the
case (k,£) = (0,—1) and assume that the weights satisfy the property (5.5). Then,
taking v, € g%‘l, applying (5.5) to ¢ = 131727 and recalling the choice of vr in
(5.1b), we see that (5.26d) is equivalent to

Brvy —vr, Dr = 0.

In other words, we find back the closure equation (5.26¢) based on averages in the
cell.

If ¢ > 0, by Remark 2.1, the relations (2.5) hold with ﬂg’k replaced with ﬂg’f. Hence,

recalling the definition (5.6a) of I5: and comparing (2.5) and (5.262)(5.26d), we
see that
if€>0, pbth =y we wh(D). (5.27a)

On the other hand, if (k,£) = (0, 1), taking v € W!1(T), applying (5.26a) (in which
Aw = 0) and (5.26d) to v, = [g’_lv (with !OT’_I defined by (5.6b)), and comparing
with (5.16), we find that

; _ <1 40,1 _ ~l,1 1,1

if (k,0) = (0,=1), pply v=n7v Vv e W (T). (5.27b)

These commutation properties are illustrated in Fig. 5.1.

I k.t ! 0,1
1,1 Lr , 1,1 Lr -
whi(T) U7 Whi(T) ——— Uy
71'71~’k+l 77.71:1
pht! br
]PykJrl(T) PI(T)
@¢€>0 () (k, £) =(0,-1)

Fig. 5.1: Illustration of the commutation properties (5.27) of f)’;“.

The commutation properties (5.27) together with the approximation properties of
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the standard or modified elliptic projector (expressed by Theorems 1.47 and 5.7,

respectively) ensure that f)?“ ol ];’[ has optimal approximation properties.

5.1.4 Local bilinear form

The local bilinear form az : U’ ];’[ xU. ];’[ — R is defined in a similar way as in (2.15),
using the modified potential reconstruction:

ar (up,vy) = (Vp-up, VR v )r + s (g, vyp). (5.28)
Here, the stabilisation term st is assumed to satisfy Assumption 2.4 in which (U’ k.1 '})

are replaced by (Ql;’f,ﬁ’e), that is:
Assumption 5.9 (Local stabilisation bilinear form sy, k # ¢) The local stabilisa-
tion bilinear form st : Q’;.’Z X Ql;.’[ — R satisfies the following properties:

(S1) Symmetry and positivity. sy is symmetric and positive semidefinite;
(S2) Stability and boundedness. There is a real number n > 0 independent of h and
of T such that, for all vr € Ql}’[,

1 vpll 7 < ar(vgvy) < nllvpllf 75 (5.29)
olynomial consistency. for all w € and all v € >, 1t holds
(S3) Polynomial consistency. For all w € P**\(T) and all v, € UX", it hold
k.0 _
ST(ZT WsKT) =0. (5.30)

Hereafter we describe a possible choice of stabilisation term, inspired by (2.22),
that satisfies this assumption.

Proposition 5.10 (Example of local stabilisation bilinear form). Let 5% P Ql}’f —
P*(F)and 5; : Qi’g — PU(T) be the difference operators such that, for all vrelU ;’g,

5§"FKT = ﬂ%k(f)]}“gT -VF), 6~§ = ng’[(f)'}”\_/T —v7). (5.31)

Then, the following bilinear form satisfies Assumption 5.9:

st(up.vy) = Y W (G = 80y, Bk = 85)vp)r. (5.32)
FeFr

Proof. We follow the lines of the proof of Proposition 2.13. A simple inspection
proves (S1). To establish (S3) we first notice that, by the commutation property
(5.27) and idempotency of ;X" or T if w € PXTI(T) then pA 15w = w.
Hence, 5§F£l;’[w = ﬂg’k(w - ﬂ';)-’kw) = Qfor all F € Fr and, if £ > 0, 5§£§’€w =
ﬂg’f(w - ﬂg’[W) = 0. If £ = —1 then 6{} = 0. This establishes the polynomial
consistency of the difference operators and, by construction of sy, proves (S3).
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It remains to check (S2). The estimates (2.25) and (2.26) on the volumetric terms
in ar and ||-||; 7 are established exactly as in the proof of Proposition 2.13 (note that
the assumption £ < k + 1 is needed in order to plug w = vy € PY(T) c P¥*(T)
into the definition (5.26b) of the potential reconstruction). To estimate the boundary
terms, we set ¥y = ps'y,. and (compare with (2.28))

=15 -y
Zr =L4p Vr — V-

If £ > 0, the definition (5.6a) of [i’[ shows that

ir = (5§KT’ (géc"FKT)FETT)’ (5.33)

If € = -1, we write

0.0,
Tlazr = Z wrF|Flaa1mp (rvy) — Z wrr|Fla-1vr

Fe¥r FeFr

= Z wrr(Pryy Dr - Z wrr(vr, F
Fefr Fefr

=0,

where we have used in the first line the definitions of ioT’_l and vy (see (5.6b) and
(5.1b)), we passed to the second line by writing |F|d_17r%0(f)1TgT) = (n%o(f)ngT), Dp =
(f)lTKT, 1)F, and we concluded invoking the closure condition (5.26d) on f)ngT. Not-
ing that 5;1 = 0, this shows that (5.33) also holds if £ = —1.

The conclusion of (S2) then follows exactly as in the proof of Proposition 2.13,
using (5.33) and the boundedness property (5.7) of !I}’[. |

The consistency property, on interpolates of smooth functions, of sy satisfying
Assumption 5.9 is stated in the following proposition.

Proposition 5.11 (Consistency of sy, k # ). Let T € 7, and let sy denote a
stabilisation bilinear form satisfying Assumption 5.9. Let r € {0,...,k}. Then, for

allv € H™**(T),
ke, gk

sr(I5 00, I0) 3 < W Wl (5.34)
where the hidden constant is independent of h, T and v.

Proof. Identical to the proof of Proposition 2.14, replacing !? with [;f and using
the boundedness (5.7) of the latter operator. O
5.1.5 Discrete problem and energy error estimate

The construction of the global space, norm and interpolator is done by patching the
corresponding local objects. We therefore define
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UL = v, = (On)ren,(F)per,) © vp €BX(F) VF €, and

vr € PY(T) if £ >0, VTGT} (5.35)

vr = ﬁzFeﬁ wrp|Fla-ive if€=-1, >
that we endow with the seminorm (2.35), and [ﬁ’f : Wl’l(Q) - Qﬁ’f such that, for
vewhl(Q),

Ik,f

Ly = ((vT)TEn,(ng’kv)peﬁ) with, for all T € 7y,

' if£ >0, (5.36)
vr = !
"7\ 0 Sres wrplFlaampy if € = —1.

The subspace of U ];’[ with strongly enforced homogeneous Dirichlet boundary con-
ditions is

Ukl = {gh eUS 1 vp=0 VFe 7—71">, (5.37)

and we notice that / ]’;’f maps functions in W&’I(Q) on vectors of discrete unknowns
B 4
inUyy.

Using these unknowns, the HHO scheme for the Poisson problem (2.1) reads:
Find u, € Qz’g such that

an(u,.v,) = (fivn) Vv, € UPE, (5.382)

where the global bilinear form ay, : Q,’i’f X Q’h"[ — R is classically obtained by
summing up local contributions:

ap(uy,,v,) = Z ar(ug,v;) with, for all T € 7y, ar given by (5.28).  (5.38b)
TeT,

To differentiate it from the other HHO schemes based on the same polynomial
degrees in the elements and on the faces, we will call this scheme the HHO(k, ¢)
scheme.

Owing to Assumption 5.9, the commutation property (5.27), the approximation
properties (1.76)—(1.77) of n}’kH or (5.17)—(5.18) of 77}’1, and the consistency prop-
erty (5.34) of sy, we can reproduce the proof of Lemma 2.18 to see that the bilinear
form aj, defined by (5.38b) satisfies similar stability, boundedness and consistency
properties as the bilinear form aj; considered in Section 2.2.3, with obvious substi-
tutions of space and interpolator. In particular, the following consistency property
holds: For r € {0,...,k} and w € Hj(Q) N H"**(7,) such that Aw € L*(Q),

sup 1Enwi vl S B Wl (5.39)

k,t
Y Egh,()’ HZ;, la,n=1

with a hidden constant not depending on w or &, and
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1
”Kh”a,h = ah(Kh,Kh)f' (5.40)

As a consequence, using the Lax—Milgram Lemma 2.20 and following the same
arguments as in the proof of Theorem 2.27, we obtain the following well-posedness
and error estimate result for (5.38).

Theorem 5.12 (Well-posedness and discrete energy error estimate, k # £).
Let (My)neq denote a regular mesh sequence in the sense of Definition 1.9.
Let polynomial degrees k > 0 and € € {k—1,k, k+1} be fixed and assume that,
for all h € H, the stabilisation bilinear forms sy, T € Ty, satisfy Assumption
5.9. Then for all h € H, the discrete problem (5.38) has a unique solution u,,.

Moreover, if the solution u € Hé (Q) to the weak formulation (2.2) of
the Poisson problem enjoys the additional regularity u € H"**(Ty,) for some
r €{0,...,k}, then

lwy, = Iiullag S B Ml ), (5.41)

where the hidden constant is independent of both h and u.

A few remarks are in order before proceeding.

Remark 5.13 (Choice of €). Different considerations can drive the choice of the
polynomial degree ¢. For simple diffusion problems such as the one considered in
this section, the choice £ = k — 1 leads to a reduction in the number of element-based
unknowns, but requires a separate treatment for the case k = 0. Additionally, the case
(k,€) = (1,0) fails to deliver the usual superconvergence in L?-norm; see Remark
5.17 below. The choice ¢ = k, on the other hand, permits a unified implementation
including the case k = 0 and leads to superconvergent L-error estimates for any
k > 0. The choice ¢ = k + 1 is sometimes necessary when more complex problems
are considered; see, e.g., [107, Remark 6] concerning the Cahn—Hilliard equation.

It is worth emphasising that the number of element-based unknowns has in fact a
minor impact on the overall computational cost when static condensation is used (see
Section B.3.2 below). As a matter of fact, the global matrix after static condensation
(see (B.12b) below) only contains face-based unknowns, and therefore has the same
size irrespectively of the value of £. Similarly, the size of the local matrix to invert
in order to compute the local reconstruction operator (see (B.6) below) does not
depend on ¢. The inversion of this matrix typically represents the larger cost in local
computations.

Remark 5.14 (Flux formulation). In a similar way as in Lemma 2.11, it can be seen
using (S3) that the bilinear stabilisation forms (sr)res; depend on their arguments
only through the difference operators (5.31). A flux formulation similar to the one in
Lemma 2.25 can then be proved for (5.38). The only difference is that the operator
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éfar defined by (2.56) has to be replaced with é’;’f : Qi’{ — Q{’;T such that, for all

ASfvr = Wffvprer, = (205 (v = 0rir)) -
Remark 5.15 (Energy error estimate for the reconstruction). Using Theorems 5.12
and 1.47 (if £ > 0) or 5.7 (if £ = —1), and following the proof of Theorem 2.28, one

can see that the HHO scheme (5.38) satisfies the estimate (2.64) with p]’;“ replaced

by pk*! defined by: For all v, € UN*, (35+1v, )r = ph*'v, forall T € 7.

5.1.6 Link with Hybridisable Discontinuous Galerkin methods

It was shown in [117] that the choice £ = k+1 is linked to Hybridisable Discontinuous
Galerkin methods. As pointed out in Remark 2.9, the original version of Hybridisable
Discontinuous Galerkin methods may display reduced convergence orders in some
circumstances. A possible improvement, proposed in [224, Remark 1.2.4] and anal-
ysed in [245], consists in using the local bilinear form a};dg : Qi’kﬂ X Ql;’k“ — R
such that

hd . k k hd
ag (g, vy) = (Grup, Grvp)r +sp (g, vy),

where G? : Qi’k“ — PX(T)4 is formally defined as in (4.37) but with U. '} replaced

by US**!, while the stabilisation bilinear form s ¢ : UK**! x UK**1 — R is such
that, possibly up to a strictly positive stabilisation parameter,

Syt (upvy) = 0 B R —up) 7 v = vE)E. (542)
Fefr

This stabilisation can be expressed in terms of the difference operators defined

by (5.31) by observing that, for all y, € Qi’k” and all F € Fr, S?IKT =

0,k+1 0 k+1 .
(P vy —vr) =Py vy — vr, so that

0,k 0.k (k+1 k+1 0.k 7k Sk+1
g (vr —vE) =ng (PTJr vy —ve = (pr vy — VT)) =ng (Orpvy — o1 V)

and

hd - S S 3 3
sp (g, vy) = Z hg! (ﬂ%k((S;FZT = &7 ), ﬂ-%k(éinT =51 vp))F. (5.43)
Fefr

Comparing with (5.32) written for £ = k + 1, the difference is the presence of ng’k

in front of the penalised quantity.
Letus briefly show that this alternative stabilisation form satisfies Assumption 5.9.
Given the polynomial consistency of the difference operators 6;” and (6; FIFeFrs
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it is clear that s];dg satisfies (S1) and (S3). To show the stability property (S2), we
first notice that, by the formula (5.43) and the L>-boundedness property (1.75) of
nOF’k , we have s}}dg(ZT, vy) < st(vy,vy) with sy defined by (5.32). Together with
Proposition 5.10, this proves the upper bound in (5.29). To establish the lower bound,
we first notice that

—1y..0,k 2 -1y,.0.k 0,k+1 2
D hp A e —vrlE = Y gl vr - 2 r |}

Fe¥r Fe¥r

17 e o < 90217,

where the last inequality follows from the boundedness property (5.7) of the interpo-
lator 7. I;’kﬂ applied to v = vr. The definition (5.42) of sl;dg and a triangle inequality
then show that

2 -1 0,k 2 -1 0,k 2
el or < D hplve —affvrly + Y W inpor = vrll7
Fe¥r Fe%r
-1 0,k 2 2
< § hg ||7Tp vr =vo)llg +IVvrliz
Fefr

hd, 2
= ST g(KT’KT) + ||VVT||T5

and the lower bound in (5.29) follows using similar arguments as in the proofs of
Propositions 5.10 and 2.13.

5.1.7 L*-error analysis

We present here improved error estimates in L?-norm, under the standard elliptic
regularity property (2.69) for the dual problem (which is actually nothing but the
Poisson problem).

Theorem 5.16 (L?-error estimate). Let (M}, ), e denote a regular mesh se-
quence in the sense of Definition 1.9. Let polynomial degrees k > 0 and
€ € {k—1,kk+ 1} be fixed. Let u € H(; (Q) denote the unique solution of
(2.2), for which we assume the additional regularity u € H"**(T;) for some
r € {0,...,k}. For all h € H, let u, € Q’Z:g denote the unique solution
to (2.48) with stabilisation bilinear forms sy, T € Ty, in (2.15) satisfying
Assumption 5.9. We further assume elliptic regularity and that

oif (k,0) = (0,0), f € H'(p),
o if (k,0) = (0,~1), f € H\(T,) and, for all T € Ty, the weights (wrF)res;
satisfy the improved quadrature rule (5.5).
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Then,
B2\ £ |l ifk=0and ¢ <0,
”p;(zﬂﬂh —ull < hr+2f H'(Tn) f (5.44)
|M|Hr+2(771) ift > 1,

with hidden constant independent of both h and u.

Remark 5.17 (The case (k,£) = (1,0)). The case (k,£) = (1,0) is not covered by
(5.44). Actually, for this choice of polynomial degrees, numerical tests presented
in Section 5.1.8 show that, on some meshes, the rate of convergence in L%-norm is
not better than the O(/?) rate obtained in energy norm (see (5.41)). A possible way
to recover an improved L?-convergence would be to change, in the scheme (5.38),
the discretisation of the source term into (f, f)}l v,,)- This however leads to a method
that is more complex to implement, and for which the flux formulation mentioned in
Remark 5.14 is no longer valid (on this problematic of loosing the flux formulation
when a higher-order reconstruction is used in the source term, see [177, Section
A.3.2] in the context of Hybrid Mimetic Mixed methods — which contain the case
(k,€) = (0,0) of HHO methods, as shown in Section 5.3 below).

If an L>-superconvergence is required, a better choice for k = 1 is to simply take
¢ = 1; as explained in Remark 5.13, the added computational cost corresponding
to choosing ¢ = 1 instead of £ = 0 is minimal owing to the possibility of statically
condense the system and locally eliminate the element unknowns.

Proof. As in the case k = ¢ covered in Section 2.3.3, the estimate (5.44) is a
consequence of the following superconvergence result for element unknowns (see
Lemma 2.33): Letting &, = I}"‘u,
n? if k=0and ¢ <0,
llup, — 7 ul| < HZfHH]W ! (5.45)
ht |M|Hr+2(7;l) if € > 1.

The proof of this estimate follows the lines of the proof of Lemma 2.33. We sketch
here the ideas, focusing on the elements that require a specific adaptation in the case
€ *k.

An estimate analogous to (2.73) for ||uy, — ng’{ull is obtained applying the Aubin—
Nitsche Lemma A.10 to U = H}(Q), a(u,v) = (Vu, V), 1(v) = (f,v), Uy = U)’5,
I"llv, = lI|la,n defined by (5.40), a;, = a;, defined by (5.38b), 1,(v,) = (f,vs) and
Thu= !I;Z’gu, L=L*Q)and ry : Ql;l’g — L*(Q) defined by ThY), = Vi
(i) Estimate of T. This term is estimated exactly as in the proof of Lemma 2.33,
using the symmetry of the problem and applying the consistency property (5.39) to
r=0and w = zg.

(ii) Estimate of T,. We separate the cases k > 1 and k = 0.
(ii.A) Case k > 1 and € > 1. We still have (2.75), that is
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1

Tk 1 ko2 k
|En(us T zg)l S W |ulgraacgyy ( E |£hzg|1,ar) + |1, 2¢ls,n | -
TeT,

The term |/ flzg |s.n s estimated as before using the consistency property (5.34) of the
stabilisation bilinear form with v = z, and r = 0. To estimate the boundary terms

k, 2 . 0.1 . . . .
I thll’ o1 We insert £, zo and use the triangle inequality to write

1), 0.k 0,
ng|1 ar = Z hp llmg” zg = 7y Al

FeFr
| 1
<2 Z I’lF ||7TF g —7TT Zg”F +2 Z hF ””T g — 7rT Zg“F
Fefr Fe¥Fr
= ZI()T,Q + 2157”‘},. (546)

The term Tpr 4 is estimated using the same arguments as for (2.76): polynomial
invariance of nOF’k (recall that k > 1 here), L?(F)-boundedness of this projector, and
trace approximation property (1.73) with (I, p,m,s) = (1,2,0,2):

1 1 2 2
Tora= ., hillrg e —np 2lF < D) hilllzg = np 2l < b1z B
Fe¥r Fe¥r

To estimate Tor ;, we write

Tor.b S Z hp by ]||7TT Zg—”T Zg“T
Fefr
< hi? 2
< np ||7T (ﬂT lg — Zg)“T

211,01 2 2

where we have used the discrete trace inequality (1.54) with p = 2 in the first line,
followed by the bound (1.5) on card(¥r) together with the linearity and polynomial
invariance of ﬂ%f (recall that £ > 1) to pass to the second line, and the L*(T)-
boundedness of this projector together with the approximation property (1.72) of the
Lz—orthogonal projector with X = T and (I, p,m, s) = (1,2,0,2) to conclude.

Plugging the above bounds into (5.46) shows that | I k Zg |% or satisfies the estimate
(2.76), and thus as in the proof of Lemma 2.33 that T, < ' *? |ulgrea(g7,)-

(ii. B) Case k = 0. Letting z,. = I* nZg the relation (2.77) holds with [2 replaced

by 1% h , 7rT zé replaced by zr and, if £ = —1, 71'713128 replaced with ﬁ}’lzg (due to
(5.27b)), that is:

Enw 1) z) = D (Frar)r = D (Vap'u Vap s — sy u 1) z), (5:47)
TeTh TeTh

~1,1 L1 ~1,1
wherenT =n; 1f€20and7rT =7blife =—1.

T
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(ii.B.1) Case k = 0 and € = 1. We have

D= Y (e = Y (far g —zdr +(fizg). (5.48)

TeT, TeTn TeTn

T2

By Cauchy—Schwarz inequalities and the approximation property (1.72) of the or-
thogonal projector with/ =1, p =2, m = 0 and s = 2, we have

|To,1] < Z Wl flirlzglmeary < P21 F g, (5.49)
TeT,

the conclusion following from a Cauchy—Schwarz inequality on the sum together
with the elliptic regularity assumption (2.69). Plugging (5.48) and (5.49) into (5.47)
and using (f,zg) = (Vu, Vzg) leads to

1En(u 1) zg)| < Z ‘(VM,VZg)T — (Vap u,Vay zo)r| + Isa (@) u, 1) 2|
TeTh

+ R £l

The first two terms in this right-hand side can be manipulated as in (ii.B) of the proof
of Lemma 2.33 (see (2.79) and (2.80)), leading to

0,
Enus 1) 20)| $ WP ul ey zg iz + BANFNNGN S W ulgze,) gl

which is the required estimate to conclude.

(ii.B.2) Case k = 0 and € = —1. The case £ = 0 is covered in Lemma 2.33, so it
remains to consider the case £ = —1. We write

D Foarr = D (Fmp o + D (foar = 1 2o

TeT, TeT, TeT,

’
I2,1

The first addend in the right-hand side is then manipulated as in (2.78), which leads
to

1€ Iy~ 2)| 120l g1l + 15,1 (5.50)
To estimate T] |, we use Assumption (5.5) on the weights. This assumption and the

definition (5.6b) of zr for z,. = 12’—1 Z¢ show that, if z, is polynomial of degree 1 in
an element 7, then zy = ng’ozg and the contribution of T in ijéyl is zero. Estimating
ié’l thus consists in approximating, in each element T € 73, zg by an element of
PY(T).

Fix T € 75, and define iy : H'(T) — P%(T) the interpolator defined by the first
component of 12‘71, that is: For w € H*(T),
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. 1 0,0
rw = W Z wTFlFld—lﬂF’ w.
d Fefr

We have

1
. 0,1 31 0,1
lir(zg = 7y 2ol = |T1 ] lir(zg — 77 2

1
2 0,0 0,1
< |T|d2 E wTF|F|d—1|7TF (Zg —np Zg)l

Fe¥r
1
-3 0,0 0,1
=1T1,7 ). wrrlay’(zg - 7y 2l
Fefr
1 1
-3 2 0,0 0,1
<UD wrelFIE 1750 - 79 2o,
Fe¥r

where we have used the fact that it (z, — ng’ ! Zg) is constant in the first line, we have
applied the definitions of iz and ||-||.1 () in the second and third line, respectively,
and we have concluded using a Cauchy—Schwarz inequality. Invoking then the trace
approximation property (1.73) of 71';)-’1 with p = 2, m = 0 and s = 2, we continue

with

1 1 3
. 0.1 -1 T
lir(zg = 7 zo)llr < 1T ,° Z wrr|FI2_ h2lzglma) S P lzgliey,  (5.51)
FeFr

the second inequality following from the estimate (5.4) on wrF together the mesh
regularity assumption that ensure card(¥7) < 1 and |F|g—1hr < |T]a (by (1.6)-
(1.8)).

Inserting iT(ﬂg’IZg) - ng’o(ng’lzg) = 0 (by (5.5)), we can then write
. 0,1 0,0 0,1
50l D7 Sl llir(zg — 73 2g) = 75 0(zg — 7y 20l
TeTn
2
< WA lrh zglry,
TeT,

the first line following from a Cauchy—Schwarz inequality, and the conclusion being
obtained invoking a triangle inequality, (5.51), and the L*(T)-boundedness of ”2,0 to-
gether with the approximation property (1.72) with X = T and (1, p,m, s) = (1,2,0,2)
to write

7" (e = 77 2l < llzg = 77 zellr S B lzg iz
Using a Cauchy—Schwarz inequality on the sum over T € 7}, and the elliptic regu-
larity, we infer the bound

%511 s 1 fllzglmam) s RIFINgI
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which, plugged into (5.50), yields the bound on &, (u; 1 2’_1 Zg) required to conclude
the proof. O

5.1.8 Numerical tests

We provide here numerical illustrations of the results of Theorems 5.12 and 5.16,
that is, the energy and L2-error estimate for the HHO(k,£) scheme (5.38).

5.1.8.1 Two-dimensional test case

The computational domain is Q = (0, 1) and the exact solution is
u(x1,x) = sin(7rxy ) sin(7rxy).

The source term is therefore f(x|,x2) = 22 sin(7x;) sin(7x,). We run the simula-
tions for k € {0,1,2} and € € {k — 1,k,k + 1} on a family of (mostly) hexagonal
meshes, and a family of locally refined Cartesian meshes; see Fig. 5.2 for repre-
sentatives elements of these families. We display the errors measured by the energy
norm ||u, —1 z’[uH 1.» (Which satisfies the estimate (5.41) since the norm equivalence

(2.41) holds), and in the L-norm ||uj, — m“u|| (which satisfies (5.45)).

Wi

/

geoss i

777
AL
sea vy

P e

Fig. 5.2: Examples of meshes for the tests of Section 5.1.8.1: hexagonal mesh (left);
locally refined Cartesian mesh (right)

The results on the family of hexagonal meshes, presented in Fig. 5.3, confirm the
theoretical O(h**!) convergence in energy norm, and the O(h**?) superconvergence
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in L?-norm, except in the case (k,£) = (1,0). As noticed in Remark 5.17, this case
(k,€) = (1,0) is not covered by Theorem 5.16, and the results here show that the rate
of convergence in L2-norm in this case is not better than the O(h?) rate in energy
norm.

- «- Energy error, [ = k — 1 - ©- Energy error, [ = k - 8- Energy error, [ = k + 1

—+— L%error,l=k—-1 —6— L2%error,l=k —S— L%error,l=k+1

107!

1074

1 1 1 1 1 1 I E | 1 1 1 1 1 1
10718 10716 10714 10712 107! 10708 1070-¢ 10718 10-1-¢ 10714 10712 107! 10708 10706

@k=0 k=1

£ | | | | | L
10718 10716 10714 1072 107" 10708 1070-¢

©k=2

Fig. 5.3: Errors vs. h for the 2D test case in Section 5.1.8.1, hexagonal meshes.
Energy error refers to ||u;, — [’;l’éulll,h, L?-error refers to ||uy, — 7T2’€Lt||.

Similar conclusions can be drawn from the tests on the locally refined Cartesian
meshes, see Fig. 5.4. We however notice, on these meshes, an unexpected supercon-
vergence in energy norm in the case (k,£) = (0,—1). This phenomenon is strongly
related to the particular mesh we consider here, and does not occur on less structured
meshes as seen in Fig. 5.3.

On both families of meshes, we also notice that increasing £ does not necessarily
lead to better estimates — the effect of the choice of ¢ is minimal, and varies with
the mesh and polynomial degree k. In passing, when comparing the displayed error
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measures, one should keep in mind that they have an intrinsic dependence on ¢ via
the use of the interpolator / Z’[.

- +- Energy error, ] = k — 1 - ©- Energy error, [ = k - 8- Energy error, [ = k + 1
—+— L2error,l=k-1 —— L%error,l=k —8— L%error,l=k+1

T T 3
107 ]
1072 E =
1073 F 3
1074 | | | | | - | | | | | ]
10-16  10-4  10-12 10-! 10-0-8 10-6 1014 1012 10-! 10-0-8
(k=0 by k=1
T

107 ¢ E

1074 E E

107 E

1076 E|

107

1

| | | | |
10-16 1014 10-12 10-! 10-0-8

k=2

Fig. 5.4: Errors vs. h for the 2D test case in Section 5.1.8.1, locally refined Cartesian
meshes. Energy error refers to ||u, — !Z’euﬂl,h, L?-error refers to ||uy, — nz’gu”.

5.1.8.2 Three-dimensional test case

The 3D computational domain is the unit cube Q = (0, 1)3, and the exact solution is

u(xy, xz, x3) = sin(zwxy) sin(mxy) sin(mwxz),
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corresponding to the source term f (x|, X2, x3) = 372 sin(x;) sin(7x,) sin(7x3). Two
families of meshes are considered: a family of matching simplicial meshes, and a
family of Voronoi meshes; one exemplar for each family is presented in Fig. 5.5.

Fig. 5.5: Examples of meshes for the tests of Section 5.1.8: matching simplicial mesh
(left); Voronoi mesh (right)

Figs.5.6 and 5.7 present the convergence graphs for k € {0,1,2}and ¢ € {k — 1,k,k + 1}.
Asin the 2D cases, we display the errors measured in the energy norm ||u, — 1 ’;’gu Il1.n
and in L? norm |uy, — ﬂg’gu”.

The results corresponding to the simplicial meshes, collected in Fig. 5.6, clearly
illustrate that the convergence in energy norm is in O(h¥*!) for all three choices of
¢. Likewise, except in the case (k,€) = (1,0), a superconvergence in O(h**?) can be
observed in the L?-norm, independently of .

The results on Voronoi meshes, collected in Fig. 5.7, show the same trend,
including the loss of superconvergence in the case (k,£) = (1,0). The rates of
convergence are, however, sometimes sub-optimal. For example, for (k,£) = (1,1),
the average slope of the H' error is 1.66 (compared to an expected slope of 2); for
(k,€) = (2,2), the average rate of convergence of the L? error is 3.53 (for an expected
rate of 4), and the average rate of the H' error is 2.57 (for an expected 3). In all tests,
though, the rates of convergence between the last two members of the mesh family
get closer to the theoretical rates. The reason for these loss of optimal convergence
is to be found in the regularity of the mesh. In Table 5.1 we present the values the
following mesh regularity parameter:

hr
——, max
|T|31/3 Fefr

hr  hF
hF, |F|é/2

max
TeT,
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This factor measures similar mesh regularity properties as o in Definition 1.9, but
is more practical to compute. This table shows that the considered Voronoi mesh
family does not form a very regular mesh sequence. It is interesting to notice that,
despite the high distortion of these meshes, the HHO method still performs relatively
well with only a minor reduction of the expected rates of convergence.

Mesh number Regularity parameter oy,

1 107
2 377
3 1.7E+3
4 2.6E+5
5 1.8E+4

Table 5.1: Mesh regularity parameter for the 3D Voronoi families of meshes used in
Section 5.1.8.2.

5.2 Nonconforming P! Finite Element

We show here that the HHO(0, —1) method of Section 5.1 is, on matching simplicial
meshes, strongly related to the nonconforming P! Finite Element method.

5.2.1 Presentation of the nonconforming P! Finite Element

Let a M}, be a matching simplicial mesh in the sense of Definition 1.7. The space of
nonconforming P! Finite Element functions, with homogeneous Dirichlet boundary
conditions, is the space of piecewise linear functions on 7;, whose averages on the
faces are continuous across the interfaces and vanish on the boundary faces. In other
words, recalling the definition (1.21) of the jumps across interfaces, and setting
[wlF = (wir)F whenever F € " with 7z = {T'}, this space is

S {w eP (Tp) : a2wlr =0 VFe ﬁ} .

Remark 5.18 (Alternative continuity condition). For polynomials of degree 1, the
average over a face is equal to the value at the centre of mass of the face. The
continuity conditions on a nonconforming P! Finite Element function w can therefore
be equivalently stated as: w is continuous at the centre of mass of each interfaces,
and vanishes at the centre of mass of boundary faces.
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-+~ Energy error, [ = k — 1 - ©- Energy error, [ = k - 8- Energy error, [ = k + 1
—+— L2error,l=k—-1 —6— L2error,l=k —5— L%error,l=k+1

1072 5

107

107

b k=1
107! E
1072 E
1073 £ E
1074 E
10 & E
| | |
1070.8 10—0.6 1070.4
) k=2

Fig. 5.6: Errors vs. h for the 3D test case in Section 5.1.8.2, simplicial meshes.
Energy error refers to ||u;, — !z’()uﬂl,h, L?-error refers to ||uy, — ng’[uH.

The nonconforming P' Finite Element scheme for the Poisson problem (2.1)
reads:

Find U}, € V;% such that, for all wy, € V;C s / VuUn-Vywy, = / fwn, (5.52)
’ ’ Q Q

where V), is the standard broken gradient (1.20).
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-+~ Energy error, [ = k — 1 - ©- Energy error, [ = k - 8- Energy error, [ = k + 1
—+— L2error,l=k—-1 —6— L2error,l=k —5— L%error,l=k+1

107 |
10! F

1072 3
1072 1
[ 1073 | 5
L ! ! ! L. ! ! ! §
10-0-8 10-0-6 10-0-4 10-0-2 10708 10-0-6 10704 10702
(@k=0 b k=1

10! [ ]
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b, I I I
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©k=2

Fig. 5.7: Errors vs. h for the 3D test case in Section 5.1.8.2, Voronoi meshes. Energy
error refers to ||u;, — !I;l’fulh,h, L?-error refers to |Juy — ng’[u”.

5.2.2 Properties of the low-order potential reconstruction on
simplices

To establish a link between the nonconforming P! Finite Element scheme and the
HHO(0,-1) scheme for the Poisson problem, we first identify properties of the
low-order potential reconstruction, specific to simplicial elements and meshes.

Lemma 5.19 (Potential reconstruction on a simplex). Let T be a simplex. For all
vy € Q(}’_], f’lTZT defined by (5.26) for k = 0 is the unique element in P'(T) that
satisfies

prv,) =ve  VF e Fr. (5.53)
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Proof. Let us first establish the existence of g € P!(T) that satisfies (5.53). Let
(%0, . ..,xq) be the centres of mass of the faces (Fy,. .., F;) of the simplex 7. These
centres of mass are not on the same hyperplane so, setting v; := x; — X for all
i=1,...,d,itholds

D :=det(vy,...,vg) # 0.

We can then define

det(vi,...,vi—1,X —X0,Vitl>---,Vd)
D .

d
q(x) = VF() + Z(VF{ - VF())
i=1

Developing each determinant in this expression with respect to its ith column shows
that ¢ is indeed a polynomial of degree 1. Moreover, forany j = 1,...,d,if x = X;
then x — Xy = v; and all the determinants above except for j = i vanish since two of
their columns are the same. The determinant corresponding to j = i is equal to D,
which shows that () = vr, +vF; —vE, = vr,;. We also obviously have g(¥¢) = v,.
Hence, g € PY(T) takes, for any F € ¥, the value vy at the centre of mass of F. By
Remark 5.18, we infer that n%oq =vyg forall F € Fr.

Let us now prove that f)lT vy has the same property. Applying the definition (5.26a)
we have, for any w € P!(T), since Aw = 0 and JroF’Oq = vy forall F € Fr,

0,0
Z (g q,Vw-nrp)rp
Fe¥r

Z (¢, Vw-nrp)r = (Vq,Vw)r,
FeFr

(VPpvy, Vw)r

where the removal of the L?(F)-projectors in the second line is justified since
Vw-nrp € PO(F) for all F € F7, and the conclusion follows integrating by parts.
Since this relation holds for all w € P!(T) this shows that VpJ.v,. = Vg and thus
f)lTKT = g + C for some constant C. Hence, for all F € ¥r,

Brvy D = (g + C e = (22°q + C,1)F = (v + C, D,

the introduction of the projectors being justified since 1 € P(F). Plugging this
relation into the closure equation (5.26d) yields

Z (/.)TF(C, 1)F =0.

FeFr

The condition (5.2b) on the weights then shows that (C, 1)7 = 0 and thus that C = 0.
Hence, pJ.v, = g satisfies indeed (5.53).

It remains to show that there can only be one element of P!(T') that satisfies this
property. By linearity, it suffices to show that if » € P!(T) satisfies n%or = 0 for all
F € Fr, then r = 0. We have, integrating by parts and introducing the projectors, by
the same arguments as above,
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(Vr,Vrr = > (nVrare)e = ) (p'r, Vrnre)r = 0.
Fefr Fefr

Hence r is a constant polynomial and, picking an arbitrary face F' € Fr,r = ﬂ%or =
0, which concludes the proof. |

Let us recall that the patched potential reconstruction f)}l : Qg"l — PY(Tp) is
defined by: For all y, € Qg’_l,

Gpvp)ir = prvy VT €T (5.54)

Lemma 5.20 (Isomorphism between Qz’,gl and V;;’CO). The patched potential re-

construction f)}l is an isomorphism between U 2’61 and V;{..

Proof. If v, € Uyy' then, by (5.53), for all F € #,! with 7 = {T},T>} numbered
according to the definition (1.21) of the jump across F, we have

0,071 0,01 0,01 _ _
Tp [phzh]F =Tp PrYy, —7p PrYp, =VF —VF = 0.
.. . b . _
Similarly, if F € 7—'h with 77 = {T},
0,051 . 00x1.  _ . _
mg PpyylF = mg pryy =ve =0

by the boundary condition embedded in U 2’(_)1. Hence, f),l1 v, € V'S
Let us show that p} is one-to-one. If v, € Uy'5" is such that p}v, = 0 then, for
all F € 9y, picking an element T € 7, f)ngT = 0 and thus, by (5.53),

_ 001 _
0= g Pr¥y = VF.

Hence, all face values of v n vanish. By definition (5.1b) of g%‘l, we deduce that
all elements values of v, also vanish, and thus that y, = 0. This proves that f)}l is
one-to-one.

It remains to prove that f)}'l is onto. Let w € Vi?,CO' By the continuity condition

embedded into V', the quantity vp = ﬂ%ow is single-valued for any face F' € ¥,

and vanishes for boundary faces. These values (vr)res;, define a vector v L €U 2:61,
the element values being reconstructed from the face values. Let T € 7;,. By (5.53),
f’ITKT and wr are two polynomials in P!(T) whose average value on each F € F7
is equal to vp. Lemma 5.19 thus shows that f)}gT = w)r. Since this is true for all

T € Ty, this proves that p, v, = w, and thus that p, is onto. i



192 5 Variations and comparison with other methods

5.2.3 Link with HHO(0,-1)

The following theorem establishes a link between the HHO(0,—1) scheme and the
nonconforming P' Finite Element scheme for the Poisson problem. Specifically, it
shows that these two schemes are equivalent, up to a modification of the discretisation
of the source term.

Theorem 5.21 (Link between the HHO(0, — 1) scheme and nonconforming
P! finite elements). Let My, be a matching simplicial mesh as in Definition
1.7, and let us consider the following modification of the HHO(0,—1) scheme
(5.38), in which only the source term is changed: Find u, € Qg:gl such that

an(wy,v,) = (f,By,) Yy, €U (5.55)

with aj, satisfying (5.38b).
Then u,, € Qg’; is the solution of (5.55) if and only iff)}lgh defined by
(5.54) is the solution of the nonconforming P! Finite Element scheme (5.52).

Proof. We first show that, if T is a simplicial mesh and (k,£) = (0,—1), any local
stabilisation form sy satisfying (S3) in Assumption 5.9 vanishes. Following the
proof of Lemma 2.11 it is easily established that sy depends on its arguments
only through the difference operators (5.31). It therefore suffices to see that these
difference operators are identically zero on QZ’;. Since P~ = {0} we immediately

have 5;1 = 0. Taking F' € ¥, the relation (5.53) also immediately gives 52 gy =0,
On a matching simplicial mesh, the HHO(0, —1) scheme (5.55) therefore does not

have any stabilisation term and is written: Find u,, € Qz’gl such that

> (Vppup, Vprvp)r = (fBjv,) Vo, € Upg.
TeT,

Exploiting the definition and surjectivity property of f)}z, setting wy, = f)}l v,» We can
recast this equation into

(VDyu,, Vwi)r = (fown)  Ywy, € Viio-

This exactly states that f)}lgh is the solution to (5.52). O
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5.3 Hybrid Mimetic Mixed method

The Hybrid Mimetic Mixed (HMM) method is a family of schemes introduced
in [174] that encompasses Hybrid Finite Volumes [187], low-order mixed/hybrid
Mimetic Finite Differences [86], and Mixed Finite Volumes [171]. We prove in this
section that, in most instances, the HMM method is equivalent to the lowest oder
HHO method (with k£ = 0). In what follows we identify, for X c R", PO(X ) with R.

5.3.1 The HMM method

Let My, = (75, F1) be a polytopal mesh as in Definition 1.4, and let (x7)req;, be a
family of points such that T is star-shaped with respect to x7, forall 7 € 7;,. Let T
be a mesh element, and recall the definition (2.55) of the boundary space QST with
k = 0, that is to say

Qgr = {Qar =(arF)rer @ arr €R VF € 7—}}

We define the operators Vi*™ : U — R? and dgr = (OrF)res : US — QOBT by:
Forall v, € Q%,

1
ViEMy = —— 3 Flacivenre (5.56)
|T|d Fefy
T
and
drpVy = Vi —vr = Vv (XF - x7), (5.57)

where X r is the centre of mass of F.

An HMM scheme for the Poisson problem is built as follows. For each T € 7), we
take a symmetric definite positive form s3** on QgT, and we look for u; € U 2 such
that

Z T V™ up- V™M y + Z st (dar Ups DoTVy) = Z /fVT,

TeT, TeT, Teq, YT (5.58)
0
Vv, € U,.

In the design and analysis of the HMM method, it is assumed that each element
T is star-shaped with respect to all points in a ball centred at x7 and of radius > A7,
with hidden constant independent of # and 7. Combined with the mesh regularity
assumptions in Definition 1.9, the coercivity and boundedness imposed on each
bilinear form s are then equivalent to: For all v,. € U’ OT,
IV (2 + ™ oz vy dorvy) = llug |2, (5.59)
where the hidden constants are independent of 4, T and v, and ||-||;,r is defined by
2.7).
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5.3.2 Equivalence between HMM and HHO with k = 0

To establish this equivalence, let us first prove a lemma that relates the local HMM
operators to the HHO potential reconstruction and difference operators.

Lemma 5.22 (Link between local HMM and HHO operators). Let T € 7, and
recall the definition (2.19) (with k = 0) of the difference operators 62 and (5%1;)[767:[.
Assume that xt is the centre of mass Xt of T. Then, for all v, € QOT, it holds:

(i) Vi™vy = Vppvy,

(ii) pryy = vr + Vi™y «(x = X7) forall x € T,
(iii) 67y, = 0 and 53FKT = —drfFyy, forall F € Fr.

Proof. (i) Let £ be an arbitrary vector in R and apply the definition (2.11a) of Vp;
with w(x) = £-x, so that Vw = £. This gives

(Vprv€)r = Z (ve,€-nTF)F.

Fe¥r

All the functions in the L-inner products on 7 and F are actually constant, and the
equation above can thus be written

|T|aVprvy € = Z |Fla-ivré-nrr = ( Z |F|d—lVFnTF) £ =|TaV™v €,
Fe¥r FeFr

the conclusion coming from the definition 5.56 of V™. Simplifying by |T'|; and
recalling that & is arbitrary in R¢, this shows that VPITKT = V;"™y,. and the proof is
complete.

(i) Since Vplv, = VI™y_ and pJ.v,. € P/(T), there exists a constant C such that,
forallx € T,
pryp(x) = C+ VP™y x. (5.60)

The closure equation (2.11b) on p}. yields 73:’p).v,. = 73"z = vz and thus
001 _ 00 _ -
iy pryp =7y (C+Vpvpx) = C+ Vv,

where the conclusion follows using the fact that X is the centre of mass of 7 (and
thus xr = ﬂ(;’ox). Hence, C + V"™v, X7 = vr and C = vy — V"™v.-X7. Plugged

into (5.60) this shows that p}.v,. = vr + Vi"™y_(x — ¥7).

(iii) As noticed above, the closure equation (2.11b) gives ﬂg’oplT\_zT = ng’ovr =,
which readily shows that 6%.v,. = 0. We now turn to 6% .v.. Using the result of Point
(ii) in the lemma,
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0,0, .1
7TF (pTKT - VF)

0,0 -
g (vr + VP v (x —X7) = vF)

0
OrrVr

HMM gyl
=vr + V" (XF — X7) — VP = —DrFyy,

where the third line follows from X7 = x7 and by definition X = ﬂ%ox of the
centre of mass of F. ]

We can now state and prove the equivalence theorem between the HMM schemes
for the Poisson problem, and the lowest order HHO schemes for this model.

Theorem 5.23 (Equivalence between the HMM scheme and the HHO
scheme with k£ = 0). Let My, be a polytopal mesh as in Definition 1.4, and
assume that the points (XT)req; are the centres of mass of the mesh elements.
Then the HMM scheme (5.58) and the HHO scheme (2.48) with k = 0 are
equivalent, in the sense that:

(i) for any choice of HMM stabilisation forms (s*)rc7;,, there is a choice
of HHO stabilisation forms (st)reg;, such that (5.58) and (2.48) are the
same equations, and

(ii) for any choice of HHO stabilisation forms (St)rc7;, there is a choice of
HMM stabilisation forms (s§*")r g, such that (5.58) and (2.48) are the
same equations.

Proof. An inspection of the HHO scheme (2.48) (where aj, is given by (2.39) with
each ar defined by (2.15)) and of the HMM scheme (5.58) shows that the result of
the theorem holds if we can prove that, for all T € 7;, and all u., vr el g,

(Vprig, Vprve)r + sr(uz,vy)
= |71V, V™Y S (i Darvy). (5.61)

By Point (i) in Lemma 5.22 the first terms on each side are identical, and we therefore
only have to prove that for any choice of HMM stabilisation s3* (resp. any choice of
HHO stabilisation s7), there is an HHO stabilisation sy (resp. and HMM stabilisaton

s;™) such that
HMM

st(Up,vy) = sp " Doty DoT V) (5.62)

(i) From HMM to HHO. Let si™™ be an HMM stabilisation form, and define sy by
(5.62). Then, st clearly satisfies (S1) in Assumption 2.4. The property (S2) comes
straight from (5.59) since (5.62) ensures (5.61). Finally, (S3) is a consequence of
bg F= —62 - and of the polynomial consistency (2.21) of this difference operator.

(i) From HHO to HMM. Take now a stabilisation form sy that satisfies (2.4). By
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Lemma 2.11 it only depends on its arguments through the difference operators
(2.19) which means, owing to Point (iii) in Lemma 5.22, that it only depends on
its arguments through d57 = (drF)res;, and thus that there exists a bilinear form
s on QgT such that (5.62) holds. The property (S2) in Assumption 2.4 and (5.61)
(consequence of (5.62)) then shows that ™™ satisfies (5.59). a

Remark 5.24 (Limits of the equivalence between HMM and HHO). Although the
algebraic description of the HMM method does not require each element 7' to be
star-shaped with respect to x7, its analysis (e.g. in [174] or [173, Chapter 13]) is
always performed under this assumption, which is not imposed for the convergence
analysis of HHO schemes (see Definition 1.9). The HHO method with £ = 0 can
thus be considered as an extension of the HMM method to meshes made of possibly
non-star-shaped elements.

On the other hand, the design and analysis of HMM does not require each xr,
for T € 7, to be the centre of mass of 7. As a consequence of this relative freedom
of choice for the element point, on certain meshes the HMM family of schemes
contains the Two-Point Flux Approximation (TPFA) finite volume scheme [173,
Section 13.3], a historical and popular scheme in fluid mechanics; this inclusion
of TPFA into HMM enabled the proof of a super-convergence result for the TPFA
method [177]. Additionally, the convergence analysis of HMM can be carried out,
exploiting the low-order of the method, on mesh families that do not satisfy our
regularity assumptions (in particular, because they can have faces that are very small
compared to their neighbouring elements); see [173, Chapter 13] and also Remark
1.11 on degenerate faces.

5.4 The Mixed High-Order method

In this section we discuss the Mixed High-Order (MHO) method for the Poisson
problem originally introduced in [146] and show that, after hybridisation and local
elimination of the flux variables, it coincides with the primal HHO scheme (2.48).
This link between MHO and HHO methods was first highlighted in [8]; see also
[58], where an equivalence between mixed and primal formulations is established
for a large set of related classical and new generation discretisation methods.

5.4.1 The Poisson problem in mixed formulation

Mixed methods for the Poisson problem use as a starting point a formulation where
the flux and the potential appear as separate unknowns. Specifically, a classical
mixed formulation of the homogeneous Dirichlet problem (2.1) consists in seeking
o :Q— R%and u : Q — R such that
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og+Vu=0 in Q, (5.63a)
Vo=f in Q. (5.63b)

Problem (5.63) admits a straightforward physical interpretation: equation (5.63b)
represents an infinitesimal balance of fluxes, while equation (5.63a) is the linear
constitutive law linking the potential and the flux. Defining the spaces

¥ = H(div; Q), U= L*Q),
a classical weak formulation of problem (5.63) reads: Find (o7, u) € X X U such that

m(o,t)+ b(t,u) =0 VreX, (5.64a)
—b(o,v) = (f,v) Vv e U, (5.64b)

where the bilinear forms m : ¥ XX — Rand b : £ X U — R are such that, for all
o,reXandallg e U,

m(o,7) = (0,71), b(t,q) = —-(V-1,9). (5.65)

5.4.2 Local spaces of discrete unknowns

Let a mesh element T € 7, be fixed and, for any integer [ > O set, for the sake of
brevity,
Gl = VP*I(T) c PY(T).

We define the local space of discrete flux unknowns (see Fig. 5.8):
;I% = {ET = (TTs(TTF)FE‘FT) L TT € GI;:I and TTF € Pk(F) VF € 7:T} .

The corresponding interpolator I ’,‘:’T : H\(T)¢ — ;’; is such that, for any T €

k=0 k=1 k=2

Fig. 5.8: Discrete unknowns in 2; for k € {0,1,2}.

HY(T)Y,
I3 77 = (a7 (g (Tnre)res;) (5.66)
=xT° " GT  \"F TF))Fe¥r)s .
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where 7%~! denotes the L2-orthogonal projector on G’;‘l such that

k—1
G, T
(gt -TU)r =0  VweGih (5.67)

We equip ;’} with the following L?(T)¢-like norm: For any T, € ;’;,

1
2
lzplier = [Ierlf + . hellerel} | (5.68)
Fefr

5.4.3 Local divergence and flux reconstructions

The MHO method hinges on reconstructions of the divergence and of the flux devised
atalocal level. The divergence reconstruction is inspired by the following integration
by parts formula in the spirit of Section 2.1.1: ForallT € H'(T)? and all v € C™(T),

(Vv)r = =@,V + ). (Tnre,v)r.
Fe¥fr

Specialising this formula to v € PX(T") and using the definition (1.56) of the L>-
orthogonal projectors on PX(T) and P¥(F) along with the definition (5.67) of the
L?-orthogonal projector on G’}‘l to insert them into the products, we get

(V) = —(xk T V) + Z (" (x-nrE)v)F.
FeFr

Inspired by this formula, we define the local divergence operator D& : 5 — PX(T)
such that, for any 7. € ;’;,

(D) = =, Vo) + ) (orev)e Vv e PX(T). (5.69)
Fe%r

Existence and uniqueness of Dl;zT immediately follow from the Riesz representation
theorem in PX(T') for the L?(T)-inner product. By construction we have that, for any
T e H(T)4,

DAIS ;7 = nyK(VeT). (5.70)

We next introduce the flux reconstruction operator F’} : ;; - G; such that, for
any 7, € Xk,

(Fhzy, Vw)r = —Dkzpwir + D (rpw)e  Yw e T (5.71)
Fefr
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Once again, existence and uniqueness of F?zT are a consequence of the Riesz
representation theorem in G’} for the L?(T)-inner product. The flux reconstruction
is designed to satisfy the following polynomial consistency property: For all v €
Pk+1(T),

FLI§ Vv =V, (5.72)

as can be checked writing (5.71) for =, = L’ésTVv, observing that D;LI}E’TV\) =
7K(Av) = Av owing to (5.70) along with Av € P*~(T), that 2%*((Vv)r-nrr) =
(V)ir-nrr € PX(F) for all F € ¥z, and integrating by parts the right-hand side.

Remark 5.25 (Commutation property for F’; ). Contrary to DX, the operator F’} does
not enjoy a general commutation property with the interpolator I ’}‘:’T and the L>-
orthogonal projection on G];. Indeed, if v € H'(T) is a general function then (5.71)
with 7, = L])E’TVV leads to

(FAIE Vv, Vw)r = ~(p (AL w)r + > R (Vvnrp)wip.  (5.73)
Fefr
In this equation, however, w € P**1(T'), and the orthogonal projectors ng’k and ﬂg’k

therefore cannot be removed. This would be required to get F%L ’)‘:’TV = né V.
Recalling Proposition 1.35, property (5.72) ensures, however, that F§ ol ’)‘:’T is a

projector on G§ (albeit different from the L>-orthogonal projector).

5.4.4 Local bilinear forms

The discrete local versions of the continuous bilinear forms m and b defined by
(5.65) are the bilinear forms my : Z& x £X — R and by : X x PY(T) — R such
that, for any 0,7, € £k and any v € PK(T),

mT(QT’zT) = (Fé"ZT’FI;"zT)T + SE,T(gTszT)7

5.74
bT(vav) = - (DI;ET,V)T. ( )

The first term in mz is a consistent contribution mimicking the L’-product of
fluxes, while the second is a stabilisation contribution which satisfies the following
assumption, originally proposed in [58].

Assumption 5.26 (MHO stabilisation bilinear form) The local stabilisation bi-
linear formsg 1 : ;’; X §§ — R satisfies the following properties:

(SM1) Symmetry and positivity. sy r is symmetric and positive semidefinite;
(SM2) Stability and boundedness. It holds, for all T, € ;’;,

mr(zT,zT)% = [z s, (5.75)
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with hidden constant independent of h and T.
(SM3) Polynomial consistency. For all w € P**'(T) and all T, € 2K, it holds

se.r(Is 7 Vw.ty) = 0. (5.76)

The classical MHO stabilisation originally introduced in [146] is obtained setting,
forall o ,7, € ;’;,

K K
se.7(0,Tr) = Z hrp(Fror-nrp — orp, Kt nre — trr)F.
Fe%r

(SM1) can be checked by inspection, while (SM3) is an immediate consequence of
the polynomial consistency (5.72) of the flux reconstruction operator. The proof of
(SM2) can be found in [146, Lemma 4].

5.4.5 Global spaces of discrete unknowns and discrete problem

The global space of discrete flux unknowns is defined as follows:

Ii= {1h = (tp)res @ Tp €5 VT €T, and Z rp=0 VFe ff,;}
TeTr

where we remind the reader that, for any F € 7, 7F collects the mesh elements to
which F belongs; see (1.2). Notice that the condition on the interface unknowns in
g’; mimicks at the discrete level the continuity of the normal trace of the flux; see
the discussion in Section 2.2.5 and, in particular, (2.50b). The potential is sought in
the space of broken polynomials of total degree k on 7,:

UK = P(Ty).

Denote by my, : £y X Zf — Rand by, : £} x UF — R the global bilinear
forms obtained by element by element assembly of the local contributions defined
by (5.74), that is, for all o7, 7, € ;’,; and all v, € U*,

my(0,,T,) = Y M@y Ty)  bu(Tve) = Y br(rpvr),
TeT, TeTn

where, for all T € 7y, vy = (v;)7. The global problem reads: Find (o, u) €
I} x UF such that

my, (0, T;,) + bp(Ty ) = 0 vz, € Z), (5.77a)
~bu(a,vn) = (fovn) Vv, € PX(T). (5.77b)
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5.4.6 Hybridisation and equivalent primal formulation

The MHO method (5.77) can be recast into a primal formulation that fits into the
framework of Chapter 2 for a specific choice of the local stabilisation bilinear form.
To prove it, we proceed in two steps: first, we perform the so-called hybridisation of
the method, which consists in enforcing the single-valuedness of interface unknowns
in ;';l via Lagrange multipliers; second, we eliminate the flux unknowns by locally
inverting the discrete constitutive law inside each element.

5.4.6.1 Hybridisation
Define the space of fully discontinuous discrete flux unknowns

<k
2h = {zh = (ET)TE"];, L TIr € 2’} VT € ‘7;1},

and recall the definition (2.32) of the space U’ ﬁ of discrete unknowns for the primal
HHO method and (2.36) of its subspace U fl o With strongly enforced homogeneous
Dirichlet boundary conditions. We additionally define the bilinear form by, g’; X
Q;‘l — R such that, forall 7, € 2’; andally, € Qﬁ,

bu(zyv,) = Y br(ry.vp),

TeT,
where, for all T € 7},
br(Ty.vp) = br(Tpvr) + Y. (tre,ve)r (5.78)
Fefr
= (7, Vvr)r + Z (trF,VF = VT)F, (5.79)
Fe¥r

where we have expanded first by then D?zT according to their respective definitions
(5.74) and (5.69). The mixed hybrid reformulation of problem (5.77), obtained using
Lagrange multiplier to enforce the continuity of discrete boundary flux unknowns,

reads: Find (o), u;,) € illz X Qﬁ o such that

VI €T mp(ay,Ty)+br(ty,ug) =0 vipeln  (5.800)
—bu(a).v,) = (fovn) Vv, €Uy, (5.80b)
Equations (5.80a) locally enforce the discrete constitutive law inside each element.

Equation (5.80b), on the other hand, expresses local balances and a global transmis-
sion condition.
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5.4.6.2 Potential-to-flux operator

The next step in order to derive from (5.80) an equivalent primal formulation anal-
ogous to (2.48) is to eliminate the flux unknowns by locally inverting (5.80a). Let
an element T € 7, be fixed. We define the potential-to-flux operator ¢% : Uj — X

such that, for all v, € Qi,
my(ehvy 1) = br(zpvy) Vo e EL (5.81)

Lemma 5.27 (Properties of the potential-to-flux operator). Let a mesh element
T € Ty be fixed, and let sy T denote a bilinear form satisfying Assumption 5.26.
Then, the corresponding potential-to-flux operator sl; is well-defined and has the
following properties:

(i) Stability and boundedness. For all v, € UX, it holds
sk vplls,r = vyl r, (5.82)

with norm |||z, on ;; and seminorm ||-||;.r on Ql} defined by (5.68) and
(2.7), respectively, and hidden constant independent of both h and T.
(ii) Polynomial consistency. For all w € P**1(T), it holds

SiLyw = —I§ ;Vw. (5.83)

(iii) Link with the potential reconstruction operator. It holds, with local potential

reconstruction operator p?” defined by (2.11) and local flux reconstruction

operator defined by (5.71) (see Fig. 5.9): For all y, € Q;,

Frgkv, = -vpitlv,. (5.84)

Pk+l(T) ——V> VPkH(T)

Fig. 5.9: Nlustration of the commutation property (5.84).

Proof. Owing to assumptions (SM1) and (SM2), mr defines a scalar product on
;’;. Hence, the fact that 2; is well defined is once more an application of the Riesz

representation theorem applied to 2’} equipped with the scalar product defined by
mr.
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(i) Stability and boundedness. We start by noting the following boundedness property
for br, obtained from (5.79) applying Cauchy—Schwarz inequalities first on the L2-
inner products then on the sums: For all 7. € ;’; and all vy, € U §

. 1 1
[br(z . v0)| < liTrlleIVvrllr + Z hilltrelle hp llve —vrlle
FeFr (5.85)

< Mlzpllerllvylhr

Let now v, € Uk Using the equivalence expressed by (5.75) followed by the
definition (5.81) of the potential-to-flux operator and the above boundedness property
for bT, we infer

k 2 k k - k k
s, vrlls 7 = mr(s, vy, € vy) = =br(s vy vy) < ISy llerllvyllir,

which yields, after simplification, ||£I;,KT||):,T < llvzllir. To prove the converse
inequality, let 7. = (7, (trF)Fes; ) be such that 77 = Vvr and 77 = h;l(vF —vr)
for all F € ¥r, and observe that

2 I~ k
vyl 7 = br(zy.vy) S lsivrllerllvyllr,

where we have used the characterisation (5.79) in the first inequality and (5.85) to
conclude. After simplification, we obtain ||y, [l1,7 < || S? vy llz,r, which concludes
the proof of (5.82).

(ii) Polynomial consistency. Let w € P*1(T). Using the definition (5.81) of g’; with
vy = [?w, and recalling the definitions (5.78) and (5.74) of BT and by, we obtain

0,k 0,k
mr(sk w,zr) = (1p*w. Dz + ) (i wir e
FeFr

= (w, D, )r + Z w.trp)F = ~(Vw.Fprp)r,
FeFr

(5.86)

where we have used D?zT € PX(T) and 77 € PX(F) for all F € F7 along with the
definition (1.56) of the projectors to cancel them in the second line, and the definition
(5.71) of the flux reconstruction operator to conclude. On the other hand, using the
definition (5.74) of my followed by the polynomial consistency properties (5.72) of
F? and (5.76) of sy r, forall 7. € §§ we have that

mr(I5 V. 1;) = (FRI§ VW Fiz ) + sp Iy 7 Yw. 1)

f (5.87)
= (VW, FTzT)T'

Summing (5.87) and (5.87), we infer that

mT(S’;ZI}W + LIE’TVW,ZT) =0 VT, € ):k
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which, since the bilinear form my defines an inner product on Ek, implies (5.83).

(iii) Link with the potential reconstruction operator. Let y,. € Ql}, w € P**I(T), and
set T, =T /}‘: 7 Vw. Recalling the definition (5.74) of mz, and using the polynomial
consistency (5.72) of F§ together with (5.75), it is readily inferred that

my(shvy. 7)) = (Fr6h v, Vw)r. (5.88)
On the other hand, recalling the definitions (5.66) of I ’)E r and (5.78) of br, we get

br(t;,v,) = —~(vr, Dz, )r + Z (VF,TTF)F

FeFr
= ~(vp, 7 (Aw))r + Z (ve, 1 (Vw-nrF))F (5.89)
Fefr
= —(vr,AwW)r + Z (e, Vwnrp)r = (Vpi v, Vw)r,
Fe¥fr

where we have used the commutation property (5.70) of the discrete divergence
operator in the second line, (1.56) to remove the projectors in the third line, and the
definition (2.11) of the local potential reconstruction to conclude. Adding (5.88) to
(5.89) and recalling the definition (5.81) of the potential-to-flux operator, we arrive
at

(Fig?zT + Vp]}”gT,Vw)T =0 vw e PKYI(T),

and (5.84) follows after observing that Vw spans G’; when w spans PX*1(T). |

5.4.6.3 Equivalence of the mixed, mixed hybrid and primal formulations

We next show that the MHO scheme (5.77) is equivalent to the following problem
in primal formulation: Find (07}, u,,) € g’; X Q,’i o such that

o =6iuy VT €T, (5.90a)
with i, € Qﬁ,o solution of
an(uy,vy) = (fovn) Vv, €U, (5.90b)
where the bilinear form a, : U IZ xU ﬁ — Ris such that

ah(ﬂh’zh) = Z aT(ZT’KT) with aT(ﬂTaKT) = mT(S;ZT’SI;KT) (5.90¢)
Ty
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Theorem 5.28 (Equivalence of the mixed, mixed hybrid and primal formu-
lations). For all T € Ty, let sy T denote a stabilisation bilinear form matching
Assumption 5.26. Let (o ;,u,) € g; X Q’;l o and let uy € PX(75,) be such that
(un) i = ur for all T € Ty,. Then, the following statements are equivalent:

(i) o), € ;’,; and (0, up,) solves the mixed problem (5.77);
(ii) (o), u,,) solves the mixed hybrid problem (5.80);
(iii) (o}, u;,) solves the primal hybrid problem (5.90).

Proof. The equivalence (i) <= (ii) classically follows from the theory of Lagrange
multipliers. To conclude, it suffices to prove that (ii) <= (iii). The equivalence
between equations (5.90a) and (5.80a) immediately follows recalling the definition
(5.81) of the potential-to-flux operator. As a consequence, it holds for all 7 € 7, and
ally, € Uk,

—br (a7 vy) = —br(shur,vy) = mr(ehur, ¢hv,) = ar(ur, vy),

where we have used the definition (5.81) of the potential-to-flux operator together
with the symmetry of my in the second equality, and the definition (5.90c) of ar
to conclude. Summing this relation over T € 7, implies that equation (5.90b) is
equivalent to (5.80b), thus concluding the proof. O

5.4.7 Link with the HHO method

We are finally ready to show that the primal formulation (5.90) enters the framework
of Chapter 2.

Theorem 5.29 (Link between the Mixed High-Order and Hybrid High-
Order methods). For all T € Ty, let sy v denote a bilinear form satisfying
Assumption 5.26, and set, for any u, v, € Ql},

s7(up,vy) = ser(Shur, skvy), (5.91)

with potential-to-flux operator g? defined by (5.81). Then,

(i) Properties of sy. The stabilisation bilinear forms sy, T € Ty, satisfy
Assumption 2.4.

(ii) Link with the Hybrid High-Order method. u;, € U ﬁ,o solves the discrete
problem (2.48) with stabilisation bilinear forms as in (5.91) if and only



206 5 Variations and comparison with other methods

if (oy.u,) € 2’; X Qﬁ o Witho, = (SI;,ZT)TEE, solves the mixed hybrid
problem (5.80).

Proof. (i) Properties of st. Let an element T' € 7, be fixed. The bilinear form sy
clearly inherits the symmetry and positive semi-definiteness properties of sy 7.

To prove the local seminorm equivalence (2.16) expressing the stability and
boundedness of sr, it suffices to observe that, for all v, € Q’},

k k k 2 2
ar (vy,vy) = mr(§y vy €vy) = IS vrlle 7 = v lli 7

where we have successively used the definition (5.90c) of ar, (5.75), and the stability
and boundedness (5.82) of Si .

In order to prove the polynomial consistency property (2.17), we let w € PX*1(T)
and observe that, for all y,. € Q?, we have

sr(lpw,vy) = ser(shliw, ¢k v,) = —sz r(I5  Vw,65v,) = 0,

where we have used the definition (5.91) of sy and the polynomial consistencies
(5.83) and (5.76) of Si and sy 7, respectively.

(ii) Link with the Hybrid High-Order method. Compare the primal hybrid scheme
(5.90) with the HHO scheme (2.48) and recall the equivalence with the mixed hybrid
problem (5.80) stated in Theorem 5.28. |

5.5 Virtual Elements

In this section we derive a Virtual Element reformulation of the HHO scheme (2.48)
and establish a link with the Nonconforming Virtual Element Method of [26].

We also present the Conforming Virtual Element Method [43, 76], discuss dif-
ferences with the virtual formulation of the HHO scheme, and develop an analysis
in which we establish in particular the approximation properties of the relevant
projector operator in a non-Hilbertian setting.

In what follows, we denote by k > 0 a fixed integer corresponding to the polyno-
mial degree of the HHO scheme.

5.5.1 Local virtual space

Let an element T € 7}, be fixed, and define the following space:
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Ut = {or € H(T): Avy € PX(T) and (Vor)pnrr € PX(F) VF € F7}.

(5.92)
It is a simple matter to check that PX*1(T) ¢ 11#. The functions in 11# are virtual in the
sense that, for general polynomial degrees and element shapes, it is not possible (or
computationally feasible) to find an explicit expression for use in a Finite Element
code. This difficulty is circumvented in the Virtual Element framework by using
computable projections to formulate the consistency terms in conjunction with local
stabilisation terms similar to the ones discussed in Section 2.1.4 for the HHO method.

Recall the definitions (5.92) of the local space of discrete HHO unknowns

Uk ={v, = (r,(vF)rer) : vr € PX(T) and vp € PE(F) VF e 77},
and (2.8) of the local interpolator 7% : W!-1(T) — UX such that, forany v € W' (T,

k. o/ 0k 0.k
v = (v, (2 ViF)Fery )

The following lemma establishes an important link between H;i and U ’}

Lemma 5.30 (Link between u; and Q;) The local interpolator I ’} defines a bi-
Jective mapping from 1I§ to Q’}. As a result, the spaces llé and Q§ are isomorphic.

Proof. With a little abuse in notation, throughout the proof we still use the symbol
1% for the linear mapping I% : Ak — UX obtained by restricting the domain of the
local interpolator from W!!(T) to W& ¢ W'-I(T).

The first part of this proof consists in showing that [? is injective so that, by the
rank-nullity theorem, we can infer dim(ué) = dim(Im(Z ?)) < dim(U ?) Notice that
this implies, in particular, that 11;‘. has finite dimension.

In the second part of this proof, we construct an injective linear mapping
¢k . Uk — uk. Applying again the rank-nullity theorem, this time to X, yields
dim(U%) = dim(Im(€X)) < dim(u¥) so that, in conclusion,

dim(U%) = dim(u).

Being injective linear mappings between vector spaces with the same finite dimen-
sion, both !’; and 53; are bijective. Thus, the spaces lIéi and Q§ are isomorphic.

(i) Injectivity of [’}. It suffices to prove that Ker([?) = {0}. Letvy € ZI§ be such that
[?nT = 0, that s, ﬂg’kUT = 0and n%k(nr)m = Oforall F € ¥7. Using an integration
by parts, we can write

[ Vor|l7 = —(or, Avp)r + Z (vr,Vor-nrr)r
Fe¥r

0.k 0.k
= —(ny o, Aor)r + E (mg" (or) |, Vor-nrr)r =0,
Fe¥r

where we have used the definitions (5.92) of the local virtual space and (1.56) of the
L?-orthogonal projector to insert ﬂg’k into the first term and ﬂ%k into the second. As
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aresult, vy is a constant function over 7. Consequently, vy = ng’k vy = 0, so that vy

is the null function over T'. This proves the injectivity of ; : 11;‘. — Q’;.

(ii) Construction and injectivity of 53; Define the linear mapping 53; : Q’} — u;
such that, for any v, = (vr,(VF)Fres;) € QI;, Q;KT solves the following Neumann

problem:
> / VF) inT, (5.93a)
F

1
—AQ;(—VT =Vr — — /VT—
- ITla \Jr Fer

Vv, nrF = vF onall F € Fr, (5.93b)

/ Ly, / vr. (5.93¢)
T T

Problem (5.93) defines a unique element Qi v of 11?: equations (5.93a) and (5.93b)
classically define Q% v, up to a constant since the usual compatibility condition for
Neumann problems

- /T Ay, = ) /F VervpnTE

Fefr

is verified. This constant is then fixed by the closure condition (5.93c).

To prove that £X is injective, it suffices to check that Ker(¢k) = {0}. Letv,. € Uk
be such that Qix_zT = 0. Then, (5.93b) and (5.93c) imply, respectively, vy = O for all
F € 7 and fT vr = 0. Plugging these relations into (5.93a) yields vr = 0, so that
vy = 0 and the proof of the injectivity of 2? is concluded. O

5.5.2 Virtual reformulation of the local HHO bilinear form

Having proved that 1 ? : u{; — Q§ is bijective, we denote by (1 ]})_1 the correspond-
ing inverse mapping. For any v,. € U ’;, writing the commutation property (2.14) for
v = vr = (I5)7'v,., we infer that it holds

k+1 1,k+1D

Pr Yy =77p T

which shows, in particular, that the elliptic projection of vy can be computed in
terms of the discrete unknowns collected in y,.. We therefore have the following
reformulation for the consistency term in the local HHO bilinear form (2.15): For all
ur,vy € Uf, letting ur = (I5) ™ uy and oy = (15) v,

k+1 k+1 _ 1,k+1 1,k+1
(Vo7 up, Vo vp)r = (Vo™ ur, Vo, " or)r.
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Let now sy denote a local stabilisation bilinear form that satisfies Assumption 2.4.
By Lemma 2.11, it therefore depends on its arguments only through the difference
operators defined by (2.19). We start by noticing that, for any v, € Qi, letting as

before vy = (Ik)7 1y,

k 0.k, _1,k+1 k 0.k _1,k+1
Orvy = np (" o —vr), Orpyy =ng (my" vr —vp) VF € Ir,

where, proceeding as in the proof of Proposition 2.6, we have used the linearity and
polynomial invariance (1.55) of ﬂg’k and ﬂ'lop’k to cancel them from the second terms
in parentheses. Thus, there is a bilinear form sr : 11# X H;ﬁ — R such that, for any
Ur,Vp € g];"’

1,k+1 1,k+1
T

st(ur,vy) = sr(n ur —ur, 7 op —o1),

where again uy := (ll;)_lﬂr and oy = ([’;)_IET.
Define now the discrete virtual bilinear form ar : 1I§ X H; — R such that, for
any ur,vp € UK,

1

+1 1,k+
ur —ur, ;" o7 —o1).

1Lk+1 1Lk+1 1,k
ar(uz,or) = (Va" " up, Va " op)r + sp(ny

Accounting for the previous remarks, it holds by construction that, for any uz,vr €
k
i k k
ar(ur,vr) = ar(Ipur, Ipor).

5.5.3 Global virtual space and global bilinear form

We can now define the global virtual space
uk = {nh € H'(Tp) : (o) € Wa VT € T and 7%*([o]F) =0 VF € f,;}

along with its subspace with strongly enforced homogeneous Dirichlet boundary
conditions:
Wy = fon e uf s 2 @ =0 VF e ).

It can be checked that the domain of the global interpolator / ',; defined by (2.34) can
be extended to W'-!(Q) + ¥ thanks to the continuity of the L*-projection of degree
k of the traces of functions in u’; across interfaces, that is, for any v € WH1(Q) + 1k,

k. 0,k 0,k
Ly = ((n" vir)res,. (TG VIF)Fes,)-

Moreover, it can be easily inferred from Lemma 5.30 that /' ];: defines a bijection from
II}’; to the space of global unknowns defined by (2.32), whose definition is recalled
here for the sake of convenience:
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Ql;l = {Xh = ((VT)Tef],',,(VF)Feﬁ) :

vr € BX(T) VT € 75, and vp € P*(F) VFeﬁ}

Notice that, when v, belongs to Q,’i o (the subspace of Qz with strongly enforced
homogeneous Dirichlet boundary conditions, see (2.36)), the corresponding virtual
function vy = (!;‘l)_lzh lies in llfl’o.

Define the global virtual bilinear form ay, : u,’; X Hz — R such that

an () = )" ar () (on)yr)

TeT,

Accounting for the previous remarks and recalling the definition (2.39) of the global
HHO bilinear form, it holds, for any U, v, € Q’Z,

(W, v) = (IR, IR o). (5.94)

5.5.4 Virtual reformulation of the HHO scheme

We consider the following Virtual Element scheme for the Poisson problem (2.1):
Find 1, € U¥ | such that

W op) = (fomyop) Vo € Uk (5.95)

where we remind the reader that the global L?-orthogonal projector is such that, for
any v € L(Q), (ng’kv)g = ng’kmr for all T € 7j; see Definition 1.37. Notice that
the linear form in the right-hand side is computable from [ ];: vy, which contains the
L*-projections of degree k of vy, inside each mesh element. The link between the
original fully discrete HHO formulation (2.48) and the virtual formulation (5.95) is
established in the following theorem.

Theorem 5.31 (Equivalence of the fully discrete and virtual formulations).
Letu, € U fz,o and vy, € Hﬁ’o denote the unique solutions to the fully discrete
HHO scheme (2.48) and the Virtual Element scheme (5.95), respectively. Then,
it holds that

w, = Iy, (5.96)

Proof. Letvy, € u,’;’o, and sety, = [,’;nh. Using the equivalence (5.94) of the HHO

and virtual bilinear forms together with the definition (2.33) of the broken polynomial

field v, € Pk (71,) obtained patching element unknowns to write v, = T, o, it is
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inferred from (5.95) and (2.48) that

an(Lfun,v,,) = a (e 0p) = (.71 08) = (f.vn) = an (. v,)-

Hence, using the linearity of aj, in its first argument, and observing that v, spans
Uy, o when vy, spans 2 | we deduce that
K - k
ap(Lyup —u,,v,) =0 Vv, €U, .

which implies (5.96), by coercivity (2.41) of a;, and concludes the proof. |

5.5.5 Link with Nonconforming Virtual Elements

We briefly discuss in this section the links with the Nonconforming Virtual Element
method of [26]. Let a mesh element T € 7}, be fixed. The Nonconforming Virtual
Element method is based on a variation of the local virtual space (5.92) where
element-based unknowns are taken one degree less than face-based unknowns, that
is,

kA= for € HY(T) : Avp € PX"N(T) and (Vor) ponrr € PK(F) VF € 77},

where we remind the reader that P~!(T) := {0}. Recall the definitions (5.1), (5.6)
and (5.26) of the space U ]}’k_l, interpolator /. '}’k_l and local potential reconstruction
pr*! for the HHO(k, ¢)-method, with £ = k — 1, of Section 5.1. We note that if k > 1
then ¢ > 0 and, formally, pX*! = pX*!. In a similar way as in Lemma 5.30, it can be

seen that [i’k_l is an isomorphism between Hi’k_l and Qi’k_].

For a given virtual function vy € ll;’k_l , the commutation properties (5.27) show
that
~1,k+1 <1 pk k-1
m op = pEr I or (5.97)
~Lk+1 _ _1k+l ~1,1 _ ~1,1 - .
where T =y ifk > 1,and m;;" = ;7" (see (5.14)). The elliptic projection

Lkl ! k k-1
=Lkt k-

mp" " or can thus be computed from the discrete unknowns collected in I;:" vr.
Thus, the local bilinear form for the Nonconforming Virtual Element method is
defined as: For all ur,vr € u;’k_l,

~1k+1 ~1k+1
af™(ur, o) = (VA" up, Vas"op)r + sy (ur, or).

Here, s7™™ : ui’k” xlI;‘:kil — R is a stabilisation bilinear form inspired by Mimetic

Finite Difference methods, which satisfies

1
sp " (or,07)2 = || Vor|lr Vor € K,
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where K = {DT € ui”“l : ﬁ}’anT = O} and the hidden constant is independent

of both hand T.
The global Virtual Element space is defined by

WA= oy € HUT) ¢ ()i € WP VT € T np ([l = OVE €

and its subspace with strongly enforced homogeneous Dirichlet boundary conditions
by

wes™ = fo W o =0 vEeR).
Letting a;*™ : ng’g_l X uﬁ”g“ — R denote the global bilinear form defined by
assemblying the elementary contributions a7*™", the Nonconforming Virtual Element
scheme reads: Find u;, € H’; 0 such that

0,k-1
ay ™ (up, 0p) = (fom," " op).

In a similar way as in Theorem 5.96, it can be proved that this Virtual Element
scheme is, through the isomorphism [fl’k_l : u’;’k_l QZ’S_I, equivalent to the
HHO(k, k — 1) scheme (5.38) for a proper choice of the HHO stabilisation bilinear

forms (s7)re7;, -

5.5.6 Conforming Virtual Element Method

We present here the Conforming Virtual Element Method [43], considering only,
for the sake of simplicity, the case d = 2 and the standard (non-enhanced) virtual
element space. Some comparisons are drawn with the virtual element formulation
of the HHO method that, as seen in Section 5.5.5, corresponds to a Nonconforming
Virtual Element. We also develop a non-standard analysis of the Conforming Virtual
Elements: instead of endowing the local virtual element space with the H'-norm of
virtual functions (which is not computable), we equip it with a discrete norm, mim-
icking the discrete HHO norm and fully computable from the degrees of freedom
(DOF) of virtual functions. The main advantage of this approach is that it readily
applies to the non-Hilbertian setting, which enables convergence analyses for fully
non-linear models such as the p-Laplace and Leray—Lions models (see Chapter 6
for the analysis of these models in the HHO framework). Usual analyses based on
Sobolev norms of virtual functions, such as in [76], would require inverse Lebesgue
inequalities in local virtual spaces, which do not seem straightforward to obtain on
generic polytopal meshes. For an alternative HHO-inspired approach to the formula-
tion and analysis of Virtual Element methods for linear diffusion problems, we refer
to [225].
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5.5.6.1 Local space and interpolator

Let £ > 1 be a polynomial degree and M; = (7,,F,) be mesh from a regular
sequence. An element T' € 7}, being given, we let

PYAT) = {v € C(0T) : v € P'(F) VF € F7}

be the space of continuous, piecewise polynomial functions on the boundary of T.
The local Conforming Virtual Elements space is then defined by

W= {or € H'(T) : Aoy € PEX(T), (or) a7 € PE(OT)} . (5.98)

Remark 5.32 (Polynomial degrees). The degree ¢ in Conforming Virtual Elements
corresponds, in terms of convergence rates, to the degree k = € — 1 in the context of
HHO methods.

It is a simple matter to notice that P‘(T) ‘. To define the DOFs of virtual
functions, for each edge F' we select (£ — 1) points (xr ;)i=1,....¢-1 inside the edge
(no such point is selected if £ = 1); letting x ¢ o and x r ¢ be the two endpoints of F,
any polynomial in P/(F) is uniquely determined by its values at (X ;)i=o....c. We
assume that these points are chosen to ensure that

Wiy < max [w(xrp)l Vw € B(F), (5.99)

.....

where the hidden multiplicative constant does not depend on A, F or w. This bound
is satisfied as soon as the points remain well-spaced on the edge (that is, no two
points become proportionally closer to each other as & — 0).

Proposition 5.33 (Local degrees of freedom of the Conforming Virtual Element
Method). The following degrees of freedom uniquely determine an element vy € u§ :

(i) The values (v7(s))sey, of v at the vertices Vr of T,
(ii) For each edge F € Fr, the values (vr(xF ;))i=1
(XF,i)i=1,....e-1,
(iii) The L?-projection ﬂ%f_znT of vy on PC7X(T).

¢-1 of vr at the points

.....

Remark 5.34 (Lowest-order case). In the case £ = 1, given the definition of P{~2 =
P~! = {0}, the last two sets of DOFs do not give any information on the function
and only the values at the vertices are relevant.

Remark 5.35 (Alternate degrees of freedom on the edges). An alternate choice to
(i) of DOFs on the edge F is the L?-orthogonal projection ﬂ%g_znr of the virtual
function on P‘)‘Z(F ). Then, (5.99) has to be replaced with the following estimate,
which holds with a hidden constant independent of 4 or F:

Iwliece) < max (jw(er o) w(er ol I Pwlize) Ve BP),
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where we recall that xr o and xr ¢ are the endpoints of F. The analysis presented
hereafter can easily be adapted to this choice of DOFs.

Proof (Proposition 5.33). The mapping
vy € Ug = ((v7)jor, Avy) € BY(9T) x B(T)

is an isomorphism, the inverse of which consisting in solving a Dirichlet-Laplace
boundary value problem with known boundary conditions and source term. Hence,
UL has the same dimension as P(8T) x P“~%(T).

For a given edge F' € ¥r, since (vr)r € P{(F), the DOFs (i) and (ii) entirely
determine (o7 ). Patching together these polynomial functions determines (vr) 57 €
PY(OT), the global continuity being ensured by the DOFs (i). The dimension of II;
is therefore equal to the number of (scalar) DOFs in (i)—(iii), and proving that these
degrees entirely determine vy amounts to proving that, if all DOFs vanish, then
b = 0.

If all DOFs vanish, the reasoning above shows that vy = 0 on 47, and thus,
integrating by parts, that

/|VUT|2 = —/(ADT)UT = _/(ADT)W%K_ZDT,
T T T

the introduction of the L2-orthogonal projector being justified by Avy € P=(T).
By assumption, ﬂg’f_znT also vanishes, which proves that Vor = 0, and thus that
vr = 0 on T since this function vanishes on 7. O

Virtual functions are not explicitly known, only their DOFs can be accessed. As a
consequence, it makes sense to carry out an analysis using only these DOFs. Notice
that, as seen in the proof above, knowledge of these DOFs give complete explicit
knowledge of the virtual function on 97T

We next want to define a norm on u;, based on the DOFs and mimicking the
discrete norm used in HHO, which requires the knowledge of part of the virtual
function inside the element (to penalise the difference between this information on
the function in the element and the function on the boundary). Such a knowledge is
readily accessible if £ > 2, through the degree of freedom ng’f_znr. For ¢ = 1, we
have to reconstruct a quantity representing the average of the function in the element,
in a similar way as done in the HHO space U OT’_I defined by (5.1b). We therefore set,
for vy € 2L,

7 2or if € >2,
2.1
AR Z wrr(or,p if€=1, (5.100)
|T|d Fe¥r

where the weights (wrF)res; are chosen to satisfy (5.2).
Even though we will only fully analyse Conforming Virtual Elements for the
Poisson problem, as previously mentioned we aim at developing tools that could
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serve for the analysis of more complex, non-linear models such as p-Laplacian
equations. We therefore endow 11; with a discrete (semi)norm that mimics the W!-"-
seminorm, as presented in Section 6.2.1 for HHO. For a given p € (1,+00), we let

1

. 0,6-2 1- -2
oz llevem,p.r 2= 1V Porll?, o+ D iy lor =T 2oz 17

Fefr
(5.101)

The relevant norm for the Poisson problem corresponds to p = 2. Finally, the local
interpolator I%. : C(T) — UL is defined as follows: For all v € C(T),

ng is the unique element in 11; that has the same DOFs as v. (5.102)

Since PY(T) c UL, we clearly have
Iw=w VwePYT). (5.103)

Remark 5.36 (Domain of interpolator). Using Lemma 5.30, a natural interpolator
for the virtual formulation of HHO is Sé’nc defined as: Si’ncv is the unique element
in the virtual space (5.92) such that [’ ?Si’mv = I%v. Since I% has domain L!(T), the
interpolator S?"C also has domain L'(T).

This highlights a first important difference between the virtual formulation of
HHO and Conforming Virtual Elements: their local interpolators have different
domains. The Conforming Virtual Element interpolator has domain C(T) to ensure
that the values of the functions at the vertices of T are well-defined. This has a
major impact on the analysis which, when based on Sobolev spaces, requires to
consider spaces with enough derivatives to ensure, through Sobolev embeddings,
the continuity of the considered functions.

We note for future usage the following estimate:
IS vliew) < Vlleg  Yv € CD), (5.104)

which follows, if £ > 2, from ng’[_zﬁiv = ng’f_zv together the boundedness (1.69)

of ng’[_Q with p = oo and, if £ = 1, from the estimates (5.4) and (5.99), together
with the geometric bounds (1.7)—(1.8) and the definition of S;, which imply, for all
F e ¥r,

,,,,,,

.....
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5.5.6.2 Boundedness of the interpolator and approximation properties of the
projector

As already noticed in the convergence analysis of HHO (see Lemma 2.14), the
boundedness of the interpolator is essential to ensure optimal approximation prop-
erties of the stabilisation terms. This is also the case in the present context. The
following lemma is the counterpart, in the Conforming Virtual Element framework,
of Lemma 2.2.

Lemma 5.37 (Boundedness of I0). Let T € T, p € (1,+), and q € N be such
that gp > 2. Then, for all v € W9P(T),

q
I35V llevem p. 7 < Y B5 olwr o, (5.105)

r=1
with hidden constant independent of h, T and v.

Proof. We first notice that W%-P(T) c C(T) (so that ng is well defined for v €
W4-P(T)), and that, for all w € W9-P(T),

1 g
Wlle S ITl" D B lwlwr.o ), (5.106)
r=0

with hidden constant independent of 4, T or w. This estimate is established in [77,
Lemma 4.3.4] without the explicit dependencies on |T|; or Ay, but with a constant
that only depends on ¢, p, d and y, where vy is such that T is star-shaped with
respect to all points in a ball of radius yhy. To obtain the dependencies on |T|4
and hr as in (5.106), one simply has to scale T to an element of diameter 1, apply
[77, Lemma 4.3.4] on that element, and come back to T accounting for the various
scaling properties of each derivative in the sum, in a similar way as in the proof
of Lemma 1.28. The same inequality for 7T equal to a finite union of star-shaped
sets (see Remark 1.27) follows easily taking the maximum of all estimates on each
star-shaped set.

Let us now establish (5.105). By definition of S;, we have ng’[_zﬁgv = n(T)’Z_zv.

Using the boundedness property (1.75) of 712’{')_2, we infer

0.0-2 0.6-2
IV 3pvileay = IVay Vieeaye S Vlwira)- (5.107)

0,0

TV
Using the polynomial invariance (5.103) of 1‘5§ we have S;V = ng - ﬂ;{’ov and, by

definition (5.100) of TT,2 (and choice (5.2b) of the weights if £ = 1), 15220y =

0,0 0., _ =~ (250 Rigi ;
T v = 3pv — I35y, Fixing F € Fr, we then write

We now consider the boundary contributions to [|3%v||evem.p 7. LEtV = v —
T D>

> v. Hence, Siv - H?ZS
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1
IS7v = E2 vl ey < IFIG ISV = TS0Vl )

1 1
P ~ P (20~
< |F|£_1 i:%laxf IS37v(xF.0)| + |F|5_1”HT ST"”c(f)

.....

1
< IFIZ Wleqr)

1 1 4
SIFILITY Y iy =ag ey, (5.108)
r=0

where we have used the triangle inequality and (5.99) withw = (?5‘)V)| F in the second
line, followed by the definition (5.102) of 3‘}'\7 (which ensures I3;V(xF ;) = V(xF ;)
forall i = 0,...,m) and the estimate (5.104) (with v instead of v) in the third line,

and we have concluded invoking (5.106) withw =v = v — n(T)’Ov. The approximation
property (1.72) of ng’o gives

0.0
v —n"vilLea) S hrlviwie

and, since ng’ov is constant, we have |v — ng’ovlwr,p(r) = |vlwr.p(r) whenever r > 1.

Hence, (5.108) yields

1 4
I35y = TE2SEv ey S By - By lvlwrnqr), (5.109)
r=1
1

1
where the mesh regularity property (see Lemma 1.12) was used to write | F|}_ [T ,”

A

_1
h* . Raising (5.109) to the power p, multiplying by hll;” < th_” and summing over
F € ¥7 leads to

q 4
1-p | e - -
Z h PIISpy - g 2‘55"”51)(1:) < hy? (Z hT|V|W’~P(T))
FeFr r=1
q p
< (Z hy™! |V|W’-P(T)) :
r=I1
Together with (5.107), this concludes the proof of (5.105). |

As will become clear in the analysis in Section 5.5.6.3, the operator whose
approximation properties are essential to the error analysis of Conforming Virtual
Elements is 77;’[374, where ﬁ}’g is the modified elliptic projector defined by (5.14).
These approximations properties are established in Theorem 1.44 below. The next

lemma states a boundedness result that will be essential to proving this theorem.

Lemma 5.38 (Estimate on the elliptic projection of virtual functions). Let T € 7},
and p € (1,+o0). It holds

IVZ or oy S o7 llevempr  Vor € UL, (5.110)
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where the hidden constant is independent of h, T and vr.

Proof. (i) The case p = 2. Using the definition (5.14a) of the modified elliptic
projector and an integration by parts, we have, for w € P/(T),

(Vﬁ}’[DT’VW)T = — (o1, Aw)r + Z (or, Vw-nrFp)F
FeFr

0.0-2
= (my" or, Aw)r + Z (o7, Vw-nrp)r
Fe¥r

= (VA 2or, Vw)r + Z (o — 7290, Vw-nzp)r, (5.111)
Fefr

where the introduction of 7>~ in the second line is justified by Aw € P‘~*(T), and

the conclusion follows from another integration by parts. In the case ¢ = 1, since
w € PI(T), for any Z € R, we have

Z (Z,Vw-nrr)r = —(Z,Aw)r = 0.
Fe¥r

Applied to Z = H;‘ZDT - ﬂg’t)_znT (constant since ¢ = 1), this gives

0,6-2 )
Z (o — " "o, Vwnrp)p = Z (o =17 o7, Vw-nrp)r.
Fe%r Fefr

This relation obviously also holds for ¢ > 2, since H?‘Z = ﬂ;)-’f_z in this case. Hence,

(5.111) yields, for any £ > 1,

(V]F'IT]IJKDT,VW)T = (VIT;)JK_ZDT,VW)T + Z (DT - H?‘znT,anTF)F. (5.112)
Fefr

Specifying w = 77;’€DT and using a Cauchy—Schwarz inequality for the volumetric
term, generalised Holder inequalities with exponents (2,2, co) for the boundary terms
(together with |[n7 || ~Fp = 1), and the discrete trace inequality (1.54) with p = 2
on Vw, we infer

1.6 12 0,6-2 ~1.¢
IVar or 2y S IV “or e IV or 2y

1
-2 g ~1.e
+ E llor — T o7 | 2my ey IV O | L2072 -
Fefr

Simplifying by ||V7?}")DT ll.2(ry> and recalling the definition (5.101) of the norm on
1[; yields (5.110) for p = 2.

(ii) The case p € (1,+c0). The functions Vﬁ;’fnr, Vng’f_znr, (or — H§‘2n7)| r (for
F € ¥r) appearing in the left-hand side of (5.110) and in the addends in ||v7 [|cvem, p,T
in the right-hand side of this equation are all polynomial functions. They are therefore
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amenable to the inverse Lebesgue inequalities (1.33), and we can write

—y ; ~1,c
IV orllery S |T|' 2||V7TT or |l 2y

1

11 2
P2 0,0-2 2 | -2

<17 IV or 2o + D Bgtllor = TG 20712,

Fe%r

1
11 2
P72 > 0,6-2 E 1 -2 2
< | |5 -’ (|T|d ’ ”V DT“Lp(T)Z + h |F|d ”DT _HT UT”LP(F)) 5
Fefr

where the second line corresponds to (5 110) for p = 2. By the geometric bounds
2 _ 2

(1.6), (1.7) and (1.8), it holds A, 1|F|d | =hp |T|d ? and thus, using the uniform
boundedness (1.5) on the number of edges of T,

1
~1,0 0,6-2 »1 _
V7R orlioe < VA Porlioge + D) hE llor = 2oz llor)
Fefr
P
0,6-2 Al
< ”Vﬂ' DT“LP(T)Z Z p”nT - H7€~ ZUT”LP(F) 5
Fe%r
which concludes the proof of (5.110). m|

We now establish the approx1mat10n properties of 7r] ‘7”[ . Note that by (5.103)

and the idempotency of 7. 7TT , the mapping 7rl f‘”‘) - C(T) — Pf (T) is a polynomial
projector.

Theorem 5.39 (Approximation properties of the projector 7r1 [“f) Let
Minert = (Tn, Fn)new be a regular mesh sequence in the sense of Deﬁnmon
1.9. Let a real number p € (1,0) and a natural number q > 1 be chosen such
that gqp > 2. Let a polynomial degree { > max(l,q — 1) and an integer
s € {q,....L + 1} be given. Then, for all T € Ty, all v € WSP(T), and all
me{0,...,s},

v = Fp Spvlwma ) S By Wlwso @) (5.113)

Moreover, for all F € Fr and all m € {0,...,s — 1}, it holds that

1
he v = xSy lwmr (i) S BT VI 1) (5.114)

In the above estimates, the hidden constants depend only on d, o, p, q, € and
s.
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Remark 5.40 (Commutation of interpolator and elliptic projection: HHO and Con-
forming Virtual Elements). We defined in Remark 5.36 the interpolator Sg:nc for

the virtual element interpretation of HHO by: IX 35"y = [ky. Taking v € W!(T)

and applying pk+1 to this relation, the commutation property (2.14) shows that

n; k+13§ e ;kﬂ In other words, for the virtual HHO reformulation, a func-

tion and its 1nterpolate on the virtual space have the same elliptic projection. The
equivalent of Theorem 5.39 in that case is nothing but Theorem 1.47, which states
the approximation properties of n}’k”

On the contrary, for Conforming Virtual Elements, in general HTZ(\K # ﬂ}f.
This is due to the fact that a function and its virtual interpolate do not have the
same moments up to degree ¢ on each face. As a consequence, the approximation

properties of 711 ”[ have to be established separately.

Proof (Theorem 5.39). By choice of ¢ and p, W9P(T) is contained in C(T) and
ﬂ}[‘”‘) is thus well defined on W%-P(T). We already noticed that this mapping is a
polynomial projector, so its approximation properties (5.113) follow from Lemma
1.42, provided we establish (1.61). The trace approximation properties (5.114) are
then a consequence of (5.113), using the same argument as in the proof of Theorem

1.44. We now focus on proving (1.61).
(i) Case m = 1. Combining (5.110) and (5.105), we have

q
~1,¢ —
IV7:  SEvllo @y S 195V ]levemp.r < § R vlwr e (1), (5.115)

r=1

which is exactly the relevant estimate (1.61a) since m = 1 < g (note that, in the case
q = m, (1.61a) and (1.61b) are identical).

(ii) Case m = 0. We reason as in the proof of Theorem 5.7 (with [ = £). Using a
triangle inequality together with the first inequality in (5.21) with va instead of v,
we have

~1, 0~ 0,0 ~1,0~ 0,0/ ~1,0~

||7TT ~5TV||LP(T) < |lmy «5§~V (my J;")”LP(T) + || (7 J;")”LP(T)

~1,0~
< hr||VAp \sTanpmz + 7 G S le - (5.116)
Applying (5.23) to I4.v instead of v, we find

~1, 0t > 1,6 ~ 4

ITla [ Gy S| < b TIE IV Svllorp +| Y wre(35v, De|.

Fe¥r

Combined with ||z (7 SEv)lLery = |TID |n°° 73C3Lv)], (5.116) and (5.115),

this leads to
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Z wrrSv, D

Fe¥r

q 1,
17 Spvllray < ) Wy olweeer + 1717 RNERIY)

r=1

To estimate the last addend, we write

Z wrF(35v, DF

Fefr

4
< D wrellFla-t ISyl
Fefr

D hrlFlaVliee
Fe%r

A

1 4
ITlaITI,” > Wy vlwro,
r=0

A

where the second line follows from (5.4) and (5.99) applied to w = (S§V)| r for each
F € Fr (recall that ng(xF,i) = v(xp;) foralli = 0,...,m), and the conclusion
is obtained using the geometric bounds stated in Lemma 1.12 together with the
estimate (5.106). Plugged into (5.117) this shows that

q

~1,¢

173 SEvlioay £ D Hrlvlwr oy,
r=0

which is exactly (1.61a) in the case m = 0.

(iii)hCase m > 2andm < g.Using the idempotency property of the projector 77}’[3%
we have

=1l _ =10t 0,¢ 0,0
P 3y = 3p (v = ) gy,

Taking the WP (T)-seminorm and using the inverse inequality (1.45) on the poly-

nomial function ﬁ}’fﬁg(v - ng’[v), together with the boundedness property (1.75)

of ﬂ%[ with m instead of s, we infer

~1,0 —(m=-1),=1,l 0,6
|7y J§v|wm.p(7) < hT<m )|7rT \S;(V =1y Vlwrea) + Vlwmea).  (5.118)

Apply (5.115) with v — ‘v instead of v to get

|~1,(’<~[

4 0,6 -1 0,¢
T \ST(V -y V)lWI,p(T) < h;w |V - Ty Vlwr,p(T)

MQ

r

q
Wy BT vl ) + Z h Vlwrr )
r=m+1

A
NgE

r=

q
< W Wlwmeay + D B lwee e,
r=m+1
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where the second line follows using, for each » < m, the approximation properties
(1.72) of ng’[ with (r,m) in lieu of (m, s) (note that m < £+1) and, foreachr > m+1,

the boundedness (1.75) of ng’e with r instead of 5. Plugged into (5.118) this estimate
yields

q
~1,0~¢ -
oy Spvlwme(ry S [viwmer) + E hy " vlwr.pr)

r=m+1
q
= Z RV lwr o (1, (5.119)
=m
which establishes (1.61a).
(iv) Case m > q. Making m = ¢q in (5.119) proves (1.61b). a

5.5.6.3 A Conforming Virtual Element scheme for the Poisson problem

In this section, we present and analyse the Conforming Virtual Element Method for
the Poisson problem (2.1).
The relation (5.111) and the closure equation (5.14b) show that, for any vy € 11;,

%}’[nr is computable from the DOFs of vr. This justifies the following definition of
the local bilinear form a;"em : 11; X II§ — R, mimicking (Vu, Vv)r, with consistent
contribution based on the modified elliptic projector: For all ur,vr € 11?,

a7 ™ (ur,vr) = (Vﬁ;’guT,Vﬁ;’gnT)T +sp M (ur, or),
where s¥™ - UL XL — R is a symmetric positive semidefinite stabilisation bilinear
form, computable from the DOFs and which satisfies the following polynomial
consistency and seminorm equivalence:

sSm(3Lw,07) = 0 Y(w,or) € PA(T) x UL, (5.120)
IVEL oI + 57 (or, or) = 07 |Z o VOF™ € U7, (5.121)

where the hidden constant is independent of both 4 and 7.

Remark 5.41 (Alternative for the consistent term). In the case £ > 2, since the average
on a mesh element of a virtual function is computable from the DOFs, the standard
elliptic projector n}’f can be used instead of the modified elliptic projector 77}’[.

As usual, the global space is defined patching together the local spaces and
strongly enforcing the homogeneous Dirichlet boundary conditions:

112’0 = {vp € H)(Q) : v = (0)r € Us VT € T},

endowed with the norm
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(ST

”Dh”cvem,Z,h = (Z ”DT”gVEIn,z’T) v‘Oh € ufl’()' (5]22)
TeT,

Since each local virtual element space is made of functions that are continuous (on
the boundary as well as inside the elements), a function in 115 o 1s actually continuous

over Q. The global DOFs are also obtained patching together the local DOFs, and
are therefore made of the values of the virtual functions at the mesh vertices, their
values ateach (xp ;);=1,... ¢ foreach F € Thi, and their local projections on P"_Z(T)

for all T € 7j,. The global interpolator Sfl : C (ﬁ) n Hé Q) — u;; o is defined such
that, for all v € C(Q) N H}(Q), I.v is the unique element in 2/ | that has the same
global DOFs as v.

Finally, we assemble the global bilinear form a*™ : u/ /' x U = — R from the
local contributions: ’ |

cvem . cvem 4
a, " (up, 0p) = Z ap M(ug,or)  Vup, v, € llh,o.
TeTn

The energy norm is then defined by

1
”Dh”cvem,a,h = acvem(nh’ vp)? Vo, € ul .
h h,0

The property (5.121) ensures the following norm equivalence, in which the hidden
constant does not depend on A:

l[op llevem,a. i = 1198 llevem.20 Yon € 2j . (5.123)

The Conforming Virtual Element scheme for the Poisson problem then reads:
Find u;, € ui 0 such that

QY™ (up, o) = (.10 208) Vo € 20, (5.124)

where (I17 =2y, )7 = TIZ 207 for all T € .
We then provide an error estimate in energy norm.

Theorem 5.42 (Discrete energy error estimate for Conforming Virtual
Elements). Let (Mp,)necq denote a regular mesh sequence in the sense of
Definition 1.9. Let a polynomial degree € > 1 be fixed. Let u € H(]) (Q) denote
the unique solution to (2.2), for which we assume the additional regularity
u € H*(T;) for somer € {0,..., —1}. Forall h € H, letw, € 11}‘;0 denote
the unique solution to (5.124). Then,

lun = Shulleveman S 7 ulggrag), (5.125)
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where the hidden constant is independent of h and u.

Remark 5.43 (L? error estimates). In the case £ > 3, optimal rates in L? norm can
also be obtained using the Aubin—Nitsche trick (Theorem A.10). For ¢ = 1 this
requires, as for the HHO(0, —1) (see Theorem 5.16), to choose weights that satisfy
the quadrature rule of order one (5.5). For £ = 2, the discretisation of the source
term must be modified in a similar way as for the HHO(1, 0) case, see Remark 5.17:

(f, Hgnh) is replaced with
PN

TeTh

where dr(x) = ﬂg’ODT + ﬂg’O(VnT)-(x —x7), with x7 = ng’o(x) the center of mass

of T'; see [44] for details.

Remark 5.44 (Small faces). The analysis of the Conforming Virtual Element Method
is carried out here under our standard mesh regularity assumption, which allows for
non-star shaped elements but imposes that each edge diameter must be comparable
to the diameter of each element to which it belongs. For linear problems, an analysis
of Conforming Virtual Elements can be carried out without this latter restriction
[53, 80], assuming that each element T is star-shaped with respect to a ball of
diameter comparable to h7. Understanding if the analysis tools developed for non-
linear problems in Section 5.5.6.2 can be adapted to meshes with small edges is
currently an open question.

Proof (Theorem 5.42). We use the Third Strang Lemma A.7, with Uy, = 11,‘; endowed

with the norm ||[lcvem,a, (for which a;¥*™ is obviously coercive with constant 1),

ap = af"™, 1, (vp) = (f,717%0,), and Tpu = I u. We only have to show that the
dual norm of the consistency error is bounded above by the right-hand side in (5.125)

Recalling that f = —Au, this consistency error is

Eywon) = >~ T 2or)r = > (V7R Shul, Vap or)y

Tt T (5.126)
- Z S%Vem Siu,vr) = I] + 3:2 + 3:3.
TeT;,

Let us first consider the stabilisation terms. Using the polynomial consistency (5.120)
of 57" together with the polynomial invariance (5.103) of S{}, we have

1 1
23w, hu)? = sV (I (u - ng’(’;u), 35 (u - ng’fu))f

0,
< ”ST(M - 7TT u)”cvem,Z,T
0, 0,
S lu— g ulgqy + hrlu — 7 ul g

< /’l;j—l |u |H"+2(T)’
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where the second inequality follows from the boundedness (5.121) of 7™, the third
inequality from from (5.105) withg =p=2andv = u — ng’[u, and the conclusion

from the approximation properties (1.72) of ng";u. Using Cauchy—Schwarz inequal-
ities on each s2*°™ and on the sum, together with the definition of [Ilevem,a.h» We
infer

|T5]

IN

cvem (ol 1 _cvem L
Z sp N (Syu, Ipu) 27 " (o, v7)?
TeTh

A

h |u|Hr+2('];l)||nh||cvem,a,h- (5.127)

We now turn to the first two terms in (5.126). Integrating by parts and notlclng
that, for any value of £ > 1, the definition (5.100) of I1¢2 gives VII: 2 = Vrr 0 2
we find

= Z (Vu, Vo) - Z Z (Vunrp, 15 2or — v7)F.

TeT, TeT, Fefr

where the introduction of vy := (vy,)|r in the face integrals is justified by Corollary
1.19 after recalling that vy is continuous. On the other hand, applying (5.112) to
w= ﬁ}’fﬁgu for each T € 75, we have

I =
~1, 0t 0,6-2 ~1, 0t -2
- Z (V 7TT STL{ Vﬂ'T DT)T - Z Z (V[]TT JTu ‘RTF,0T _HT DT)F.
T<€Th TeT, Fefr

We infer that

c ~1,¢ 0,0-2
[T + 3] < | Z (V(u—my Sfu),VﬂT o)1
TeT,
~1 _
+ Z Z (V(u—nT Séu) ‘RTFE, 0T —H; 2DT)F
T€7ﬂ FeFr
~1,¢
< V@ =7 Sl 1V or
TeT,
1
~1,¢ -2 -2
S BRIV - T Sl o - T
TeT, Fefr

< hr+1|”|H”2(‘7ZL)”nh”Cvem,a,h,

where the second inequality follows using Cauchy—Schwarz inequalities on the vol-
umetric terms and generalised Holder inequalities with exponents (2,2, 00) on the
boundary terms along with ||[n7F ||~y = 1, and the conclusion is obtained using

the approximation properties of ﬁ}’fsg stated in Theorem 5.39 together with discrete
Cauchy—Schwarz inequalities, the definition (5.122) (see also (5.101)) of the norm
IIllcvem,2.n» and the norm equivalence (5.123).

Combined with (5.127) and (5.126), this bound on |T; + ;| shows that
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|E,, (s vp)|

m — < hr+1|u|Hr+2 T
o, EIIfLO\{O} ”Dh”cvem,a,h (Tu)

which concludes the proof. O

5.6 Gradient Discretisation Method

The Gradient Discretisation Method (GDM) is a generic framework for the design
and analysis of schemes for linear and nonlinear diffusion problems [173]. It covers
many classical methods, such as Finite Elements (conforming, nonconforming and
mixed), Finite Volumes, Discontinuous Galerkin, etc. The principle of the GDM is
to replace, in the weak formulation of the PDE, the continuous space and operators
by discrete counterparts; each choice of discrete space and operator gives rise to a
different numerical method, that is usable on a range of different models (the same
discrete space and operators can be re-used for different PDEs).

Our purpose here is to construct a Gradient Discretisation Method inspired by
the HHO method. Because the GDM is designed to tackle fully anisotropic and
heterogeneous (possibly nonlinear) diffusion models, it makes more sense to base
our construction on the HHO method designed in Section 4.2 for the locally variable
diffusion model (4.33).

The material presented here is adapted from [144], which also covers GDM
designed from the HHO method of Chapter 2 and of the HHO(k, £) method of
Section 5.1.

5.6.1 The Gradient Discretisation Method

The GDM consists in replacing, in the continuous weak formulation of the problem,
the infinite-dimensional space, functions and gradients with a finite dimensional
space and reconstructions of functions and gradients. The set of these discrete
elements (space, reconstruction of function, reconstruction of gradient) is called a
Gradient Discretisation.

Definition 5.45 (Gradient Discretisation). A Gradient Discretisation (for homoge-
neous Dirichlet boundary conditions) is the triplet D = (Xp 0, [1p, Vp) where

* Xp,o is a finite dimensional space (the space of discrete unknowns of the
method),

Ilp : Xpo— L*(Q) is a linear operator that reconstructs functions from vectors
of discrete unknowns,

*Vp : Xpo — L2(Q)d is a linear operator that reconstructs “gradients” from
vectors of discrete unknowns; it must be chosen such that v € Xp o — ||VoV||
is anorm on Xgq .
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A Gradient Discretisation O having been chosen, using its discrete elements in
lieu of their continuous counterparts in the weak formulation of the problem leads to
a Gradient Scheme (GS) for that problem. Let us illustrate this principle on the locally
variable diffusion model of Section 4.2. We recall that K : Q — R&%? is a bounded
uniformly coercive diffusion tensor (see (4.34)), and that the weak formulation of
the problem is (see (4.35))

Find u € H(;(Q) such that /KVM'VV = /fv Vv € HS(Q). (5.128)
Q Q

The Gradient Scheme for this problem is then: Find ug € Xgp o such that
/KVDuz)'VDVD = /fHDV Yvp € XD’(). (5.129)
Q Q

Above and throughout the rest of this section, we write integrals instead of L2-
inner products. The reason is twofold: first, because this is the way GDM has been
historically presented; second, to emphasise the ability of the GDM to generate
schemes for nonlinear problems, possibly posed in a non-Hilbertian setting, such as
the ones considered in Chapter 6. The existence and uniqueness of a solution to this
problem follows from the Lax—Milgram lemma (Lemma 2.20). Specific choices of
GD lead to GS that correspond to known schemes for (5.128), see [173, Chapters
8-14]. In Section 5.6.2 we construct a Gradient Discretisation such that (5.129) is
the HHO discretisation of the locally variable diffusion problem.

The accuracy of a Gradient Discretisation is measured through three quantities.
The first one is the discrete Poincaré constant

Tpvl|
= max . (5.130)
vexp o\ (0} [[Vovll
The second is the interpolation error So : H& (Q) — R defined by
Sp(¢) = min ([Mpv —¢ll+[[Vov - Vell) Ve e Hy(Q). (5.131)
v D,0

The third and last measure of accuracy associated with D is Wy : H(div; Q) —» R
that measures the defect of conformity of the method (how well a discrete Stokes
formula holds):

Wo) =

/ (Vovy + v V)| Vi € H(div; Q).
. (5.132)

max ———
veXp o\ {0} [[ Vol
Based on these quantities, an error estimate for the GS can be established.

Theorem 5.46 (Error estimate for the Gradient Scheme). Let u be the weak
solution to the locally variable diffusion problem (5.128) and ug be the solution to
the Gradient Scheme (5.129). Then,
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IVu — Vpupll < 5_1 [WD(KVu)+(E+E)SD(u)] (5.133)

and
|l — Mpup| < 5_1 [CDWD(KVM) +(CpK + K)S@(u)] . (5.134)

Proof. The proof can be found in [173, Theorem 2.28]. For the sake of completeness,
we show here how these error estimates can be deduced from the abstract framework
of Appendix A. The setting we consider is: U = H(; (Q), a(u,v) = (KVu,Vv), 1(v) =
(f,v), U = Xp .o endowed with the norm IVo-ll, an(up,vp) = (KVpup,Vovyp),
1,(vp) = (f,IIpvp). The interpolate Iu = Ipu is defined as the element of X o
that realises the minimum defining S (1), so that

S@(u) = ||HDIZ)M - M|| + ||V1)Ig)u - VMH (5.135)

We note that we have kept the index “h” in Uy, aj, etc. to match the notations in
Appendix A, but that in the GDM framework such an index is rarely used (as GDM
need not be mesh-based), and replaced with the index D.

Inserting +Vp I pu in the norm, using the triangle inequality and (5.135) we have

IVu = Vopup|l < ||Vu—-VopIpu|l +||VoIpu—Vpuspl|

<Sp(u) +[|Vp(Ipu —up)l.

Similarly, inserting =114 I pu, using the triangle inequality, (5.135) and the definition
(5.130) of Cyp, we have

lu —Mpupl|l < llu-HpIpull + |[Hp(Ipu —up)l|
< Spu) + Copl|Vp(Ipu —up)ll.

These estimates prove (5.133)—(5.134) provided we can establish that
IV (Tou - up)ll < K~ (W (K Vu) + KSp(w)) (5.136)

This bound will follow from the Third Strang lemma (Lemma A.7). By assumption
(4.34) on K, the bilinear form ay, is coercive with respect to the norm on X o, with
constant K. We now estimate the consistency error

ah(u;\/z)) ZZ/fHDV@—/KVDIDu'V@VD.
Q Q

Recalling that f = —V-(K Vu) and inserting + fg KVu-Vyvgp, we write
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|Ey, (u;vp)

= ‘—/ (V'(KVL{)HDVZ) +KVL{~V1)VD) + / K (Vu - VZ)IZ)I,{) -Vovp
Q Q

< Wop((KVu)[[Vovoll +

/ K(Vu-VpIpu)Vpvyp
Q

< Wo(KVu)||Vovpll + KSp)[Vovo l,

where we have used the triangle inequality and the definition (5.132) of Wy (K Vu)
in the second passage, and invoked the Cauchy—Schwarz inequality together with
(5.135) and (4.34) to conclude. Recalling that ||[Vpvp|| is the norm of vy in Xp o,
this estimate on &, (u; vp) readily gives

18, (u: )l , < Woo (K Vu) + KSp(u)

which, according to (A.6) and the coercivity of a;, yields (5.136). |

5.6.2 Discontinuous Skeletal Gradient Discretisations

In this section, we construct a GD inspired by the HHO elements designed for
the locally variable diffusion problem. We show that, in case of piecewise-constant
diffusion tensor, the Gradient Scheme corresponding to this Gradient Discretisation
is exactly the HHO scheme (4.63) for (5.128). This Gradient Discretisation is called
Discontinuous Skeletal Gradient Discretisation to recall one of the main features
of the HHO schemes, that will carry to the GS corresponding to this GD: the main
unknowns of the scheme, after static condensation (see Section B.3.2) are polynomial
functions on the mesh faces (the skeleton of the mesh), without continuity conditions
at the vertices (if d = 2) or at the edges (if d = 3).

Let M, be a polytopal mesh and define D), = (Xp, 0,11p,,Vp,) by setting:

Xp,0 = Uy o (5.137a)
p,v, =, Vv, € Uy o = Xp, 0, (5.137b)
Vo,v, = Gy, +Spy, Vv, € Uy o = Xp, 0, (5.137¢)

where G',i is the global gradient reconstruction (4.74) (with G; defined by (4.37)),
and the stabilisation term S, : Uy — L*(Q)? is given by

Sy, =Srv; VT €T, Vv, € Up, (5.137d)

with local stabilisation terms (St )req; satisfying the design properties in Assump-
tion 5.47 below. To state these properties, we introduce the difference seminorm
|ls,ar on Uk. such that
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rlir = ) hIN6ky — ofuplly vy € US, (5.138)
Fe¥r

where the difference operators 6; and (6; r)Feg; are defined by (2.19).

Assumption 5.47 (DSGD local stabilisation term Sy) The local stabilisation term
Sr: Q§ — L2(T)? is a linear map that satisfies the following conditions:

(GDM-S1) Stability and boundedness. For all v, € Q’}, it holds that

IS7v,17 = 1v7l3 o7 (5.139)

where the hidden constants are independent of h, T and v, (but may
depend on K).
(GDM-S2) Orthogonality. For all v, € Uk and all ¢ € PX(T)?, it holds

(Sryr.¢)r =0. (5.140)
(GDM-S3) Polynomial consistency. For all w € P**1(T), it holds St 14w = 0.
An example of construction of such stabilisation terms is given in Section 5.6.3.

Remark 5.48 (Non-Hilbertian setting). To use the DSGD in non-Hilbertian setting
(e.g., for the p-Laplace equations, see Chapter 6), we additionally need to assume
that the image of St is contained in a space of piecewise polynomials on T'; see [144]
for details.

The following theorem makes explicit the link between 9y, constructed above
and the HHO scheme for the locally variable diffusion problem (5.128).

Theorem 5.49 (HHO is a GDM). Let My, be a polytopal mesh, and assume
that K is piecewise constant on Ty,. Then there exists a choice of stabilisation
terms (St)reg;, satisfying Assumption 5.47 such that the Gradient Scheme
(5.129) with D = Dy, given by (5.137) is the HHO scheme (4.63) for (5.128).

Remark 5.50 (Locally variable diffusion tensor). An inspection of the proof shows
that the result extends to the case where K varies inside each cell, provided that the
orthogonality condition (5.140) holds for all ¢ = K74 with ¢ € PK(T)4.

Proof. The definition (5.137b) of I1p, shows that the right-hand sides of (4.63) and

(5.129) are identical. We therefore only have to prove that, for all u,,v, € U Z 0

ag n(u,,v,) = / KVop,u,-Vo,v,.
Q

Developping the right-hand side according to (5.137¢), this amounts to showing that
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ag n(u,.v,) = (KGru,,Grv,) + (KGfu,.Spv,)
+ (Sniy,, K Gv,,) + (K Shu Spy,,) (5.141)
= (KGth’Gth) + (Kshﬂh’ Shzh),

where the cross terms have been eliminated in the third line using (GDM-S2) in
Assumption 5.47 which yields, since K |TG§gT € PK(T)? (because K /T is constant)
forall T € 7j,

(KGfu, Spvy) = > (K rGhug,Srvp)r =0
TeT,

(and similarly with u, and v, swapped). Recalling the definition (4.47) of ag ,, (see
also (4.45)), a sufficient condition for (5.141) to hold is that, for all T’ € 7},

(K rStuzp,Styp)r = sk (U, vy), (5.142)

where sk r is given by (4.46).

Let Vp = Uk /[ISP*+1(T)] be the quotient space of U%. for the relation ~ defined
by: u; ~ v, if and only if u, — v, € IKPRN(T). Let P Q§ — Vr be the canonical
projection. If y,. € U '} and u;. ~ wy., then by the polynomial consistency (2.21) of the
difference operators and the definition of sk 7, we have s 7 (i, v,) = sk 7(Wp, V).
Hence, sk r defines a symmetric bilinear form S 7 on V¢ X V¢ such that

Sk r(Pup, Pvy) = sk r(up,vy), Vup,v, € UK. (5.143)

Let us show that §g 7 is an inner product on V7. It is clearly positive semidefinite,
so we only have to show that, if S 7(Py,, Pv;) = 0, then Py, = 0. Assuming the
former relation, we have sk 7 (KT’ XT) = 0 and thus, using the polynomial consistency
(2.21) of the difference operators and the definition (4.46) of sk 1,

k _k+1 k_k+1
sk, r(vy = L3P vy vy — Ippr vy) = 0.

Letz, = vy — 15 pk+ly. . so that the relation above becomes sk 1 (z7-27) = 0. Using

then (4.53) with Zr instead of y,., we infer

K _

2, i ller = arlli < KrllVoi 'z 17, (5.144)
F

Fefr

where the hidden constant is independent of A, T and z,.. The commutation property
(2.14) and the polynomial invariance of the elliptic projector yield
Jk
p§+1§T — pIYC‘HZT _ pl;_+1£§(p§+1KT) — p§+IKT _ 7171. +lp17<_+IKT

_ k+1 k+1 _
=pr vr—pr vy =0.

(5.145)

Hence, (5.144) shows that zr = (z7)|F for all F € 7. Plugged together with (5.145)

into the definition (2.12) of p/;” 2z, this yields (Vzr, Vw)r = 0 forall w € P LT,
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and thus Vzr = 0. As a consequence, zr is constant equal to some ¢ € R, and thus

zr = zr = c for all F € Fr. We therefore have Zr = I '}c, from which we infer

vy = I5(pstly. + ¢) € IXPKTI(T). Hence, Py, = 0 and 3k 7 is indeed an inner

product on Vr.

Let now E : Vp — [PX(T)4]* ¢ L*(T)? be an embedding, where [PX(T)?]* de-
notes the orthogonal complement of P¥(T)¢ in L?(T)?. Such an embedding can
be constructed for example taking an arbitrary basis (v;);e; on Vr, a linearly-
independent family (@;);es in [PX(T)4]* (this space is infinite-dimensional), and
setting E(3 ;7 @ivi) = Yjer @i@p; for any real numbers (@;);er. The mapping
Im(E) > (¢,¥) — 5x 7(E"Y(¢),E"'(¥)) € R is an inner product on Im(E). The
bilinear form (¢,4) — (K7¢,¥)r is another inner product on Im(E). Applying
Lemma 5.51 below on V- endowed with these inner products yields an isomorphism
L of Im(E) such that

Sk (BT (@LET' W) = (K Lo Ly)r, Vo.y € In(E).
Applying this to ¢ = E(Pu;) and y = E(Pv,), for arbitrary u,v, € U: ? we obtain
Sk.r(Pur, Pvy) = (K7 LE(Pug), LE(Pyy))r.

Recalling (5.143) then yields (5.142) with Sy = LE P. The coercivity and bounded-
ness (GDM-S1) for Sy follows from (5.142) and from the definition (4.46) of sk 1.
The polynomial consistency (GDM-S3) is also a consequence of (5.142) (using
up=yp =1 ? w), and of the polynomial consistency (2.21) of the difference opera-
tors which yields sk 7(I5w, IXw) = 0 whenever w € P**1(T). Finally, the range of
St is contained Im(£) = Im(E) c [P*(T)4]*, and (GDM-S2) thus holds. |

The following lemma, used in the proof above, corresponds to [175, Lemma 5.2].

Lemma 5.51. Let V be a finite-dimensional vector space, and let {-,-)y .1 and (-, )y 2
be two inner products on V. Then there exists an isomorphism L : V — V such that,
for all (x,y) € V2,

(v, ={Lx, Ly)v .

5.6.3 Construction of a stabilisation satisfying the design
conditions

The proof of Theorem 5.49 provides a way to construct suitable stabilisation terms
(S7)reg; that satisfy Assumption 5.47. This construction however appears cumber-
some. We present another, more practical way to construct stabilisation terms, using
a Raviart-Thomas—Nédélec space on a simplicial subdivision of the elements.

Let My = (T, F,) be a mesh from a regular sequence, and let T € 7j,. In this
section, the hidden constants in < and > depend on the regularity parameter o of
this sequence and on the polynomial degree k, but noton 4 or 7'.
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5.6.3.1 A Kkey property and a lifting of face differences

We start by a few preliminary comments and results. Let 6’%1 : Q’; — PX(T)4 be
the operator defined by
8% 7 = Vpi*' - Gf. (5.146)

Forall v, € Uk and ¢ € P¥(T), it holds

(8% 7v7-®)r = (VD5 vy @)1 — (Gl d)r
= —(P];HZT,V'@T + Z (p];“+lZT7¢'”TF)F

Fe%r
+ (v, V-@)r — Z (vr.¢-nrr)r
FeFr
= (vr =¥y V) + Z 5 vy = ve.@nTE)F,
Fefr

where we have used the definition of 6@ r in the first line, an integration by parts

together with the definition (4.37) of GI} in the second line, and we have gathered
the volumetric and boundary contributions in the third line. Since V-¢ € P*"1(T) c
PX(T) and S\pnrF € P¥(F), we can introduce the local polynomial projections and
continue with

(8% 70 )7

= (i 0 =Pk ). Vp)r + D (g ok vy = ve) nre)r

FeFr
= —(5§KT,V'¢)T + Z (6§'FKT’¢"1TF)F
FeFr
= (Vofvpn®)r + . (055 = 5Ky nrr)r,
Fe%r

where the second equality follows from the definitions (2.19) of the difference
operators, and the conclusion is obtained integrating by parts the volumetric term.
Rearranging the terms, we arrive at

~((8% 7 = Vo[ )vy. @)1

+ Z (65 = 8)vpudpmre)r =0, Vg e BET)E. G147
Fe¥r

When applied to a function ¢ from a space larger than PX(T)?, the left-hand side no
longer vanishes in general. It then defines a residual that is linear with respect to ¢,
and can thus be lifted as a function over T using the Riesz representation theorem.
More precisely, let &, be a subspace of L*(T)? such that, for all ¢ € S, and
all F € Fr, itholds ¢ nrr € L*(F). For a given vy € Q’}, the left-hand side of
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(5.147) is linear on & and therefore has a Riesz representation, i.e., there is a unique
Srv, € ©; such that

Sty ®)r = — (8% 7 — Vok)v . d)r

+ Y (O - v pnrp)e, VP €Sy ©-148)
Fe¥r

The mapping g’; 5> v; = Sty € €, thus defined satisfies two of the three
properties in Assumption 5.47.

Lemma 5.52 (Orthogonality and polynomial invariance of S7). The mapping Sr
defined by (5.148) is linear and satisfies (GDM-S3). If PX(T)? c &, then St also
satisfies (GDM-S2).

Proof. The linearity easily follows from the uniqueness of the Riesz representation,
and the fact that the right-hand side of (5.148) is linear with respect to v,..
By definition (5.146) of 6% ;. we have, for all w € PX*1(T),

85 rLpw = VoI Ipw = GL L7 w
= VJT]T’k”w - nOT’k(Vw)
=Vw-Vw=0,

where we have used, to pass to the second line, the commutation properties (2.14)
and (4.40) of p’}“ and G];, respectively, and the conclusion follows from the polyno-
mial invariance of the elliptic and orthogonal projectors. Plugged together with the
polynomial consistency (2.21) of the difference operators into (5.148), this shows
that (Srf}w,q))r =0forall w e PK*!(T) and all ¢ € &,. Hence, Srll}w = 0 and
St satisfies (GDM-S3) in Assumption 5.47.

We now turn to (GDM-S2), assuming that PX(T)? ¢ €. Equation (5.148) can
thus be applied to any ¢ € PX(T)? and, using (5.147), we see that (Szv,.¢)r = 0.
Since this holds for a generic ¢ € P*(T)<, this precisely proves (GDM-S2). |

Remark 5.53 (Lifting of face differences). Equation (5.148) can be recast as

(Srvp + (8% 7 = Vokv.¢) = > (6Fp - OF)vp.bnrr)r,
FeFr

showing that the function Szy,. + (6’%1 - V(S;‘.)KT € LX(T)? is indeed a lifting on T
of terms based on the face differences on 9T

5.6.3.2 A stabilisation term based on a local Raviart-Thomas—Nédélec space
We now have to find a finite-dimensional space &, which is “rich” enough so that

St satisfies the stability assumption (GDM-S1). This space will be the Raviart—
Thomas—Nédélec space on the simplicial subdivision of 7.
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Let My, = (T, Tn) be a matching simplicial submesh given by the Definition 1.9
of regular mesh sequence. We recall that Tr is the set of simplices 7 € T;, contained
in T. For F' € ¥r, we denote by & the set of simplicial faces o € &, contained in
F. Finally, ‘&‘T is the set of simplicial faces of &, contained in 7 but not in any of its
faces (and, as usual, if o € ., then T, is the set of two simplices in Ty that share
o as a face).

Let us recall a few facts on the Raviart-Thomas—Nédélec (RTN) spaces, for a
proof of which we refer, e.g., to [195]. For a simplex 7 € T}, the RTN space of
degree (k + 1) is RIN**1(1) = PK+1(1)? + xPK+I(r)4. If § € RTNF*!(7) then,
forall o € &, Ny Nro € P¥+1(0r), and 7 is entirely determined by its projection
on PX(7)? and its normal traces on d7. More precisely, for all ¢ € P¥(r)? and
(4o)ocg. € (P (0))or 3. , there exists aunique p € RTNK*!(7) such that 72 = ¢
and 17, -nro = qo forall o € T,. Moreover,

l2 = 1724l + > bl neol2. (5.149)

TEF,

In what follows, we consider the local RTN space on the subdivision Tr of T,
obtained by patching the RTN spaces on each simplex and imposing the continuity
of the normal traces:

RIN**'(T7) := {n € LAT)* : n,, e RIN**!(r) V7€ Irand
]”TI Rrio + ’Isz'nTZU' =0on any o € 8JT’ with {TI’TZ} = zo—}'
(5.150)

We will prove that RTNK*!(T7) is a proper choice for &;. To do so, we will need
the following lemma.

Lemma 5.54 (Control of the element-based difference through face-based dif-
ferences). Recalling the definition (5.138) of the difference seminorm, it holds: For
all v, € UL,

18% - = Vb yvyllr < vy ls.or. (5.151)

Proof. Since (6%1 - V6§)ZT € PX(T)4, we have
18% 7 = Vo Ivlir = sup (8%, - Vo5)v . d)r
SPK(D)4,||Ip|lr=1

= sup Z (855 = 05 )V @ nTF)F
$ePH(T) lIpllr=1 F 7y

_1 1
= sup Y NGk - ofvrlle hEllgll
PP, Ipllr=1 F oz

1
< sup lvrls.or hrll@llsr
GePK(T)4, 1P lr=1

where we have used (5.147) in the second line, a generalised Holder inequality with
exponents (2,2,00) on the integrals over F together with ||nrF||p~Fe = 1 and
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hp < hr in the third line, and a Cauchy—Schwarz inequality on the sum to conclude.
Invoking the discrete trace inequality (1.54) with p = 2 and v = components of ¢,
we deduce

k k
”(6V,T - V(ST)KT“T s sup |KT|6,6T||¢||T = |KT|6,BT,
PEPK(T), ||pllr =1

and the proof is complete. O

We can now conclude the construction of an explicit and computable stabilisation
term for the DSGD.

Theorem 5.55 (DSGD stabilisation based on RTN¥). [f&,. = RTN**1(T7) given
by (5.150), then St defined by (5.148) satisfies Assumption 5.47.

Proof. The property (GDM-S3) has already been established in Lemma 5.52.

If € PXYT)4, then N € PK(r)? c RTNK*(r) for all 7 € Tz, and 7 is
continuous over T so its (normal) traces across the faces in Z‘f‘T are continuous.
Hence, 7 € RTN®*!(T7). This proves that P(7)¢ ¢ RTN**!(T7) and, by Lemma
5.52, that St satisfies (GDM-S2).

It remains to prove (GDM-S1), which we do by establishing two inequalities.
Making ¢ = Sry, in (5.148), we have

IS7yr 7 < 16 7 = VE)vr e ISrvzllr + > 1Sk, = 65 vrlleISryplie
Fe¥r

1
2 k k
< lvrlsar Syl + > b2 S5 s = 5 vrllelISryzlir
Fe%r

< lvgpls.ar ISty eyl

where we have used in the first line the Cauchy—Schwarz and generalised Holder
inequalities (with exponents (2,2, co) for the second one), followed in the second line
by (5.151) and the discrete trace inequality (1.54) with v = components of Sry,.
(valid by the mesh regularity property, since this function is polynomial on each
simplex in T7), and we have concluded by invoking the Cauchy—Schwarz inequality
on the sum and the definition (5.138) of the difference seminorm. Simplifying leads
to

ISty llr < lvpls.or- (5.152)

To prove the converse inequality, let € RTNF*!1(T7) be defined by:

2%k =0 vre, (5.153a)
NigNre =0 Vo €, (5.153b)
Nonrr = hp (05 = 6§)v, YF € Fr Vo € §r. (5.153¢)

These equations properly define i since, in (5.153c), nrp = ;s and (6; 7 6;2 Wy €
Pk (o). Moreover, summing up (5.149) over T € T, we have
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DD ek E - o5 lZ

TEIr 0 eF\

DU hE > NGk = 68 pllE = vyl o (5.154)
FeFr o EFF

1R

lInlI?

1R

where we have gathered, in the second line, the sum by faces of T (noting that all
simplicial faces o in the first line lie on 07T'), and we have used the mesh regularity
property in the second line to write i, =~ hfr (see (1.12)). Making ¢ = n in (5.148)
we obtain

Srvp.mr = - ((51§,T — V&5 W1 + Z (855 = 05 Vs - RTF)F
Fe¥r
= = Y (@ =r e+ Y > (6 = SR nnrE)s
T€Ir FeFr o€gF

DT > NGk = 65 l3 = vy 2 or

Fefr O EFF

where the cancellation in the second line is justified by (5.153a) along with the fact
that ((6’%1 - V6§)\_}T)|T € PX(1)4 (see (5.146)), and the conclusion follows from
(5.153c). Using the Cauchy—Schwarz inequality in the left-hand side together with
(5.154), we infer

ISrvlirlvpls.or 2 vyl o
which, after simplification, yields ||Stv, |lr 2 |[v;|s,a7. Combined with (5.152), this
proves (GDM-S1). a

5.6.4 Properties of Discontinuous Skeletal Gradient Discretisations

We prove here the following theorem, which gives the expected estimates on the
measures Cyp, Sy and Wy for the DSGD.

Theorem 5.56 (Properties of the DSGD). Let (My,)ncqq be a regular mesh

sequence in the sense of Definition 1.9 and, for each h € H, let Dy be a

Discontinuous Skeletal Gradient Discretisation defined by (5.137) with stabil-
isation terms satisfying Assumption 5.47. Then, for all r € {0,...,k},

Cp, S 1, (5.155)

S0, (9) S W Nlpllrawy Ve € Hy(@) N H™(T), (5.156)

Wo, @) S h  Wllgragye Y9 € H(div; Q) nH ™ (T)9, (5.157)
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where Cq,, Sp,, and Wy, are respectively defined by (5.130), (5.131),
(5.132), while the hidden constants depend only on Q, d, k, and the mesh
regularity parameter o.

Proof. (i) Estimate on Cop,. Let v, € Q]Z’O\{Q}. By (GDM-S2), for all T € 7,

the functions G;KT and Sry,. are L*(T)“-orthogonal. The Pythagorean theorem
together with the definition (5.137¢) of Vg, v, and (GDM-S1) thus gives

2 ko2 2 ko o2 2
IVo, vyl = IGzyrlly + STyl = IGryrlly + [vrls o7 (5.158)

Using the seminorm equivalence (6.18) proved in Chapter 6 below with p = 2, we
infer ”KT”%,T < IVp, v, |I7. Summing these estimates over T € 7, and taking the
square root gives

v, lln < IV, vyl (5.159)

The discrete Poincaré inequality (2.37) together with the definition (5.137b) of
[lp,v, then yield

Moy, vyl = vall < vyl < VD, v,1l-

Dividing by ||Vyp, v, || and taking the supremum overy, € g’;l,o\{g} yieldsCp, < 1.

(i) Estimate on Sp,. Let ¢ € Hj(Q) N H™**(T;) and set v, = I}¢ € Uy ;. By
definitions (5.131) of Sp,,, (5.137b) of I1p, and (5.137¢) of Vyp,,,

Sp, (@) < IMp,v, = ¢ll + IVo,v, - Vel
Lk
< Imy* e — ol + IGh Ik — Vol + IS L ]
= [lm e — @l + lx) (Vo) = Vol + IShLf .

where the global projector ﬂ](q)’k is defined by (1.57), and we have used the commuta-
tion property (4.40). Invoking the approximation property (1.72) of the L>-projector
with (I, s,m,p) = (k,r +1,0,2) and v = ¢ or v = components of V¢, together with
(GDM-S1), we infer

1

2
Spu (@) < W lggr iy + B IVl ga + ( D u’;solé,m) . (5.160)
TeT,

The consistency property (2.31) applied to the HHO stabilisation bilinear form (2.22)
yields |£’}<p|5,ar < h;“ || gr+2(r)- Plugged into (5.160), this proves (5.156).

(iii) Estimate on Wp,. Let ¢ € H(div;Q) N H™*!(7,)¢, and take an arbitrary
v, € U ;\{0}. Recalling the definition (5.137¢) of Vp, v,,, we write
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/ V-Z)lz Kh .l/’
Q

D Gy + . Sryp

TeTh TeTh
= Z (Vvr.¥)r + Z Z (vr - VT7(”%k¢)'"TF)F
Te7, TeT, FeFr
+ ) Srvpy -2 e)r
TeT,
= D =0rV)r+ Y D e v (@) - ylnre)r
TeT, TeT, FeFr
+ > Srvp.y -7 yr,
TeTh

where the second line follows from (4.41) with T = ¢ and from the orthogonality
property (GDM-S2), and we have concluded using element-wise integration by parts
and (1.26) with (7. (¢r)pes,) = W, (vF)p e, ) to write

Z Z (ve,¥-nrp)r = 0.

TeT, Fefr

Recalling the definition (5.137b) of Iy, v,,, we infer

/Q (Vo v, + T, V) = > > (v = vr (@ ) — ¢l nrr)e

TeT, FeFr
+ ) Srvpy —ayter
TeTh
=3+ 3.
(5.161)
Using the generalised Holder inequality with exponents (2,2, o) along with [|n7 F || «(pya =
1, we write

_1 1
Tl D0 DT hlve = vellehE I3 ) - il

TeT, FeFr
1 1
3 2
-1 2 2r+1 2
< Z Z hg ”VF_VT”F) (Z Z hFhTr+ |‘/’|Hr+1(7)d
TeT, FeFr TeT, FeFr
1
S v llinh” W g (75045

where we have used the trace approximation property (1.73) of the local L?-projector
with (1, s,m, p) = (k,r + 1,0,2), and we have concluded using the definition (2.35) of
Il (see also (2.7)) and hr < hr. Using (5.159), we deduce

1T1] < 1V, v 1A Loty (5.162)

To estimate T, we write
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Tl < ) ISty lirly - 73 gl

TeT,

1
D V0, vyl A W g iy
TeT,

V.0, v, 1A 4 g 75y (5.163)

A

A

where we have used Cauchy—Schwarz inequalities on the integrals over the mesh
elements 7 in the first line, (5.158) and the approximation property (1.72) with
(1, s,m,p) = (k,r+1,0,2) in the second line, and we have concluded using a Cauchy—
Schwarz inequality on the sum. Plugging (5.162) and (5.163) into (5.161) yields

'/Q (Vo v, ¥ + v, V)| < IV, v, [ [l ggres (500

Dividing by ||Vp,v,, || and taking the supremum over y, € Q;‘LO\{Q} concludes the
proof of (5.157). a



Part 11
Applications to advanced models






Chapter 6
p-Laplacian and Leray-Lions

We consider in this chapter an extension of the HHO method to fully nonlinear elliptic
equations of Leray—Lions kind [226]. This class of problems contains as a special
case the p-Laplace equation, which appears in the modelling of glacier motion [200],
of incompressible turbulent flows in porous media [163], in airfoil design [199], and
can be regarded as a simplified version of the viscous terms in power-law fluids. The
pure diffusion linear problems treated in Chapter 2, Section 3.1, and Section 4.2 can
also be recovered as special cases of the framework developed here.

Several novelties are present with respect to the previous chapters. The first
obvious difference is that the continuous problem (and, therefore, its HHO approxi-
mation) are possibly nonlinear. This will give us the opportunity to introduce general
techniques for the discretisation and analysis of nonlinear problems, as well as a set
of functional analysis results of independent interest. A second difference, related to
the first, is that Leray—Lions problems are naturally posed in a non-Hilbertian setting.
This will require to emulate a Sobolev structure at the discrete level, which we do by
extending the discrete norms of Chapter 2 and associated results to the W' -setting.
Finally, unlike previous chapters, we consider non-homogeneous Neumann bound-
ary conditions to illustrate how the HHO method is constructed and analysed in this
case.

The material is organised as follows. In Section 6.1 we state the general Leray—
Lions problem and formulate the assumptions on the flux function. Section 6.2
focuses on the HHO discretisation. We first introduce the general setting required
to deal with problems posed in a non-Hilbertian setting. As for the locally variable
diffusion model studied in Section 4.2, the gradient of the potential reconstruction
(2.11) (see also (3.22)) is not a valid choice to discretise fully nonlinear problems, and
the HHO scheme for such problems is rather based on the gradient G’} reconstructed
in the full space PX(T)9, see (4.37). Section 6.3 covers the special case of the
p-Laplace equation mentioned in Remark 6.2 below. In this case, the flux function
enjoys stronger monotonicity and continuity properties than general Leray—Lions flux
functions, which permit to establish error estimates. Numerical results are provided
to illustrate the practical behaviour of the HHO scheme for this nonlinear equation.
Finally, in Section 6.4, we go back to generic Leray—Lions equations and prove the
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convergence of the HHO method using compactness arguments. The analysis follows
in this case a well-established pattern [168, Section 1.2]: first, an a priori estimate,
uniform in £, is established on the discrete solution; second, compactness properties
are inferred for a sequence of discrete solutions on refined meshes; finally, the limit
of such a sequence (up to the extraction of a subsequence) is shown to solve the PDE
model.

The analysis done in this chapter follows ideas originally developed in [140, 141],
where the homogeneous Dirichlet case is considered.

6.1 Model

The Leray-Lions problem reads: Find u : Q — R such that

-V-o(x,u,Vu) = f in Q, (6.1a)
ox,u,Vu)ng =g on 0Q, (6.1b)

where o is a possibly nonlinear flux function, f is a volumetric source term, g is the
non-homogeneous Neumann condition, and rg denotes the outer unit normal to Q
on 9Q. The precise assumptions on the problem data are discussed in what follows.
Let p € (1, 00) be fixed, and denote by

o= P
=

its conjugate exponent. Concerning f and g, we assume that

feLP(Q), g e L (Q) and /f +/ g=0. 6.2)
Q oQ

The third relation above is a compatibility condition, obtained integrating (6.1a)
over the domain Q and using the divergence theorem and the Neumann boundary
condition (6.1b) to write

/sz—/QVU(x,u,Vu)=—/aQa'(x,u,Vu)-ng=—/(mg.

The requirements on the flux function are gathered in the following assumption.
Assumption 6.1 (Leray-Lions flux function) The following holds:
(i) Carathéodory function. The Leray—Lions flux function

o : QxR xR? = R? is a Carathéodory function, (6.3a)

that is, o (-, s, &) is measurable for all (s,&) € RxR4 and o (x,-, -) is continuous
fora.e. x € Q;
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(ii) Growth. Setting p = d‘% ifp<d orp:=cifp>d, there exists a function
T € LP'(Q) along with real numbers By € (0,00) and 0 < t < r% such that, for
a.e. x € Qandall (s,€) € RxRY,

| (x,5,6)| < T(x) + Bols|" + Bo €177 (6.3b)
(iii) Monotonicity. It holds, for a.e. x € Q and all (s,€,77) € Rx RY x RY,

[O'(X, S,f) - O'(X,S, ’])] (g - 77) > O’ (630)

(iv) Coercivity. There is a real number g € (0,00) such that, for a.e. x € Q and
all (s,€) e Rx R4,
o(x,5,6)€ 2 A 1§17 (6.3d)

Remark 6.2 (p-Laplace equation). A classical example of Leray—Lions flux function
is given by
o(x,s,7) = |r|P 1. (6.4)

The corresponding equation (6.1a) is then called the p-Laplace equation, and it
generalises the Poisson problem considered in Chapter 2 (recovered taking p = 2).
Notice that, in this case, the flux function does not actually depend on its first two
arguments.

Under Assumptions (6.2) and (6.3), and setting

WhP(Q) = {u e WP (Q) : /

‘- o} , 6.5)
Q

the weak formulation of Problem (6.1) reads: Find u € Wi’p (Q) such that, for all

veWrP(Q),
Au;v) = f fv +/ gviea » (6.6)
Q oQ

where the function A : W7(Q) x WHP(Q) — R is such that

Au;v) :=/0'(u,Vu)~Vv. (6.7)
Q

Remark 6.3 (Notation). Unlike the models encountered so far, Problem (6.6) is pos-
sibly nonlinear and posed in a non-Hilbertian setting. For this reason, a few changes
in the notation are due.

First, in order to distinguish the function A (which is only linear in its second
argument) from the bilinear form a used in previous chapters for linear problems, we
use a capital letter and a semi-colon, instead of a colon, to separate its arguments.
A similar notation is adopted for the functions Ay and Sr, respectively defined by
(6.26) and (6.27) below.
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Second, the L2-product notation introduced in Remark 1.14 is systematically
dropped in favour of integrals. In order to alleviate the notations, in (6.7) and in
the integrals that follow we do not explicitly indicate the dependence of o, u and
other functions on x, and we also omit the measure, which can be unequivocally
inferred from the context. Thus, in (6.6), the last integral is to be understood for
the (d — 1)-dimensional measure on 0€2, and v|5q is taken in the sense of the trace
of a W!-P(Q) function. Similar considerations hold for the other boundary integrals
appearing in the rest of this chapter.

Remark 6.4 (Zero average condition). The zero average condition in W}(’p (Q) is
used to ensure that a priori estimates on the solution to (6.6) can be obtained
using the Poincaré—Wirtinger inequality valid in this space. In the case of linear
equations with Neumann boundary conditions, this zero average condition also
ensures the uniqueness of the solution (since any two solutions only differ by an
additive constant). This is not necessarily the case for nonlinear models such as
(6.1); see Remark 6.16.

6.2 Discrete problem

In this section, after introducing a global discrete HHO space that incorporates
in a suitable way the zero-average condition, we furnish it with the norm ||-|ly ,
that generalises to the Wl’p -setting the one defined by (2.35), and we state three key
discrete functional analysis results. We then introduce two additional reconstruction-
based norms, and show that they are equivalent to ||-||1,, » uniformly in 4. Finally,
we state the discrete problem and, based on the previous tools along with standard
results from nonlinear analysis, study the existence of a solution.

6.2.1 Discrete Wi’p space and discrete functional analysis

In Chapter 2, the discrete space QZ’O (see (2.36)) and the norm ||-||; 5 (see (2.35)
and (2.7)) played the role of the Hilbert space HS (©2) and of the seminorm || 1(qy)s
respectively (notice that |-|g1(q) is a norm on H(; (Q) by virtue of the continuous
Poincaré inequality). For the Leray—Lions equation (6.1) with Neumann boundary
conditions, the discretisation space must replace at the discrete level the Sobolev

space Wi’p (Q) (cf. (6.5)) with its associated norm. A natural candidate for this
discrete space is

Uy, = {zh el : /vh =0}, (6.8)
’ Q

where we remind the reader that, for any v, € U’ ’;l, the broken polynomial function
vy, € PK(7,) is given by (2.33), that is, (vu)ir = vr for all T € 7j. The counterpart,
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on U,;; ,» of the seminorm |-|y1. @) is the map |[|-||1,,» defined by generalising (2.7)

and (2.35) to the non-Hilbertian setting: For all y, € Uk U o

1

vyl = (Z [ Tul,,T) :

e (6.9)

1-
IVvrl] e+ D e ve =vrl VT € Ty
Fe¥r

lpllip,r =

The power of A in the second term ensures that both contributions have the same
scaling. Because we are dealing with non-homogeneous Neumann boundary condi-
tions, we will also need the discrete trace operator yj, : Q;‘l — LP(0Q) such that, for
k
ally, e Uy,
v )iF =ve  YFeFP. (6.10)

Three theorems on Uk will be required for the analysis of the HHO method
for (6.1): a discrete SoboleV—Pomcare—ertmger inequality, a trace inequality, and a
compactness property. These theorems mimic, at the discrete level, known functional
analysis results on Wl’p (Q). Following [173, Appendix B], we therefore refer to them
as discrete functional analysis results. Their proofs are postponed to Section 6.5. The
discrete Sobolev—Poincaré—Wirtinger and trace inequalities will be instrumental in
establishing a priori estimates. The compactness theorem will be essential to prove
the convergence of this solution in cases where error estimates cannot be obtained,
due to the lack of an appropriate structure of o, and where compactness techniques
have to be applied.

Theorem 6.5 (Discrete Sobolev—Poincaré-Wirtinger inequality). Ler a
polynomial degree k > 0 and an index p € (1, ) be fixed. Let (Mp,), e denote
a regular sequence of meshes in the sense of Definition 1.9. Let 1 < g < d—p

ifl<p<dandl <qg<ocifp>d. ThenforallvheU

h,x’
rllLa@) < vy llp.ns (6.11)

where the hidden multiplicative constant depends only on Q, o, k, p and q.

Proof. See Section 6.5.

Remark 6.6 (Discrete Sobolev—Poincaré—Wirtinger inequalities on broken spaces).
Continuous Sobolev embeddings for the HHO space (2.36) strongly incorporating
the homogeneous Dirichlet boundary conditions can be found in [141, Proposition
5.4]. The proof provided therein hinges on similar results for broken polynomial
spaces; see Remark 2.17 for further details. In the Finite Element literature, discrete
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counterparts of Sobolev embeddings for broken spaces are proved, e.g., in [222] for
p =2 and in [88] for generic p. In both cases, stronger assumptions on the mesh are
made, namely the fact that every mesh element is the image through an affine map
of one polyhedron out of a finite set of reference polyhedra.

Theorem 6.7 (Glocal discrete trace inequality in Q’;l L)- Let a polynomial
degree k > 0 and an index p € (1,00) be fixed. Let (M) 4 denote a regular
sequence of meshes in the sense of Definition 1.9. Then, for all v, € U fl s

lyny,lle @) S 11y, llp.hs (6.12)

where the hidden multiplicative constant depends only on Q, o, k, and p.

Proof. See Section 6.5.

To state the discrete compactness result, we need the global discrete gradient
operator G];l U ],i — P¥(7;,)? defined by (4.74) and such that, for all v, € Uk

h,x’
Grv)ir =Ghy, VT €T,

We also need the potential reconstruction defined by (2.11). To avoid confusion with
the exponent p, throughout this chapter we rename this reconstruction r?l : Q§ —
PX*1(T). For the sake of convenience, its definition is recalled hereafter:

/Vr’;+‘gT.vw=—/vTAw+ Z /VF(VW'nTF) vw e PKYI(T),
T T F

Fe¥r

We finally recall the definition of the global potential reconstruction ri*! : Uf —
P**1(75)? such that, for all v, € UF,

k+1 Lkl
@, v ir =1 vy VT € Tj.

Theorem 6.8 (Discrete compactness). Let a polynomial degree k > 0 and an
index p € (1,00) be fixed. Let (My,)necqq denote a regular sequence of meshes
in the sense of Definition 1.9. Let (v;)pen € (gﬁ’*)hg}[ be a sequence for
which there exists a real number C > 0 independent of h such that

v, llpr <C  YheH.
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Then, there exists v € Wi’p (Q) such that, up to a subsequence as h — 0,

(i) vp, = v and rﬁ”gh — v strongly in L1(Q) for all 1 < g < ;% if
1<p<dandl <g<ooifp>d;
(ii) yny, — vjaq strongly in LP (0Q);

(iii) Gﬁgh — Vv weakly in LP(Q)%.

Proof. See Section 6.5.

Remark 6.9 (Role of discrete Sobolev—Poincaré—Wirtinger embeddings). The dis-
crete embeddings (6.11) are essential to obtain the convergence of v, in L4(Q), and
thus to deal with the dependency of o~ with respect to u (in particular through the
growth condition involving ¢ in (6.3b)).

6.2.2 Reconstruction-based discrete WYP-norms

The norm (6.9) on Qfl’ , mimics the W'P-norm and is used to establish proper-
ties on sequences in this space (e.g., boundedness of reconstructed functions in
Lebesgue norms through Theorem 6.5, or compactness through Theorem 6.8). For
the convergence analysis, two additional norms based on local reconstructions that
we introduce hereafter will be useful.

6.2.2.1 Gradient reconstruction-based W1 -norm

Let T € 7, and recall the local gradient reconstruction Gl} : Q§ — PX(T)? defined
by (4.37) and such that, for all v,. € Uk and all T € PK(T)4,

/G];KT'T=_/VT(V‘T)+ Z /VF(T"lTF) (6.13)
T T

FeFr F

= '/Z:VVT'T-F Z (VF —VT)(T'nTF). (614)

Ferr 7 F
The first norm, based on this operator, is given by
1

P
Ivylle.p.n = (Z ”ZTHZJLT) ’

= (6.15)

1
. k P
lpllc.pr = (IG5, a + 0718, 7)" VT €T,
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where, recalling the difference operators 6? and 5;?  defined by (2.19), the difference
seminorm |-|5 , 7 is such that

P

1-
lvrlo.p.r = Z hy p”(s;(’FKT - 6§'ZT“ZP(F) : (6.16)
Fe¥r

Remark 6.10 (Choice of the consistent gradient). The locally variable diffusion case
covered in Section 4.2 is a special case of (6.1a), obtained by selecting o(x,u, Vu) =
K (x)Vu. As a consequence, it is clear from the discussion at the beginning of
Section 4.2.1 that the gradient of the potential reconstruction is not a good choice
for the consistent contribution in the discretisation of (6.7), and that the gradient
reconstruction G; should be used instead. The norm ||-||g,p,» Will therefore appear
as the natural norm to establish a priori estimates on the solution to the HHO scheme
for (6.1).

6.2.2.2 Potential reconstruction-based WP -norm

The second norm hinges on the potential reconstruction defined by (2.11), and

denoted in this chapter by rs."!, as mentioned above.

v
vy lvr, . = (Z ||zT||€r,,,,T) :

Te7, (6.17)

1

. k+1 P
gl 7= (V5 1 o+ g2, )7 VT €T,

where |-|5 p 7 is given by (6.16). This norm generalises to the non-Hilbertian setting
the norm ||-||,,, defined by (2.41) with the choice (2.22). It will enable the proof of
convergence of the reconstructed potential.

6.2.2.3 Equivalence of reconstruction-based WP -norms

The following lemma establishes the equivalence, uniform in /4, of the three norms
constructed on Qﬁ .

Lemma 6.11 (Equivalence of norms). It holds, with hidden constants depending
only on k, p and o:

v llipr = lvpllvepr = lvpllepr VT €T, Vv, € UK. (6.18)
AS a consequence,

k
“Kh”l,p,h = ”K;,”Vr,p,h = ”K;,”G,p,h Vzh € Qh- (6.19)
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Remark 6.12. Note that |||l p.n, I lve,p.n @nd |||lG,p,» are only seminorms on U¥,
but genuine norms on g’;’*. Indeed, if y, € Q’;’* and v, [l1,p.» = 0, then reasoning
as in the proof of Corollary 2.16 shows that all element and face components in
v,, are constant and equal, and by the Poincaré-Sobolev—Wirtinger inequality (6.11)
that this constant is zero.

Proof. The global equivalence (6.19) is obtained by raising the local equivalences
(6.18) to the power p, summing over T € 7y, and taking the power 1/p of the resul-
ting relation. We therefore only have to prove the local equivalences.

(i) The case p = 2. For p = 2, we have ||-|li2r = |||li.r (defined by (2.7)), and
I-llvr2r = ar(, ~)%, where ar is given by (2.15) with the stabilisation term (2.22).
Proposition 2.13 shows that ||-||i2.7 = ||-||vr.2.7, thus proving the first equivalence

in (6.18). To conclude the proof in the case p = 2, it only remains to establish the
following two estimates:
Illvezr S Hle2r (6.20)

and

g2 < Ilh2r- (6.21)
Lety, € UK. By Remark 4.9, Vr&*!y, is the L2(T)4-orthogonal projection of G,
onto VPK*I(T). Hence, [|Vi&™ v [l 2¢rya < 1G5y, llp2¢rya, which readily proves
(6.20) (with actually < instead of the less precise <).

We now turn to (6.21). Since |[vyllve2,r < llvylli2r, we have |vpls2r <
lvrlli2,7, and proving (6.21) thus reduces to showing that ”GI;"KT”LZ(T)" <
lvyl1,2,7- To establish this, take T = G’}KT in (6.14) and write

1G53, Baya = [ vrGhuy o Y [0 = vi) @)

T Fery JF
< IVvr 2y IGFvy 2y + Z Ive = el |G vy 2y
Fefr
k -3 k
SNVt ll2qrya IGryy llagrye + Z hp? e = vr 2 IGr vy 2y
Fefr
< vplli2r Gy 2 e (6.22)

where we have used a Cauchy—Schwarz inequality for the first term and generalised

Holder inequalities with exponents (2,2, 00) along with ||r7F||p e = 1 to pass

to the second line, the discrete trace inequality (1.54) applied with p = 2 to the
1 1

components of GigT along with h;i < h? (see (1.6)) to pass to the third line,
and the definition (6.9) of the ||-||; 2,7-norm to conclude. After simplification, (6.22)
shows that |IG§KT lL2¢rye < |lvglh.2,7, which concludes the proof of (6.21).

(ii) The case p # 2. The idea is to leverage the equivalence proved in the case p = 2
by using the direct and inverse Lebesgue inequalities (1.33) on mesh elements and
faces; see Remark 1.27. These inequalities show that, for all ¢ € Pk (T)d,
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[

1-2
L V[ e (P (6.23)

and, for all F € %7 and ¢ € PK(F),

1- —
T N ) Ay [T L

= h? (hp|Fla)' ™% ||90F||L2(F) (6.24)

- 1-£2 -1 2 %
171y (h ler )

where we have used the mesh regularity property to write hg|F|y-; = |T|4, owing to
(1.6), (1.7) and (1.8). We also notice that, for any finite family (a;);<; of non-negative
numbers and any exponent @ > 0,

Z af < card(/) (Z ai) < card(I)!*® Z at. (6.25)

i€l iel iel

The first inequality is obtained writing a; < });¢;a; for all i € I, while the
second follows from (};¢; a;)* < (card(/) max;er a;)* = card(I)® max;es aff <
card(1)* X;cy af. Summing (6.24) over F € Fr, adding (6.23) and using (6.25)
(with I = {T} U F7, ar = ||<pT||22(T)d, ar = h;;l“t,DF“iz(F) and a = p/2), we have

2
ler Il e+ 2 AR NL oy = TLy (uwru sy + D e IR |
Fefr Fe¥fr

Apply this relation to

(o1 (0r)Fer) = (Yvr,(VF = VT )Fers ),
(07 (9F)Ferr) = (Vi v (85 pvy — 6Ky Vpeg ),

(o7, (()DF)F€7:T) = (GTVT’ (5TFVT TKT)FE‘FT)

to obtain, respectively,

Ivrllf 7 = ITId 2IIVT||12T,

ITId

”KT”VrpT 7”vT”VrZT’

ITId

Ivrllg ,r = 4 IIVTIIGZT

The equivalences (6.18) then follow from the case p = 2 covered in Point (i). a
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6.2.3 Discrete problem and well-posedness

The discrete counterpart of the function A defined by (6.7) is the function Ay :
Uf x U — R such that, for all u,,v, € UF,

Ah(ﬂh;Kh) :=/U(Mh»GﬁZh)'GﬁKh + Z ST(ZT;KT)' (6.26)
Q TeT,

Here, forall T € 75, St : Q§ X Q’; — R is a local stabilisation function which can
be obtained, e.g., by generalizing (2.22) to the non-Hilbertian setting:

St (up;vy) =

1- -
Z hg ! / |6¥FZT - 5§"ET|p 2(6§“FET - 6¥ET)(6¥FZT - 6§“KT)’ (6.27)
Fefr F

where we remind the reader that the difference operators 6; and 6; F are given
by (2.19).

Remark 6.13 (Scaling of St ). As in Section 4.2.2, a scaling factor can be introduced
in the stabilisation term S to match the (local) magnitude of o-, when such a thing
can be defined. See, e.g., the discussion in [73, Remark 7], where nonlinear elasticity
problems with p = 2 are considered.

Recalling the definition (6.10) of vy, the discrete problem reads: Find u,, € Q’;l .
such that

Ah(zh;zh)=/fwz+/ 8Yny, Vv, EQ’Z,*. (6.28)
Q a0

The existence of a solution to (6.28) can be established using results from the
topological degree theory.

Lemma 6.14 (Existence of a solution and a priori bound). Problem (6.28) admits
at least one solution, and any solution to this problem satisfies

1

51
ety (1l + Nl o) (6.29)

where the hidden constant is independent of h.

Proof. Endow the space U ﬁ . With an inner product (-, -) and associated norm |-|. For
all u, € Qfl’ ,» the mapping A, (u,,; -) is linear on Q’;l’ ,» and the Riesz representation
theorem thus gives a unique ®(u,,) € Q’;l , such that

Anw,;v,) = (Ow,),v,) Vv, € Uj .

Likewise, there is a unique w, € Q];l .. such that fQ fvn + /69g Yny, = (W, v,,) for
ally, € Q’;l - We note that u,, is a solution to (6.28) if and only if ®(u;,) = w,,.
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Using the assumptions (6.3a) and (6.3b) on o it can easily be checked that
the mapping O : Qﬁ’ i Qﬁ’ . is continuous since, the space Qﬁ’ . being finite-
dimensional, convergence of a sequence in this space for the norm || is equivalent
to the convergence of all its components on a fixed basis of the space. Moreover, by
the coercivity condition (6.3d) and the definition of St, for all u,, € g’;l’ o

<(D(Zh ), Zh> = Ap (Eh ; Eh)

k 1- k k
> /10'||Ghﬂh”£p(g)d + E E hF p||5TFZT - 6TET”ZP(F)
TeT, FeFr

2 Ny 12, 630)

= Ch|ﬂh|p,

where we have used in the conclusion the equivalence of ||-||g,,» and |-| on the finite-
dimensional space Q';l, »» With ¢, > 0 possibly depending on & but not depending
<‘D@h)sﬂh )
|£h [
below, we infer the existence of u; € Q’,; , such that ®(u,) = w,,, which precisely
means that ¥, is a solution to (6.28).
To establish (6.29), we write

on u,,. This estimate shows that — 00 as |u;,| — 0. Using Theorem 6.15

[ LS A

sAh(zh;zh)=/fuh+/ g Yy,
Q o0Q

<l @llunlie @ + 1181lLe @) lYruy, e oo)

A

A

(11120 @ + g coen ) I o

where the first line follows from the equivalence (6.19), the second line is a con-
sequence of (6.30) and of the fact that u,, solves (6.28), the third line is obtained
using Holder’s inequality, and the conclusion follows from the Sobolev—Poincaré—
Wirtinger Theorem 6.5 with ¢ = p and from the trace inequality (6.12). Simplify by
ll;,ll1,p,n On each side and take the power p+1 to get (6.29). i

The following theorem, used in the proof above, corresponds to [138, Theorem
3.3]

Theorem 6.15 (Surjectivity of nonlinear coercive mappings). Let E be an Eu-

clidean space with inner product {-,-) and norm |-|. If f : E — E is a continuous
function that satisfies

e )

im ——~— = o0

b
|x|—00 |X|

then f is onto, that is, for any y € E there exists at least one x € E such that
fx)=y.

Remark 6.16 (Uniqueness). The uniqueness of the continuous and discrete solutions
cannot be established under Assumption 6.1; see [175, Remark 3.4] in the case of
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homogeneous Dirichlet boundary conditions. Uniqueness can be proved under the
additional assumption (6.81) of strict monotonicity of the flux function; see Theorem
6.19 (and its proof in Section 6.3.4) for the p-Laplace equation. For more general
Leray—Lions models, we refer to [226] for the continuous model and [169] for a
Mixed Finite Volume approximation (close to an HHO method of degree k = 0). We
also mention [72, Theorem 7] concerning nonlinear elasticity problems.

6.2.4 Flux formulation

We state here an equivalent formulation of the discrete problem (6.28) using nu-
merical fluxes. We start with some preliminaries, for an arbitrary 7 € 7y, on the
stabilisation function St defined by (6.27). This function only depends on its ar-
guments through the difference operators (6;, (6; r)Feg; ). Following the proof of
Proposition 2.24, we can therefore write

St(ur:vy) = St (0, pur); 0,887v,)) (631)

where AST : Q§ — QST is given by (2.56). We then define, in a similar way as in
(2.59), a (nonlinear) boundary residual operator B’(;T : U '} — Q’(;T such that, for all
uy € Ub, Ry () = (RE (g )p ey with, for all @y = (orr)res; € Dy,

= > (R p(up).arp)r = St((0,Alur); (0,247). (6.32)
Fe%r

Lemma 6.17 (Flux formulation for the HHO approximation of the Leray-
Lions problem). Let M;, denote a polytopal mesh in the sense of Definition
1.4. Let u,, € Qi,* and, for all T € T, and all F € Fr, define the numerical
normal trace of the flux

Orp(uy) =~ (0 (ur, GEup)) nrp + Rip(uy)

with R;i F given by (6.32).
Then, u,, is a solution of problem (6.28) if and only if the following three
properties hold:

(i) Local balance. For all T € T, and all vy € PX(T), it holds
(o (ur, Ghup), Vvr)r + Z (Orr(up)vr)r = (fovr)r.  (6.33a)
Fefr

(ii) Continuity of the numerical normal traces of the flux. For any interface
F € ¥, such that F C 0Ty N 0T, with distinct mesh elements Ty, T, € Tp,
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it holds
@77 (ug,) + Pryr(ug,) = 0. (6.33b)

(iii) Values of boundary fluxes. For any boundary face F € ?—;lb, letting T € Ty,
be such that F € Fr, it holds

Orp(uy) = —n0kg. (6.33¢)

Remark 6.18 (Neumann boundary conditions). Comparing with Lemma 2.25, we
notice a third property involving the boundary fluxes. This additional property cor-
responds to the Neumann boundary condition considered here (see (6.1b)).

Proof. The proof follows the ideas developed in Section 2.2.5, with adaptations to
deal with non-homogeneous Neumann boundary conditions.
Lety, € Q’;l. Using the relation (4.41) with 7 = o (ur, G;ET), we have

/ o (ur, Gup)-Ghy, = (o (ur, Guy), Vor)r
T

+ > (7 (o lur, Ghup)ynre,ve = vr)r.
Fe¥r

The relations (6.31) and (6.32) yield

Sr(urive) == > (REp(up).ve = vr)p.
Fefr

Plugging these two equations into (6.26), we see that the scheme (6.28) can be recast
as:

2 (@, Ghup). Voryr = Y (@rrup)ve = vr)r)

TeTn Fer (6.34)

=/th+/ g YhYy, Vv, €Uy ,
Q oQ ’

Define 1, € Uk such that 1 = 1forall T € 7, and 1 = 1 for all F € .

Ify, € U and m = Q fgvh, then y, —ml, € Uk* can be used in (6.34). A
simple 1nspect10n shows that the terms 1nV01v1ng 1,in the left-hand side then vanish,

while the compatibility condition (6.2) ensures that the corresponding terms in the
right-hand side cancel out. This proves that (6.34) also holds for v, € Q,’i.

The conclusion of the proof is then similar to the proof of Lemma 2.21, selecting
for y, elements that span a basis of U k_that is, the same elements as in the proof of
Lemma 2.21 but including also non-zero polynomials on boundary faces. The cell
basis functions yield (6.33a) and, noticing that the normal trace of the numerical flux
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@7 r(up) is a polynomial of degree k on F, the internal face basis functions yield
(6.33b), while the boundary face basis functions correspond to (6.33c). a

6.3 Error estimates for the p-Laplacian

When dealing with high-order methods, it is important to determine the convergence
rates attained when the solution is regular enough. General Leray—Lions operators
lack the structure that enables the proof of theoretical rates of convergence. It is
however possible, for certain operators, to establish error estimates and deduce from
them convergence rates. The goal of this section is precisely to prove such estimates
for the p-Laplace equation, that is, (6.1) with flux function given by (6.4). For
this choice, stronger monotonicity and continuity properties hold than the ones in
Assumption 6.1, which are crucial to our goal.

The material is organised as follows: in Section 6.3.1 we state and comment the
main result, Theorem 6.19, and give a general overview of its proof; Sections 6.3.2
and 6.3.3 contain preliminary results, namely a study of the consistency properties
of the stabilisation bilinear form applied to interpolates of smooth functions, and a
proof of the monotonicity and continuity properties of the p-Laplace flux function;
finally, Section 6.3.4 contains the proof of Theorem 6.19.

6.3.1 Statement of the error estimates

The main result is the following estimate in a discrete energy norm, where the
discrete solution is compared to the interpolate of the continuous one.

Theorem 6.19 (Error estimate in discrete energy norm). Let a polyno-
mial degree k > 0 and an index p € (1,00) be fixed, and assume that
o (1) = |7|P7%1. Let (M) et denote a regular mesh sequence in the sense
of Definition 1.9. Let h € H and assume that the solution to (6.6) satisfies
u € W*P(7;) and o(Vu) € WLP'(T,)¢ for some r € {0,...,k}. Define
Ep(u) € RT the following way:

()Ifp=2
r+1 r+l = oL
En(u) = 1" by + P gz gy H 1OV [
(ii) If p <2,
- -1
Ep(u) = o 1)|M|€vr+z,1’('/71) + hr+1|0'(vu)|wr+1.1”(‘7i.)d'
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Then, there exists a unique u, € U ,’j , solution to (6.28) on My, and it satisfies

lw, — Ifulle.p.n < En(u) (6.35)

with hidden constant independent of h and u, but possibly depending on C,
p, the mesh regularity parameter, and on an upper bound of || fllp»q) +

||g||Lp'(ag)~

Proof. See Section 6.3.4, based on the results of Sections 6.3.2 and 6.3.3.

From this estimate in a discrete energy norm, we can derive a convergence result
for the error measured as the difference between the discrete and continuous gradient.

Corollary 6.20 (Error estimate for reconstructed gradient). Under the assump-
tions and notations of Theorem 6.19, it holds

G u,, - Vullpr oy + uyls.n S En() + 1 ulyrop g, (6.36)

where we have introduced the seminorm on U Z such that, for all v, € Qﬁ,

[l = ) Sty = ) lurlf,

TeT, TeT
A few remarks are in order.

Remark 6.21 (Order of convergence). The asymptotic scaling for the approximation
error in the left-hand sides of (6.35) and (6.36) is determined by the leading terms
in the right-hand side Ej,(u):

= ifp>2,
D= if p < 2,

Ep(u) < { (6.37)

Remark 6.22 (Error estimate in other norms). The norm equivalence (6.19) shows
that the error estimate (6.35) also holds for ||x,, —!ﬁu”l,p,h and for [|u,, —[ﬁu”vnp,h.

As a consequence, the error estimate (6.36) could also be stated with Vhrfl“ u,

instead of GZZh’ see [140, Theorem 3.2 and Corollary 3.1].

Remark 6.23 (Error estimates for the Dirichlet problem). Error estimates analogous
to the ones of Theorem 6.19 and Corollary 6.20 for the Dirichlet problem have been
proved in [140], to which we refer for further details.

Proof (Corollary 6.20). Let T € Ty,. Inserting GX Ik u — 295 (Vu) = 0 (see (4.40))
into the norm and invoking the approximation property (1.72) of the L>-orthogonal
projector with X =T,/ = k,m = 0and s = r + 1 and v = components of Vu, we
write
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1GY s — Vullpprya < 1Gk(uy — Lot Lorya + 1y (Vi) = Vull oy

S GGy = Ll o rya + Wy | Vulyroipya.  (6.38)
Since |-|s , is a seminorm, we can invoke the triangle inequality to write

luy s < \uls.n + luy, = Tyuls.n. (6.39)
Apply (6.47) below to ¢ = u, raise to the power p and sum over T € 7, to see that

k 1 1
|£hu|§,h < Z h¥+ )p|u|€vr+2,p(r) < plr+ )P|u|1v’vr+2’p(771), (6.40)
TeT,

Raising (6.38) to the power p, summing over T € 7, adding the power p of (6.39),
recalling the definition (6.15) of ||-||g,p,», and invoking (6.40), we find

p

k
||Gh£h - Vu”p Wr+2.p (T5,)"

k 1
LP(Q)4 + |Zh|g,h < lluy, - lhu”g,p,h + pl+ )plul

The proof of (6.36) is completed by taking the power 1/p and using (6.35). O

Let us now briefly discuss the approach to proving Theorem 6.19. As the contin-
uous equation (6.6), the HHO scheme (6.28) is of course nonlinear in general. The
theory of Appendix A is therefore not directly applicable. That being said, some
similarities with this linear theory can be found and exploited. Specifically, the HHO
scheme (6.28) shows that, for all v, € QZ,*’

An(uy;v,) = Ap(Iiusv,) = 6,0v,) = Ap(lFu; v,), (6.41)

é’h(zh)=/fvh+/ g YhVy,-
Q oQ

The right-hand side in equation (6.41) is a linear map on v,, that defines a consistency
error, identical to (A.5) in the linear setting. Since the left-hand side of this equation
involves u, and /' flu, (6.41) can be considered as a sort of error equation except that,
contrary to the linear case (see (A.7)), this left-hand side is not an expression of
the difference u;, — I IZ“ We can nonetheless follow the principles of the analysis in
Appendix A, namely:

where

(i) estimate the consistency error in an appropriate dual norm, and
(ii) establish a stability property of the left-hand side in the corresponding primal
norm.

The consistency error will be estimated, as for linear equations, by expressing ¢,
in terms of u through the relations f = —V-(0(Vu)) and g = o(Vu)-nq, and by
invoking optimal approximation properties of the reconstructions composed with
the interpolator. The stability property, on the other hand, will not directly rely on
an inf—sup or coercivity condition, but rather on strong monotonicity properties of
Aj, (stemming, in turn, from the monotonicity properties of o).
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6.3.2 Consistency of the stabilisation bilinear form

The first preliminary result, required to estimate the consistency error, concerns the
consistency properties of the global stabilisation term when one of its arguments is
the interpolate of a smooth function. As in the Hilbertian setting of Chapter 2, these
consistency properties follow from the boundedness of the local interpolator /- '} and
from the polynomial consistency of the local stabilisation terms St.

Proposition 6.24 (Boundedness of the local interpolator, W!-”-setting). For all
vewhr(n),
I5vIlpr < Viwir) (6.42)

where the hidden constant depends only on d, p, o and k.

Proof. The proof is similar to that of Proposition 2.2, with L?-norms replaced with

LP-norms. Using the definitions (2.8) and (6.9) of ['} and ||-||1,p,7, we write
1-
NI = IV VI o+ D gy =2 VT
FeFr
”VVHLP(T)d Z h p“V_ﬂ'T V”Ll’(F)’
Fefr

where we have used, to pass to the second line, the boundedness property (1.75) of

ng’k with s = 1 together with the idempotency and boundedness property (1.75) of

JTOF’k with s = 0 to write

0,k 0.k
||7TF v—n Ver) = 7y (V—7T V)”LI’(F) ||V—7TT v|lLe(F)-

We then continue invoking the trace approximation property (1.73) of the L*-
orthogonal projector with/ = k, s = 1 and m = 0:

iz Ivvlly

- 1
VR SN T/ [\ AU
FeFr

iy, 7 s

The estimate (6.42) follows by using the mesh regularity assumption to write hg_l <
h‘;_l and card(¥r) < 1; see Lemma 1.12. O

Proposition 6.25 (Consistency of S;,). Forallr € {0,...,k}, all ¢ € W*>P(Ty)
and ally, € Qﬁ, it holds

1
P

ISu: R < v, IG5 0 | 2 B 100 (643)
TeT,

and
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p-1
P

ISu vl < Wvyllepn | D B0l ey o 644
TeT,

where the hidden constants are independent of h, ¢ and v,, and we have set, for
k
W2y, € Up,

Snwyiz,) = Y Srwyizy). (6.45)
TeT,
Proof. Letw,.z, € Uy. Using the Holder inequality with exponents p and p’ = 1%
we have, for any T € 7},
1-
IST(WT9ZT)| < Z h p”é’g("FwT 6kWT”Lp(F)|I6TFZT TET“LP(F)'
Fe¥r
1-p 1-p)5,  (1-p)% . . N . )
Hence, writing h, " = h hp and using a discrete Holder inequality on
the summations, w1th the same exponents as before, we infer
e
P
Al
ISh(w),: 2, < ( Z Z p||5TFWT 5TWT||LP(F))
TeT, FeFr
1- k ’
Z Z h p||6TFZT 6T§TI|ZI7(F)
TeT, FeFr
p-1 L
2 P
— p
- ( > wel? T) ( > |gT|5,p,T) : (6.46)
TeT, T,

Estimates (6.43) and (6.44) follow applying (6.46) to, respectively, (w;.z,) =
(gh, ¢) and (wh,zh) = (I o, vh) using |vT|6 T ||XT||g,p,T’ and invoking the
following estimate: For all ¢ € W' *2P(T),

Iy dls.p.r < Wy 1Blwreon (). (6.47)

Let us prove (6.47). The polynomial consistency property (2.21) of the difference
operators shows that 6;!’;¢ = 6#[?((1)—”%]‘”(;5) and 61‘ Ix 76 = 6"F1k (p— 7r0 k+1¢)
for all F € ¥r. Hence,

Il pr = 115(6 — 70 1 )5 o1
< 115G - n°k+‘¢)||cpr
< l¢- 7TT ¢|W'P(T)’

where the conclusion follows from the norm equivalence (6.18) together with the

boundedness property (6.42) of f}. The approximation property (1.72) of ﬂ;)-’k+1

with s = r + 2 and m = 1 then concludes the proof of (6.47). m|
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6.3.3 Strong monotonicity and continuity of the p-Laplace flux
Junction

The second preliminary result, contained in this section, concerns the strong mono-
tonicity and continuity properties of the p-Laplace flux function o defined by (6.4).
As discussed at the end of Section 6.3.1, these properties are stronger than the ones
listed in Assumption 6.1, and are instrumental to the consistency and strong mono-
tonicity analysis carried out in the next section. Similar results can be found in [35,
Lemma 2.1] and in [173, Lemma 2.40], with different proofs.

Lemma 6.26 (Strong monotonicity of the p-Laplace flux function). Lez p € (1, 0)
and o(t) = |t|P21 forallt € R, Set C(p) = 2P if p > 2, and C(p) = p - 1 if
p < 2. Then, for any €, € R,

(@ (&) = om)-(£ =) = Cp) (€] + )2 1€ - nl*. (6.48)
As a consequence, for any £,1 € R4,
() 1fp=2
€ =0l < 2P7 (0 (€) — () (€ — ). (6.49)
(i) If p <2,
1§ —nl”

2-p

< (p- 17520V (@) - o) € -] 1617+l ] T 650

Remark 6.27 (Case d = 1). The case d = 1 will also be of interest to us, as we will
see in the proof of Theorem 6.19 that it is related to monotonicity properties of the
stabilisation term (6.27). For future use, we make here explicit the estimates (6.49)
and (6.50) ford = 1: For all s, € R,
AIfp =2,
|s—ﬂﬂszw*(uwﬂs—uwﬂﬂ(s—o. (6.51)

(i) If p < 2,

|s —tP

% 2-p

< (p= 1 F2 T (11725 = 122 (s = )] Llsl + 14071

(6.52)
Proof. (i) Proof of (6.48). Let us first consider the case p > 2. Writing

€172 + |n|”~ N €172 ~ InlP—>
2 2

€172 =

and
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P2 = €177 + P> |€1P72 ~ nlP~
2 2 ’

we have

(&) —om)-(€—-n)

p-2 p-2 P=2 — |p|P~2
S e e+ BT e e -
) -2 -2 _ -2
e (T

The last term in the above expression is nonnegative. To see this, notice that, since
p > 2, the mappings s — s”~2 and s — s are both increasing, so the quantities
|£1P7%2 — ||P~2 and |&|* — |5|? have the same sign. As a result,

€172 + |~

(&) —om)(E-n) 2 > € —nl>.

The proof of (6.48) is completed using the estimate

€1+ )P~ < 2max(I€] In)P 2 < 2°72(E1P72 + )P ~2).

We now deal with the case p < 2. Outside 0, o is differentiable with derivative
Do(z)h = |z|P72h + (p — 2)|z|P~*(z-h)z for all h € R?. Since p — 2 < 0, the
Cauchy—Schwarz inequality shows that

Do(2)h-h = |z|P k> + (p - 2)|zP*(z-h)
> 2P 2R + (p = 2)lz|P |z P )
= (p - DIzlP 2.

Hence, if the segment [£, 57] does not contain 0, a Taylor expansion of o-(£) — o°(17)
yields

1
(&) — )€ 1) = /0 Do(s€ + (1 — )m)E — M€ — ) ds
1
> (p— DI€ — / s€ +(1—nlP2ds.  (6.53)
0

We have |s€ + (1 — s)p| < s|&| + (1 —s)|p| < |€| + |n| and thus, since p —2 < 0,

|s€ + (1= s)nl"7 = (€] + Inl)"~>.

Plugging this estimate into (6.53) concludes the proof of (6.48) for p < 2, in the
case where 0 ¢ [£,77]. If 0 is on that segment, then we approximate &, 7 by vectors
(€;)ien and (1;);en such that 0 ¢ [€;,7,] (such vectors always exist in dimension
d > 2), and pass to the limit i — oo in (6.48) applied to &;,7n;. The estimate (6.48)
for d = 1, namely
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(Is/P2s = (1P 20)(s = 1) = C(p)(Is| + e s =1 Vst €R,

follows by applying (6.48) for d = 2 to the vectors & = se and 57 = te, where e is a

fixed unit vector in R2.

(ii) Proof of (6.49) and (6.50). If p > 2, we write
€ =nlP =1€-nP1E-nIP2 < |E -l (€] + In)P~?

and we invoke (6.48), recalling that C(p) = 2!77 in this case.
If p < 2, assuming without loss of generality that |€] + || # 0, raise (6.48) to the
power p/2 and multiply by C(p)™ % (|€] + |p)@ )7 to find

2-p
2

&= nl < Cp)E| (@@ - o) € -] [161+ Inl]”

The conclusion follows recalling that C(p) = p — 1 and writing (|€] + |g])? <
2P~1(|€|P + |p|P), by convexity of s > sP. O

Lemma 6.28 (Continuity of the p-Laplace flux function). Ler p € (1,00) and
o (1) = |t|P721 for all T € RY. Then, for all £,3 € R,

() Ifp=2
o) — ol < (- DI -nl(1" 2+ mP2). (654

(ii) If p < 2,
lo(€) —a(p)| <2°7P|¢ -l (6.55)

Proof. We first notice that we can always assume that 0 ¢ [£,n]. Otherwise, we
reason as in Point (i) of the proof of Lemma 6.26, taking (&;);en and (17;);en that
respectively converge to & and i and such that 0 ¢ [£,,n,] for any i € N, and then
passing to the limit in the corresponding inequalities applied to &;,7;.

Let us first consider p > 2. As seen in the proof of Lemma 6.26, for z # 0 we
have Do (z)h = |z|P~%h + (p — 2)|z|P~*(z-h)z, and thus, for the induced norm,

IDa(2)] < 12177 + (p = Dzl Izl |z] = (p = DIzl
The mean value theorem then yields

o)~ < € —nl sup [(p-Dlz"?].

z€[€.n]

Since p > 2, |z|P72 < max(|€|P72, |n|P72) < |€|P72 + |g|P~2 whenever z € [£,7],
which concludes the proof of (6.54).

We now deal with the case p < 2. We still have |Do(z)| < (p — 1)|z|P72 so

lo(€) —o@ml <(p-1) |z|P~2 dl,
[£.1]
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where d/ is the integration element over the line (£,7). Let 0 be the orthogonal
projection of 0 on this line. The line (£, 7) is equipped with an arbitrary orientation
and a parametrisation z = z(s) of its points using their signed distance s from 0 (see
Fig. 6.1).

Fig. 6.1: Illustration of the case p < 2 in the proof of Lemma 6.28

Then,
a+L
o€ — ol < (- 1) / l2()IP~2ds,

where a is the smallest between the abscissa of & and i on this line, and L = |€ —7].
By definition of the orthogonal projection, |s| = |z(s) — 0] < |z(s) — 0] = |z(s)| and
thus, since p — 2 < 0,

a+L
(&)~ o) < (- 1) / 1sP-2ds.

The shape of the function s — |[s|P~2 shows that, for a fixed L, the maximum of

b+L

beRw [ |s|P~2ds is reached for b = —L/2 (a straightforward analysis of the

variations of this function also leads to the same conclusion). Hence,

L2 L2
(&) — o) < (p— 1) / Is[P~2ds = 2(p - 1) / |s|P2ds = 2P L,
-L)2 0

Recalling that L = |£ — 7| concludes the proof of (6.55). O
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6.3.4 Proof of the error estimates

We are now ready to prove Theorem 6.19.

Proof (Theorem 6.19). The existence of a solution u, to (6.28) is established in
Lemma 6.14. To prove its uniqueness when o (t) = |7|”~27, assume that u, and w,
are two such solutions, subtract the corresponding equations and take v, = u, —w,
as a test function to obtain

‘/Q [O'(G];lﬂh) - O'(G];,Eh)] : [GZZh - Glﬁﬂh]

+ > (Sr(wyimy = wy) = ST(wyi g, - w,)) =0,
TeT,

The monotonicity properties (6.48) (with & = Gﬁgh and 5 = Gﬁmh) and (6.51)-
(6.52) (with s = 6K .uy —6%uy and 1 = 6% .w, —6kw, forT € 7, and F € F7) show
that all addends in the above equation are positive, and must thus vanish. Hence,
the same monotonicity properties ensure that GZ u, = Gfl w,, and 6% plp — 6% Uy =
6k -w . — 6kw, forall T € 7;, and F € F7. This proves that |lu;, — w, llG,p,» = 0 and
thus that u, = w,, in virtue of Remark 6.12.

We now turn to the error estimate (6.35). Following the discussion at the end of
Section 6.3.1, we have to estimate the consistency error in the right-hand side of
(6.41), and establish stability properties for the left-hand side.

(i) Estimate of the consistency error. We have —V-(o(Vu)) = f in Q and, by
the assumed regularity on o (Vu), it holds o-(Vu)-ng = g on 0Q. Hence, for any
v, € UK, we write

lh(vy,) = /vawr/mg YhVp
- Z /TV'O'(VM)VT + Z (o (Yu)ir-nrr) ve

TeT, Fert, Ti=(T}* ¥
= Z /O'(Vu)-VVT— Z Z /(O'(Vu)|T-nTp)vT
TeT;, T TeT, Fefr F
+ Z (O’(VM)|T'HTF) VF

FeF, Tr={T} F

>, [e@uvirs 3 5 [ (@unrnre) =)

TeT, TeT, FeFr

where the third equality follows from an element-wise integration by parts, and the
conclusion is a consequence of Corollary 1.19 with T = o(Vu) € WP (div; Q) N
Whr'(7;,)¢ and (¢r)res, = (VF)Fes,. Invoking then (4.41) with T = o(Vu) to
substitute the volumetric terms involving Vvr, we obtain
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tow = Y [ oGy,

TeTn

PN /F | (Vi) = Y @V | -mrre (v = ).

TeT, FeFr

Recalling the definitions (6.26) of A, and (6.45) of Sj,, and since G? I ?u = n'g’k(Vu)
by virtue of (4.40), the consistency error can be recast as

v, = At = Y [ oV - ol V)] - Gy - iz,
TeTh T

T

+ Z Z /F [U(Vu) - ﬂ‘%’k(a(Vu))] nrr(vE = vr).

TeTn FeFr

I3
The term T, has already been estimated in Proposition 6.25 (see (6.44)):

- -1
T2l = 1Su syl < APVt 1 llGpn (6.56)

For T3, we write

& !
Tl >0 > W o (Vu) = 22 0 (Vi) mra bl IvE = vrllor)

TeT, FeFr
1
r’
0,k !
< (Z D hrllo(Vu) -z (a(Vu»u;’,,,(F)d)
TeT, FeFr
1 »
<[ D0 > hPlve = el
TeT, FeFr
(r+1)p’ ’ ”
.
< 20 eVl | 1l
TeT,
< WMo (Yl (g5 94 10y 6. (6.57)

where we obtained the first inequality using a generalised Holder inequality (on
the integrals over F) with exponents (p’, o0, p) along with [[n7F ||~ = 1 and
r% + 1]_7 — 1 = 0, we invoked the Holder inequality on the sums with exponents
(p’, p) together with hr < hr to write the second inequality, we applied the trace
approximation property (1.73) of the L>(T)-projector (with [ = k,m =0, s = r + 1,
v = components of 0-(Vu), and p’ instead of p) together with the definition (6.9) of



268 6 p-Laplacian and Leray—Lions

IIIl1,p,n to pass to the penultimate line, and we concluded by the norm equivalence
(6.19).

To estimate T; we first use a Holder inequality (on the integrals and the sum)
with exponents (p’, p) and then recall the definition (6.15) of ||-|lG,p.x:

1

| < (Z lo (V) - @ (VI (T)d) ( LS vrumd)

TeTh TeTh

A

%
v, llc.p.n- (6.58)

A

( / (V) — o (x%* (V)
TeTh

Continuing further requires the continuity property of o (see Lemma 6.28), and
therefore a separation of the cases p > 2 and p < 2.

(i.A) Case p > 2. The continuity property (6.54) and a Holder inequality with
exponents (p — 1, 2= 2) yield

/T 10 (V) — o (K (Va) |

< [ 19u- it @ (19 + ot )
T

0.k r'(p-2)
< 1V =2 V2, o (Il e + 15 V0l |

)

the conclusion following from the relation (p — 2)p’p ! = p and multiple usages of

the inequality (a + b)* < 2%(a® + b%), valid for any non-negative numbers «, b, a.
Invoking the approximation property (1.72) (with X =T, l =k, m=0,s =r + 1
and v = components of Vu) and the boundedness property (1.75) (with the same
choices except s = 0) of the local L?-projector, we infer

r "(p=2
/T o (Vae) = o (V)" < 1GOOIVl IVl (6.59)

The following estimate is obtained choosing v = u in (6.6) and using the coercivity
(6.3d) of o together with a Poincaré and trace inequality in Wi’p (Q):

”VMHLP(Q)“’ S fllpr @ + gllr aa) S 1 (6.60)

Plugging (6.59) into (6.58), using the Holder inequality on the sum with exponents

-1, ﬁ 2), and invoking (6.60), we obtain

1T1| < W ulwrzn (g5 19,16, (6.61)

(i.B) Case p < 2. Invoking (6.55) in (6.58) gives
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< -

0,k
T s (Z IVu - <Vu>||{m,) 1l .
TeT,

pr’

p(r+1) P

S (Z hT |Vu|wr+1,p(T)d) “Kh”G,]J,h
TeT,

- -1
SR U [ s (6.62)

where we have used in the second line the approximation property (1.72) of the
L*(T)-projector with [ = k,m =0, s = r + 1 and v = components of Vu.

Gathering (6.56), (6.57) and either (6.61) or (6.62) we arrive at the consistency
estimate

(v, — An(Lyu;v),)

h(r+1)(P—l)|u|P*1 i hr+1|0'(VM)|Wr+1’P’(Th)d

S ”Kh”G,Pah Wr+2,p(7;l)

(6.63)

+ hr+llulwr+2,p(7;l) lfp >2
0 ifp<2|

(ii) Stability property. The stability property of Aj, hinges on the strong monotonicity
of o expressed in Lemma 6.26. As a consequence, the cases p > 2 and p < 2 have
to be handled separately. Before dealing with each case, we write the stabilisation
terms in a more condensed form: for T € 7, and F € Fr, we set d? Fo= 5;? P 6;? SO
that, recalling the definition (6.27) of St, for all w, Zr € Q’},

ST(KT;ET): Z h;_pL|d¥FET|p_2d§FKT d%FET' (6.64)
FeFr

(ii.A) Case p > 2. For any T € 7y, by (6.49) we have
/T (o(Ghup) - (G b)) (Ghuy - G L) 2 G wy = L5wl?, - (6:65)

Using (6.64) with (wy.z;) = (up,up — Ifu) and (wp.z;) = (Lpuuyp = Izu), and

invoking (6.51) with s = dk

— gk k .
rpur and = dp o Ipu, we can write
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Sty uy — 15u) = Sy(Ihus uy — L)

1- - _
= Z th/F(ld;C"FZTV? zd;{"FZT - |d¥F!];“|p zd;("F!I;"u)d;EF(ET _!];“)
Fe¥r

2 > hp” / \dp - (ug = Lyu)lP. (6.66)
FeFr F

Adding together (6.65) and (6.66), summing over I’ € 7y, and recalling the definitions
(6.26) of A, and (6.15) and ||-||g,p,», We arrive at

An(uys uy, = Iyw) = Ap(Lpuswy, = o) 2 \lwy, = Lullg - (6.67)

(ii.B) Case p < 2. LetT € 7y,. Starting from (6.50) with € = G’;ZT andn = Gl}ll}u,
2 2

p,g),wehave

integrating over 7' and using a H6lder inequality with exponents (

p
2
1G4ty = T50)17 e < ( /T (0(Ghup) - (G Lhw)) Gty - ﬁ;u))
2-p

k k rk 2
X (G 12, + 1GELEI? )

Summing over T € 7, and using a discrete Holder inequality with the same exponents
as above yields

r
2
D NGy = 7, 0 (Z /T (o(Ghup) - (Gl Lh)) -Gy —z%m)

TeTn TeT,
2-p
2
k k 1k
X ( D NGEurl?, o+ ||GT1Tu||'zp(T)d)
TeT, TeTn
(6.68)

We estimate the second factor in the right-hand side as

k k rk 0,k
D NGh gy + D NGELG Ul g < Nty + D I (VI 0

TeT, TeT, TeTy
Sy, + D 1Vull
TeT,
< L

where we have used in the first line the definition (6.15) of ||-||g,p.» together with
the commuting property G§[§u = nOT’k (Vu) (see (4.40)), passed to the second line

invoking the norm equivalence (6.19) and the boundedness property (1.75) of JTng
with s = 0 and v = components of Vu, and concluded using the discrete and
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continuous energy estimates (6.29) and (6.60). Plugged into (6.68), this leads to

k k
> Gy = 7,
TeT,
r

s(z / (o(Ghup) - (G} L) -G'}@T—f}u)) . (6.69)
Teq, YT

Let us now turn to the stabilisation term. Starting from its representation (6.64), the
monotonicity property (6.52) and the arguments that led to (6.68) give

l-p jk k p
Z Z hF ”dTF(ZT_!Tu)”Lp(F)
TeT, Fefr
%

S (Z St (ups uy — Lyu) = Sr(Iyus uy —z’;u))

TeT,
2-p
2
1- 1-
x(Z DN [ [ S R e 2 -0 211
TeT, Fefr TeT, Fefr

P

2
S ( > Srlupsug — thu) - Sp(Lius uy - !’%u))
TeT;,

2-p

2
X(Z luply -+ Z I£§u|§,p,T) , (6.70)

TeTh TeT,

where the conclusion follows from the definitions of d; F and |ls,p,T (see (6.16)).
For the first term in the last bracket, we have

Do lugl? g < Ny l5 < 7, S 1, 6.71)
TeT,

where the first inequality is deduced from the definition (6.15) of ||-|lg,p.n, the
second inequality follows from the norm equivalence (6.19), and the third inequal-
ity is obtained invoking the a priori estimate (6.29). The second term in the last
bracket of (6.70) is bounded invoking the norm equivalence (6.18) together with the
boundedness property (6.42) of ’; to write

k k k
O b} < 3 Ml s Y Nl

TeT, TeT, TeT,

4 — yl?
Z |M|W1’P(T) - |u|W1,p(Q) < 17 (672)
TeT,

A

A
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where the last inequality comes from (6.60). Plugging (6.71) and (6.72) into (6.70),
we infer

1- k k
2 P Ny = Bl
TeT, FeFr
%

< ( D Sr(ugsup - ) = Sp(Uu; up —z’;m) . (6.73)
TeT,

Adding together (6.69) and (6.73), using the inequality a% +b7 < 2(a + b)% (valid

for any non-negative numbers a, b), and recalling the definition (6.26) of Aj, yields

p
2

o, = Il < (AnCyi, = I = An(Thus , — I (6.74)
To summarise (6.67) and (6.74),
u, — I*ul||? if p > 2,
An(uy;uy, _!IZ“) - Ah([,’;u;gh —[ﬁu) 2 i _Z ”g””h ) P (6.75)
“Zh _lhl't”(;,pjZ ifp<2.

(iii) Conclusion. The error bound (6.35) is obtained plugging the consistency estimate
(6.63) withv, =u, — g‘lu and the stability property (6.75) into the error equation
(6.41), and dividing throughout by ||z, — !ﬁuHG,p,h. O

6.3.5 Numerical example

To illustrate the performance of the HHO method, we solve the p-version of the
problem considered in Section 2.5.1 for p € {2,3,4}. This test is taken from [140,
Section 3.5], where Dirichlet boundary conditions are considered; see Remark 6.23.
The domain is again the unit square Q = (0, 1), the exact solution is given by (2.87),
and the volumetric source term f is inferred from (6.1). The convergence results
for the same triangular and polygonal mesh families of Section 2.5.1 (see Fig. 1.1a
and 1.1c) are displayed in Fig. 6.2. Here, the error is measured by the quantity
||£’,§u = uy, |1, p,n, for which analogous estimates as those in Theorem 6.19 hold. For
p = 2 we recover results coherent with those expected for the Poisson problem (2.2).
For p € {3,4}, better orders of convergence than the asymptotic ones in (6.37) are
observed in some cases. One possible explanation is that the lowest-order terms
in Ep(u) are not yet dominant for the specific problem data and mesh. Another
possibility is that compensations occur among terms that are separately estimated in
the proof of Theorem 6.19.
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Fig. 6.2: ||[flu — uy |1, p,n vs. h for the test case of Section 6.3.5.



274 6 p-Laplacian and Leray—Lions

6.4 Convergence by compactness for general Leray-Lions
operators

We now come back to the generic model (6.1) under Assumption 6.1. In this situa-
tion, establishing an error estimate is in general impossible (because such an error
estimate would impose the uniqueness of the solution to the continuous model, which
sometimes fails; see Remark 6.16). The convergence analysis of the HHO scheme
is then performed using compactness techniques, following the general process de-
scribed in [168, Section 1.2]. The first step of this process consists in establishing a
priori estimates on the solution to the scheme. This was done in Lemma 6.14. The
second step, consisting in showing that sequences that satisfy such estimates enjoy
compactness properties, is covered by Theorem 6.8. The last step is to show that
limits of such sequences solve the continuous PDE.

The convergence of solutions to problem (6.28) is stated in the following theorem.
Notice that this convergence is proved for exact solutions that display only the
minimal regularity property u € Wi’p (Q) required by the weak formulation (6.6).
This is an important point when dealing with nonlinear problems, for which further
regularity is sometimes unknown, or possibly requires assumptions on the data that
are too strong to be matched in practical situations.

Theorem 6.29 (Convergence of the HHO scheme for the Leray-Lions
problem). Let a polynomial degree k > 0 and an index p € (1,) be fixed.
Assume that o satisfies Assumption 6.1, and that f and g satisfy (6.2). Let
(Mp)neq denote a regular mesh sequence in the sense of Definition 1.9 and,
for each h € H, take u, € Qﬁ,* a solution to (6.28) on M,. Then, there exists

a solution u € Wi’p (Q) to (6.6) such that, along a subsequence as h — 0, it
holds:

(i) un — u and rk*!

1<p<dandalll £ g<oifp>d;
(ii) ynu, — ujpq strongly in LP(0Q);
(iii) Gﬁgh — Vu weakly in LP(Q).

u, — u strongly in LY9(Q), for all 1 < g < ;% if

Proof. Combining the estimate (6.29) and Theorem 6.8, we obtain the existence of
u e W,l(’p () such that, along a subsequence, the convergences (i), (ii) and (iii) stated
in the theorem hold. It remains to prove that u satisfies (6.6).

Using the growth condition (6.3b) on o we have

P

—_ ’ -1
llor(utns Gl iyt < [T ) + Bor ( /Q |uh|'”) +BollGhu 171 o
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Since g == p’'t < pand p = 1fp <d,p=oif p > d, the convergence up, — u
in L9(Q) shows that fQ |uty, |-” ’ is bounded as h — 0. Similarly, the weak convergence
Gflgh — Vuin L/P(Q)d shows that ||G’;lgh||Lp(Q)d is bounded. Hence, a(uh,G’;lgh)
is bounded in L”'(Q)¢ and, up to a subsequence as i1 — 0, converges weakly in this
Space to some Y.

Let ¢ € W2 P(Q) N W2P () and use the scheme (6.28) with v, = Ik

/Q o (un, Gu,) Gy Lo = /Q [+ /ﬁ Rl D Sr(w,;Ife),  (6.76)

TeTn

0,k 0,k
where 7rh 9 h

(see Definition 1.37), that is, for all F' € ﬁb, (”h,a¢)|F = nF ¢|F. The commutation
property (4.40), the W>P-regularity of ¢, and the approximation properties (1.72)
of ﬂ%k (with X =TorF,s =1,m=0,and v = ¢ or v = components of V¢)
show that ash — 0, Gil,’;({) = 7r0 k(V¢) — V¢ in LP(Q)?, ﬂ0k¢ — ¢ in LP(Q)
and 7rh 5¢ — ¢ in LP(0Q). By the consistency property (6.43) with r = 0, the norm
equlvalence (6.19) and the estimate (6.29),

is the patched projector on the boundary, defined in a similar way as &

Z Sr(uy: 1;0)

TeTh

< hllu, |]ph|¢|sz(Q) —Qash — 0.

Gathering all these convergences in (6.76) leads to

/X'V¢=/f¢+/ 8¢. (6.77)
Q o o0

By density of W}*(Q) N W2P(Q) in W, (Q), this relation also holds if ¢ is merely
. 1.p
in W7 (Q).

We now conclude the proof using the Minty trick (cf. [234]). Take A € LP(Q)?
and write, using the monotonicity (6.3c) of o,

/Q [o(un, Gruy) — o (un, A)[GFu, — A] > 0. (6.78)

The scheme (6.28) with y, = u, shows that

[ ot Ghu)Ghu, = [ fus [ enu - Y srwin)

TeTn

< /fuh+/ 8 Yhly,. (6.79)
Q 80

Developing (6.78) and using this relation gives
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/ fup + / g Ynlty, — / o (un, Gru, )-A — / o (un, A)[Gru, — A] = 0. (6.80)
Q oQ Q Q

Using the convergences u, — u in LP(Q) and y,u,, — ujsq in LP(0Q), we have

/fuh+/ g?’hﬂh_)/fu"'/ gupa ash — 0.
Q oQ Q o0Q

The weak convergence of o (uy, G];Zg ,,) towards y shows that

/a(uh,G,’;gh)-A — /,\/-A ash — 0.
Q Q

Since u;, — u in L9(Q) for all g < p, the growth property (6.3b) on o shows that
o(up, A) — o(u,A) strongly in LP'(Q) (see, e.g., [176, Lemma A.1]). Hence, using
the weak convergence Gﬁgh — Vuin LP(Q)?,

/ o (un, A [GEu, — A] — / o(u,A)[Vu—A] ash— 0.
Q Q

Gathering all these convergences, we pass to the limit in (6.80) and find

/qu+/anu|aQ—/Q,\/~AZ/Q(r(u,A)[Vu—A].

Take v € W,l(”’ (Q) and apply this relation to A = Vu + pVv, with p > 0:

/fu +/ gU|p0 — /X-V(u +pv) > $p/ o(u,Vu = pVv)-Vy,
Q o0 Q Q

Invoking (6.77) with ¢ = u + pv leads to the simplification

P (/ Sy +/ gV|ag) = 1,0/ o(u,Vu £+ pVv)-Vv.
Q aQ Q

Divide by p and let p — 0. The continuity of o (u, -) and the growth condition (6.3b)
show, by dominated convergence theorem, that o (u, Vu + pVv) — o (u, Vu) strongly
in LP' (Q)4, and thus

w_“(‘/gfv+/agg"lag) Zi‘/QO'(M,VM)'VV-

Hence, fov + f(mngg = fQ o(u, Vu)-Vv and u is indeed a solution to (6.6). 0O

We conclude this chapter by an improved convergence result on the reconstructed
gradients, in the case where o is strictly monotonic, that is, satisfies (6.3c) with a
strict inequality when & # 7.
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Theorem 6.30 (Strong convergence of the reconstructed gradients). Under
the assumptions of Theorem 6.29, suppose additionally that, for a.e. x € Q
and all (s,€,n7) € RxRY x R4 with € # 1,

[U'(x’s,f)—O'(x,s’ﬂ)]'[‘f—’]] > 0. (681)

Then, along the same subsequence as in Theorem 6.29, Gﬁg n, — Vu strongly
in LP(Q)<.

Proof. The proof follows classical arguments, see e.g. [15, 169]. Define Fj, : Q@ — R
by

Fiv = [0, Guy) — 0 (up, Vi) [ G, — V.
The function Fj, is integrable, non-negative, and its integral is equal to the left-hand
side of (6.78) with A = Vu. Hence, considering (6.80) with this choice of A,

/Fh:/fuh+/ gYhEh_/U(uh’Giﬂh).Vu_/O-(Mhavu)'[GZZh—Vu].
Q Q 00 Q o

We saw in the proof of Theorem 6.29 that, along a subsequence, u;, — u in LP(Q),
Yhit, = ujpq in LP(0Q), o-(uh,Gflgh) — x weakly in L”'(Q)? (where y satisfies
(6.77)), and o (up,, Vu) — o (u, Vu) strongly in LP(Q)?. Hence, as h — 0 along the
same subsequence,

/Fh—>/fu+/ gu|59—/X'Vu=0.
Q Q oQ Q

This proves that F, — 0 in L'(Q). Along a subsequence, we can assume that the
convergence holds a.e. on Q. By strong convergence in LP () we can also assume
that u;, converges a.e. on Q as 1 — 0. The strict monotonicity of o and Lemma 6.31
below then show that Gﬁgh — Vuae.on Q.

By the continuity property (6.3a) of o°(x, -, -), we infer that o~ (uy, Gﬁgh)-(}flgh -
o (u,Vu)-Vu a.e. on Q. Taking the superior limit of (6.79) and using the fact that u
is a solution to (6.6), we also have

lim sup/ O'(Mh,GZﬂh)‘GZﬂh < / Sfu+ / gU|oq = / o(u,Vu)-Vu.
h—0 JO Q 80 Q
Together with the a.e. convergence of a(uh,G';lgh)G';lgh and Lemma 6.32 below,
this proves that O'(uh,Gﬁgh)'Gﬁgh converges strongly in L'(Q) to o (u, Vu)-Vu.
In particular, (o(uh,Gﬁgh)-ngh) h_o 18 €qui-integrable in LY(Q), from which we
deduce, using the coercivity property (6.3d), that (Gflgh) h_o 18 equi-integrable in
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LP(Q)4. Since this sequence converges a.e. to Vu, the Vitali theorem concludes the
proof that GZZh — Vu strongly in L”(Q)4. O

The following lemma, used in the proof above, is a particular case of [ 173, Lemma
2.47].

Lemma 6.31. Let 8 : R x R — R be a continuous function such that

(B(s, &)= Bs.) (€ —1) >0, V(s,&1) € RxRY xR with & # 77.

Let (S, € )nen be a sequence in R x RY and (s,£) € R x R? be such that

(B(sm-€ ) = B(sm: £)) (£, — €) = 0and s,y — s as m — oo.

Then, €, — & asm — oo.

The lemma below was also used in the proof of Theorem 6.30. Its proof is sketched
in [173, Lemma 2.48]; we provide it here in full for the sake of completeness.

Lemma 6.32. Let X be a measured space, f € LY (X) and (f,)men be non-
negative functions in L'(X). Assume that f, — f a.e. on X as m — oo, and
that limsupm_mfxfm < /X f. Then f, — f in LY(X) as m — oo.

Proof. Since f,,, = 0, we have (f — f;,)* < f where we recall that, for any a € R,

at = %(|a/| + @) = max(a,0) is the positive part of @. Moreover, (f — f,,)* — 0

a.e. on X. The dominated convergence theorem then shows that fX( f-fwt—0
as m — oo, Writing | f — fiu| = 2(f = fi)™ + (fiu — f), we infer that

lim sup (Z/X(f—fm)++/x(fm—f))

—limsup/fm—/fSO,
m—oo JX X

which proves that fX |f = fin]l @ 0as m — oo. O

lim sup /X 1 = fol

m—oo

6.5 Proofs of the discrete functional analysis results

The proofs of the discrete Sobolev—Poincaré—Wirtinger inequality (Theorem 6.5),
the discrete trace inequality (Theorem 6.7) and the discrete compactness property
(Theorem 6.8) hinge on results established in [173, Section B.3] for the lowest-order
case k = 0 and under a star-shapedness assumptions on the mesh elements. Our
approach to leverage these results to high-order and non-star-shaped elements is to
project unknowns in U’ ft .. onto the lowest-order unknowns on a matching simplicial
submesh, and to apply the results of [173] on that simplicial submesh.
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6.5.1 Mapping high-order unknowns into lowest-order unknowns
on simplicial submeshes

We recall that, for each polytopal mesh M;, = (75, %,) in a regular sequence
(Mp)new, there exists a matching simplicial submesh M, = (T, Jn) of My, and
that, by Definition 1.9, the sequence of simplicial meshes (0t} );, <4y itself is regular.
This means that, for each 7 € T, the ratio of the diameter of 7 over the diameter of
the largest ball contained in 7 is bounded above independently of 4.

Let us fix & € H, and let gg be the lowest-order space of unknowns on 9, that
is

EZ = {Qh = (We)reg;,, (Wo)oeg,)

w, €R VreT,andw, € R v(regh}. (6.82)

For p € [1, o) this space is endowed with the (semi)-norm ||-|[l1 ., defined by: For
allw, € 1Y,

W, — Wy
dTO'

M . = (Z > loldes

TE€Y), 0T,

r\r
) , (6.83)

where §; is the set of faces of T and d;.- is the distance between o~ and the centre of
the largest ball contained in 7.

For each 7 € T, there is aunique T € 7, such that T C T; we denote this element
T by T(7). Letting &, sk be the set of simplicial faces in &, that lie on the skeleton
Fn of My, and , for each o € &, i, denote by F(o) the unique face F € ¥, such that
o C F.If o € &,\8n. is an “internal” simplicial face, i.e., it completely lies inside
one mesh element ' € 7y, we set T(o") = T. The function IT,, : Qﬁ — gg that maps
high-order unknowns on M}, onto low-order unknowns on i, is then defined by:
Forally, € Q,’j,

w, = ﬂg’OVT(T) V1 €Iy,
Oy, =w, with W, = ﬂ%.’ng(a-) Vo € 8.k (6.84)
Wo = 75 VT(o) Vo € En\Bn,sk-

We remark that IT, sends Q’;l , into

wf, =, e oo},

where we have denoted by wy, the function in P°(},) such that (wp)}r = wy for all

7 € Ty. To prove this, it suffices to notice that, if w, = I0,v, for some v, € th*,
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[ Rl B Bl

TeT, teXy, vcT TeT, texy,, vcT

- /vT—Z/ /vh=0.

Te'];, 7€, TCT TeTh

We now prove a boundedness property on II, .
Lemma 6.33 (Boundedness of I1, ). We have
WL, 1 p < Wy llip Yo, € Up, (6.85)
with hidden constant depending only on p, k, and o.
Proof. Lety, € U and set w, = II,v,. Take T € T, and o € . By the mesh

regularity assumptlon it holds d; o, =~ hT ~ h., and thus

W, — W
o |dror | ——

1- 1-
d = dpo" 0| lwo — we |P = he P llwg - mT”Lp(D-) (6.86)
To

Let X(0) = F(o) if 0 € n and X(o) = T(0) if o ¢ Fn k- The linearity and
idempotency of n?;o yield

0,0 0,0 _ 00 0,0
Wor = Wr =75 VX (o) ~ T V() = T (VX(U) — 7z VT(T)) :

Plugging this into (6.86) and using the L?-stability of ﬂ(or,o (see Lemma 1.43), we

infer
Wy — we |P

1-
|o-|d‘ra' < ho’ P ”vX(O') - ﬂqo—’OVT(T)HZp(O.y (687)

o
We now separate the cases o ¢ &« and o € Fp k. In the former case, X(o) =

T(o) = T(t) and thus, by the trace approximation property (1.73) of 720 with 7
instead of T and (1, s,m) = (0, 1,0),

vxe) = 72Vl o) ! Vel e < ho ”VVT(T)”LP(T)d (6.88)

Plugged into (6.87) this yields

P
W, — Wy »
|o|dror T < ”VVT(T)”LP(T)d

and, after summing over o € &\ sk (there are at most d + 1 such faces since 7 is
a simplex) and 7 € T,

> 2 lolde [P

TET, O'Gg‘-r\g'h,sk

B IV 1] rra= D IVVENL g0 (6:89)

TETY, TeTh

the conclusion following from »\; ¢z, ® = YXreq; 2irex, ccT ®-
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Consider now the case o € & k. Then X(o) = F(o) and (6.87) gives

w, — wy [P

ol | 5

1-
< ho’ p”VF(O') - HB’OVT(T)”ZD(O_)

1- 1-
< hy P ”VF(D') - VT(T)”€1>(0-) + he P ”VT(T) - ﬂE’OvT(T)”ip(a-)

1-
< hF(g-)”VF(O') - VT(T)”{,;(O-) + “VVT(T)HZ,,(T)ds (690)

where the second inequality is obtained inserting +vr() into the norm, and the
conclusion follows from hs =~ hp(s) and (6.88) (in which we recall that X(o) =
T(0) = T(7)). Summing (6.90) over o € & N &k and T € Ty, rearraging the sums
over T € 7, and F € Fr, and noticing that, for all F € 7,

1-p p _ pl-p P
D e Wvre) =Vl = Ve = Vr I e,
O’E{L}],,O'CF

we infer
P
W, — W
DN
TET, UEg‘Tng‘h,sk o
1-
< D0 D b e =vell e+ D IVl e (691
TeT, Fefr TeT,

Adding this estimate to (6.89) and recalling the definition (6.9) of |||l 5 yields
(6.85). |

Remark 6.34 (Equivalence of norms on gg ). Letting ||-|l1, p,u,» be the standard norm

IIll1,p,» on g‘;l (that is, (6.9) with k = 0 and M, instead of M},) and summing (6.86)
over o € ¥, and T € T, gives the uniform norm equivalence

N, llt,p.r = 1wy, 111,00 Vw, € uf. (6.92)

The following lemma will be the key to comparing v, and I1, v, , in order to lift

discrete functional analysis properties of [173] from 22 LU ]]i L 1t will be used
both with the original mesh My, and with M, replaced by iy,.

Lemma 6.35 (Poincaré—Wirtinger—-Sobolev inequality for broken polynomial
functions with local zero average). Let (Mp,)ncq be a regular mesh sequence,
and take a real number r such that

If w € PK(Ty,) satisfies fT w=0forall T € Ty, then

d_d
Iwller@ S B 7P VAWl Lo s (6.93)
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with hidden multiplicative constant depending on Q, o, k, r and p.

Remark 6.36 (Power of h in (6.93)). The proof shows that (6.93) is actually valid for

any r > p, without upper bound restriction. However, in the case p < d, if r > dd—p

then the exponent of % in (6.93) is negative. N
Proof. For all T € 75, we have ng’ow = 0 and thus, by the optimal approximation
property (1.72) of 7'(;)30 (with s = 1, m = 0 and r instead of p),
Iwlizrry = llw = 77wl ) 9wl oy
= hTITI e IVWllLp )
<y IVl (6.94)

where the second line follows from the inverse Lebesgue inequality (1.33), and the
third line is a consequence of (1.7).
If r is finite, take the power r of (6.94), sum over T € 75, and use |Vw||’ "

IVawll,

Lr (T)d <

Ll,(g)d (since r > p) to infer

d77
Il @y S A7 3 19wy
TeTh

d-
Sl | A S | T
TeTn
d-
= hr+ p ||Vhw||Lp(Q)d”VhW”Lp(Q)d

d—dr
= hr+ p ||Vhw||Lp(Q)d'

Taking the power 1/r of this inequality concludes the proof of (6.93).
If r = oo, apply (6.94) to T € 7}, such that ||w|[r~q) = [[W|lL~q) to obtain

-4 1-4
IwllLe@ S B P IVWllLoqya < P (IVawllLeqya- o

6.5.2 Discrete Sobolev—Poincaré—Wirtinger embeddings

Proof (Theorem6.5). Lety, € U , and g as in the theorem. Without restriction we
can assume that g > p. Otherw1se we use the Holder inequality to write [[vy||La() S
Vi llzr (@) and (6.11) follows from the same estimate with p instead of g.

Setw, =1I,v, € IIh > and denote by 7r9’0 the L’- orthogonal projection on
piecewise constant functions on I, that is, (7r ¢)|T = ﬂ, ¢ for all 7 € T} and
all ¢ € L'(Q). The definition (6.84) of I, shows that ”zh vy, = wp and thus

Vhp =V — ngfvh + wy,. Moreover, by definition of ng’f , it holds fT (vp — ﬂg’f vp) =0
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for all 7 € T;,. Hence, letting Vg, denote the broken gradient on T, the estimate
(6.11) follows from
Ivillza) < lIvi = 72 Vh”L‘I(Q) + |lop | La (@)
1 a_ga
< TS V2, vallee @y + llwy,lll,p.n
< vy llp.ns (6.95)

where, to pass to the second line, we have used (6.93) (withr = g, w = v, — noz’lovh,

and T, instead of ;) together with Lemma 6.37 below, and the conclusion is
obtained recalling the definition (6.9) of ||-||1 p.x, the property 1 + g - % > 0 (by
choice of g) together with 4 < 1, and the boundedness property (6.85) of I1,,. |

The following lemma, used in the proof above, is a special case of [173, Lemma
B.25].

Lemma 6.37 (Discrete Sobolev embedding for gg’ W) Let (Myp)neq be a regular
sequence of matching simplicial meshes, and let p € [1,00). Take q € [1, ;T’;] if
p<d,and g € [1,00) if p > d. Then,

lwnllza@) < Mw, llpn Y, €2,

with hidden constant depending only on Q, o, p and q.

6.5.3 Discrete trace inequality

Proof (Theorem 6.7). Lety, € U - We naturally map v, to an element v, € uh .
(the space of high-order unknowns on My,) by setting, in a similar way as in (6. 84),

E—r = vr@) VYT ET,
Vo = VF(o) Vo € iz):h,sk, (6.96)
Vo = Vo) YO € Fn\Bn,sk-

Recalling that ||-]|1,p 1.4 is the norm ||-||1,,» on My, it can easily be checked that
v, I pan = v, p.a- (6.97)

Setz, =v,-I,v, € g’,;’*. Let o € 7, the set of simplicial faces in &, that lie on
0Q), and take 7, € Tj, such that o is a face of 7. A triangle inequality yields

Iz 1y S e = 20 12m( + 200 12

< “Za' ZT(r”Lp(a-) + hf(r ||VVT(T(T)||LP(T )d? (6.98)
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the conclusion following from z;, = vr(z,) — n?;f’m,(,) (see (6.96) and (6.84)) and
from the trace approximation property (1.73) of the L’-orthogonal projector with
X =15, =0,5s =1and m = 0. Summing (6.98) over o € 32, and letting oy,
denote the trace g’;, , — LP(0Q) for the mesh 9y, we obtain

||79Jt,, §h ||€p (aQ)

-1
< Z ”Z(T — 21, ||Zp(o—) + Z h{r)o. ”VVT(Trr)HZP(T(,)d
e e (6.99)

- 1_ -
< hP 1 Z Z l’la-p”ZO' _ZTHZP(U-) + h? 1 Z ”VVT(T)HZP(T)d’

b ~ b b
TET) o-ee;,m?yh Telh

where Zz is the set of elements T € T, that have at least one face on dQ, and the
second inequality follows from 1 = A2 ' hl” < hP=1h)7P and from

IREDIP IS

T 7€) o E€F NG

The definition (6.96) shows that ygnhzh = yny,,, and thus that yyy, 2, = YhYy —
yan, 11,,v, . Hence, recalling the definitions of |||, (on Miy) and |||l p,n (on
M), we infer from (6.99) that

||7h£h - 'y*)RhHhKh ”IL’p(aQ) < hp_l ”éh ”f,p,u,h + hp_l ”Kh”f,p,h
S s R (6.100)
where the conclusion follows from z, = v, — I, v,, the relation (6.97), the norm
equivalence (6.92), and the boundedness property (6.85) of IT,, .
Invoking Lemma 6.38 below, we can write ||y, I1,v, [lLr@ao) < Iy, l1p.0,
and the proof is completed using the triangle inequality, (6.100), the property (6.85),
and i < 1 to write

vy, llLe @) < lvnyy, =y, v, Le o) + 1y, Ly, e o) < v, llip.n. O

The following lemma is a straightforward consequence of [173, Eq. (B.58) and
Lemma B.24].

Lemma 6.38 (Discrete trace inequality in 22 - Let (My)peqt be a regular family
of matching simplicial meshes, and let p € [1,00). Then, defining the trace yyy, :
u) — LP(09Q) by (ym,w,) | = W for all w, € U and all o € Y,

v, w0, e o) < My llips Yo, €109 .

with hidden constant depending only on Q, o and p.
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6.5.4 Discrete compactness

Proof (Theorem 6.8). Setw, =1l v, € 22’ - The boundedness property (6.85) of
10, shows that ([[[w,, [l .k ) ,c4( is bounded. By Lemma 6.39 below, we get v € LP(Q)

and w € LP(0Q) such that, up to a subsequence as & — 0, w, — v in LP(Q) and
Y, W, — w in LP(0Q). Since _/th =0 forall h € H, we have fQ v=0.

As in the proof of Theorem 6.5, we have v;, = vy, — ﬂl’hovh + wy. Hence, using

(6.93) withr = p,w = v, — ﬂg’lovh and ¥, instead of 7j, and recalling that

Ve, villLr e < vy lh.p.n,

we find

0,0
Ve =vliLr@) < lvi = 75, vallLr @ + llop = vilr @)

< by, lhp.n + lwp = viiLe @)

(here and in the rest of the proof, the hidden constants in < do not depend on /). This
shows that, as & — 0, v, — v in LP(Q), and thus also in LY(Q) if ¢ < p. Take now
q > p satisfying the condition in Theorem 6.8. We can find r > ¢ such that r < ddTp
if p <d,andr < oo if p > d. The Sobolev—Poincaré—Wirtinger inequality (Theorem
6.5) then shows that (vj,),eq is bounded in L" (). Moreover, letting 6 € (0,1) be
such that é =94+ 1;79, by Holder’s inequality on |vy, — v|? = |vj, — v|?9|vy, —v|(1-04
with exponents é and ﬁ, we have

v = viiLa@) < Ive = vIigr@lve = i)
Together with the convergence of v, to v in LP(Q) and its boundedness in L"(Q),
this estimate shows that v, — v in L2(Q) as h — 0.
Using (6.100) and recalling that yy, w, = ym, I, v, converges to w in LP(9Q),
we also have y,y, — win LP(9Q)as h — 0, along the same subsequence as before.

We now turn to the convergence of rﬁ” v, still assuming without loss of generality

that ¢ > p (the convergence in L9(Q) for ¢ < p follows from the convergence in
LP(Q)). Since /T(Vh - rk“Kh) = 0 for all T € 7, estimate (6.93) applied to

h
fl“gh with r = g shows that

w=v,—r
1 1+4_4d 1
i =15 v llLa) < a2 Vv = Vit v, s @y
144_4d
S h Tap (”Kh”l,p,h + ”Kh”Vr,p,h)
144_4d
S h +q P ||Kh||1,p,ha

where we have used the definitions (6.9) and (6.17) of the norms ||||1, ., and ||| v, p.n
in the second line, and the norm equivalence (6.19) in the third line. The choice of ¢
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ensures that 1 + %1’ - % > 0, from which we deduce that v, — r,’i” v, — 0in L9(Q).
This proves that r/;l“gh — vin L9(Q)as h — 0.

It remains to show that v € W'P(Q), that w = visq, and that Gﬁgh - Vv
weakly in LP(Q)? as h — 0. The norm equivalence (6.19), the boundedness of
(Ilghlh,p,h)hEw and the definition (6.15) of || - ||g,p,» show that G’h‘gh is bounded in
LP(Q)4. Hence, up to a subsequence, it converges weakly in this space to some G.
The conclusion follows if we prove that G = Vv in the sense of distributions on Q,
and that w = v|5q.

Take 7 € C*(Q)¢ and write

Gky, 1 = /Gkv T
/Q nYn Z p T

TeT,

_ 0,k

= Z /VVT'T+ Z Z /(VF—VT) ("t nrF)
Ter, T TeT, Ferr Y F

= Z /VVT'T+ Z Z /(VF—VT) (t-nrF)
Te7; T TeT, Ferr Y F

+ Z Z /(VF -vr) (ﬂ'OT’kT —T)n7F

TeT, Ferr Y F

Tin

where the second line is a consequence of the property (4.41) of GX, and the third
equality is obtained by introducing +7 in the boundary terms. Continuing with
element-wise integration by parts, we find

/QGI;LKh'T: - Z /TVT (V1) + Z Z /FvF (tenrr)+ Tip

TeT, TeT, FeFr

= —/Vh (V~T)+/ YhYy, (‘r-nag)+11,h, (6101)
Q oQ

the conclusion being a consequence of formula (1.25) in Corollary 1.19 with
(¢r)res, = (VF)Feg,, together with, by definition (6.10) of 4,

Z /F(T'nF)VF = ‘/agzyuh (T-na).

Fefp
We now deal with T; ;. Using the Holder inequality with exponents p and p’ = [%
on the integrals over F together with the trace approximation property (1.73) (with
(I,s,m) = (k,k + 1,0) and p’ instead of p), we write
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k+1--1
Tl s >0 DL e =vrllwewyhy P liT iy gy

TeT, Fefr
1
1
k+1
< D0 D0 hE ve = vl A ey e
TE'];,, FeFr
1 »
k+1 -
< W Z Z th”VF _vT”il’(F) ||T||Wk+1,p/(g)d
TeT, FeFr

K+l
< v p T e @yas

where the second line follows from —- = 1 —1 and the uniform equivalence (1.6) of

face and element diameters, the third line is obtained applying a Holder inequality on
the sum, and we have used the definition (6.9) of ||-||1,p,» to conclude. This estimate
proves that T; , — 0.

Coming back to (6.101) and using v, — v in LP(Q), ypv, — w in LP(Q) and
Gﬁ v, — G weakly in LP (Q)?, we deduce that

/QG-T:—/QV(V-T)JF/aQw(T-naQ).

Specifying 7 € C®(Q)¢ in this formula, the boundary term disappears and the
equation shows that G = Vv in the sense of distributions. Taking then any 7 € C*(Q),

we obtain
/ w (T-nygg) = /G~T+/V(V~T)
oQ Q Q

= LVv-T + /Qv (V1) = [99‘%9 (T'ns0),

where the conclusion follows from an integration by parts. The generic nature of T
enables us to conclude that w = v|5q, and the proof is complete. |

The following compactness result is a special case of [173, Lemma B.27].

Lemma 6.39 (Discrete compactness in Eg’ - Let M)new be a regular family
of matching simplicial meshes and let p € (1,00). Let (0, )pecp € (22 Inen and
assume that (|||Qh|||1,p,h)h€7_, is bounded. Then, (Wwp),cq is relatively ’compact in
LP(Q) and, defining the trace operator yu,, : Eg — LP(0Q) as in Lemma 6.38,
(yam, 0, nes is relatively compact in LP (0Q).
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6.6 Discrete functional analysis for homogeneous Dirichlet
boundary conditions

To adapt the convergence analysis of Section 6.4 to homogeneous Dirichlet boundary
conditions, Theorems 6.5 and 6.8 have to be modified as described in this section.
Notice that this version will be useful in Chapter 9 on Navier—Stokes equations.

Theorem 6.40 (Discrete Sobolev—Poincaré inequality). Let a polynomial de-
gree k > 0 and an index p € (1,00) be fixed. Let (Mp,)n e denote a regular se-
quence of meshes in the sense of Definition 1.9. Let 1 < g < :T’;) ifl <p<d,

and 1 < g < oo ifp > d. Then, forally, € Q];l o With Qi o defined by (2.36),

Vallza@) S vy, ll1,p.hs

where the hidden multiplicative constant depends only on Q, o, k, p and q.

Theorem 6.41 (Discrete compactness for homogeneous Dirichlet bound-
ary conditions). Let a polynomial degree k > 0 and an index p € (1,0)
be fixed. Let (Mp)pcq denote a regular sequence of meshes in the sense of
Definition 1.9. Let (v;)her € (Qlli,o)he(}{ (with Qi,o defined by (2.36)) be a
sequence for which there exists a real number C > 0 independent of h such
that

vy llps <C  YheH.
Then, there exists v € W(; "P(Q) such that, up to a subsequence as h — 0,
(i) vp, = v and rﬁ”gh — v strongly in L1(Q) for all 1 < g < % if
l<p<dandl <g<xifp>d;
(ii) Gﬁgh — Vv weakly in L”(Q)d.

These theorems can be established following the same ideas as in Section 6.5,
using the operator II, that sends U ﬁ o into

Elg,() = {w, € Eg twy, =0 Voe ‘[(,-]E}

and invoking the lemmas below, special cases of [173, Lemmas B.15 and B.19]. We
let the reader go over the details of these proofs.

Lemma 6.42 (Discrete Sobolev embedding for gg,o). Let (My)peqs be a regular

sequence of matching simplicial meshes, and let p € [1,00). Take q € [1, ddT’;] if
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p<d,and g € [1,00) if p > d. Then,

lopllLa@ < Mwy,llhpn Vo, €1,
with hidden constant depending only on Q, o, p and q.

Lemma 6.43 (Discrete compactness in g‘}l o)- Let (Mp)pen be a regular family
of matching simplicial meshes and let p € (1,00). Let (0, e € (E(})z,o)he(f( and

assume that (|||gh|||1’,,,h)hEW is bounded. Then, (wy)pcq s relatively compact in
LP(Q).






Chapter 7
Linear elasticity

In this chapter we discuss HHO discretisations of linear elasticity. This problem,
central in solid mechanics, is encountered when modelling the (small) deformations
of a body under a volumetric load. From the mathematical point of view, there are
relevant differences with respect to the Poisson problem discussed in Chapter 2, both
at the continuous and at the discrete level. The first, obvious difference is that, in
this case, the unknown is vector-valued. The second, far-reaching difference is that
the key differential operator is the symmetric part of the gradient which, applied
to the displacement field, yields the infinitesimal strain tensor. As a consequence,
well-posedness for the continuous problem hinges on Korn inequality, which states
that the L?-norm of the gradient is controlled by the L>-norm of its symmetric part.

In Section 7.1 we discuss the linear elasticity model. After introducing some
tensor-related notations, defining the symmetric and skew-symmetric parts of the
gradient of a vector field, and discussing rigid-body motions, we state the linear
elasticity problem along with its weak formulation. To study the well-posedness of
the continuous weak problem, we recall and prove Korn first inequality, a result
which will be later mimicked at the discrete level in Lemmas 7.23 and 7.24.

In Section 7.2 we discuss the local construction. The starting point is the introduc-
tion of the strain projector which, for polynomial degrees > 1, differs from applying
the elliptic projector of Definition 1.38 component-wise in that the symmetric part
of the gradient replaces the gradient. Adapting the theory of Section 1.3.2, we show
that this projector has optimal approximation properties. A key point are uniform
local Korn inequalities inside mesh elements. We next identify inspiring relations
which serve as a starting point for the choice of the discrete unknowns in the HHO
method and for the definition of two local reconstruction operators, one for the gra-
dient of the displacement and another for the displacement itself. These ingredients
are combined to formulate a local contribution composed, as usual, by consistency
and stabilisation terms. A crucial difference with respect to the Poisson problem is
that, in order to match the stability assumption, one needs to use polynomials of
degree k > 1, that is, the lowest-order case k = 0 requires a specific treatment.

In Section 7.3 we formulate the HHO scheme. More specifically, after defining
the global space of discrete unknowns with single-valued interface values, we prove
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global discrete Korn inequalities on broken polynomial and HHO spaces, define the
global bilinear form, state the discrete problem, and prove its well-posedness. The
error analysis is carried out in Section 7.4 based on the abstract analysis framework
of Appendix A. We prove error estimates for both the energy- and L?-norms of the
displacement. To close Section 7.4, we discuss the robustness of our estimates in
the case when Lamé’s first coefficient takes large values, corresponding to quasi-
incompressible bodies which deform at constant volume. In this case, itis well-known
that lowest-order conforming Finite Element approximations do not deliver satisfac-
tory approximations owing to their inability to represent non-trivial divergence-free
fields; see, e.g., [30]. From a mathematical point of view, this can be avoided by
making sure that the error estimates are uniform in Lamé’s first coefficient, which
we show to be the case for the HHO method studied here.

In Section 7.6 we hack the HHO scheme to cover the case k = 0. As previously
observed, it does not seem possible in this case to attain stability by means of a local
stabilisation term devised inside each mesh element. The solution proposed here
consists in adding a jump penalisation term inspired by the discrete Korn inequality
on broken polynomial spaces proved in Lemma 7.23, which restores coercivity. The
price to pay is that, owing to the presence of the jump penalisation term, additional
links are introduced among element-based unknowns, and static condensation is no
longer an interesting option.

While most of the chapter focuses on (homogeneous) Dirichlet boundary condi-
tions corresponding to a clamped boundary, other boundary conditions are briefly
discussed in Section 7.5.

Finally, in Section 7.7 we provide a proof of the uniform local second Korn
inequality stated in Lemma 7.7. This inequality plays a key role in proving optimal
approximation properties for the strain projector as well as the coercivity of the
discrete bilinear form; see Remark 7.10.

7.1 Model

In this section we discuss the continuous setting.

7.1.1 Notations and concepts related to tensors

We introduce here some notations used in the subsequent sections. The tensor product
of two vectors @ = (a;)1<i<q and b = (b;)1<j<q in R? is the matrix a ® b € R4
given by

a®b = (aibj)<ij<a- (7.1)

The Frobenius inner product in R?*¢ is defined by: For all & = (07))1<;,j<a € R
andall T = (Tij)lsi,jsd S RdXd,
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d
o.T = Z TijTij- (72)

ij=1

The associated norm is |r|. This inner product naturally carries out to the space
L*(Q)%*4 of square-integrable matrix-valued functions by: For o and 7 in L?(Q)?*4,

(o,7) ::/Qa'(x):‘r(x)dx.

The corresponding norm is ||7]|. Coherently with Remark 1.14, these notations are
extended as (-,-)x and ||-||x when the domain is no longer Q but a measurable set X.

The set of symmetric real-valued matrices of size d is denoted by R, and we
denote by L?(Q; R%*9) the space of square-integrable functions that take values in

sym
Rd xd
sym *

Finally, the divergence of a sufficiently smooth tensor-valued function o : Q —
L*(Q)%¥*4 is taken row-wise: If o = (0ij)1<i,j<a- then

d
V-0 = (V-0))i<iza With (V-0); = Ve(0ia) = ) 907y, (73)
J=1

with o, denoting the ith row of o .

7.1.2 Symmetric and skew-symmetric gradient, rigid-body motions

Let d € {2,3}, and denote by X c R a polytopal set in the sense of Definition 1.1.
We define the tensor-valued gradient operator V : H'(X)? — L*(X)?*4 acting on
vector-valued functions as follows: For any v = (vy,...,vq) € H 0.6 )d s

51\/1 e BdVI
Vv i=0Ovih<ija=| * . |
alvd e advd
where d; denotes the weak derivative with respect to the jth variable. The symmetric

and skew-symmetric parts of the gradient (in short, symmetric and skew-symmetric
gradient, respectively) are such that, for all v € H'(X)?,

Vsv = % (Vv +(V»)7), VsV = %(Vv - (V»)T), (7.4)

where (Vv)T denotes the transpose of the matrix-valued function Vv. We notice for
future usage that, for all T € 7, if v € HI(T)d and T € L2(T; Rdx‘i), then

sym

(Vv,7)r = (Vev,7)r. (7.5)
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This follows from the relation, valid for a.e. x € Q:

d
Vr(x):T(x) = Z 9jvi(x)7ij(x)

ij=1

1 1
= > Z 0jvi(x)T;j(x) + 3 Z 0jvi(x)7ji(x)

i,j=1 i,j=1

d d

= % Z 6jvi(x)7'ij(x)+% Z 0;vj(x)Tij(x)
i,j=1 i,j=1

4

3 (Bvi(x) + 9;vj(x)) Tij(x) = Vew(x):T(x),
i,j=1

where the symmetry of 7 was used in the second line, and a change of indices i < j
was performed in the second sum in the third line. The kernel of the symmetric
gradient is the space of rigid-body motions:

RMy4(X) = ker(Vs) := {v eH'(X)? : V= 0} .

It can be checked that v € RM4(X) if and only if there exists a vector ¢, € R and a
skew-symmetric matrix R, € R4*d gych that, for almost every x € X,

v(x)=1t, + R,x. (7.6)

The first term in this expression represents a translation. In dimension d = 2, the
second term is a rotation of angle 7/2 around the origin composed by a (positive or
negative) dilatation. In dimension d = 3, it can be seen that there exists w, € R3
such that R, x = w, X x, where X denotes the cross-product of two vectors in R3.
An immediate consequence of this characterisation of rigid-body motions is that
RMy4(X) is a vector space of dimension 3 when d = 2 and 6 when d = 3 and, in both
cases, it holds that RM4(X) c P'(X)9.

7.1.3 The elasticity problem

Consider a body which, in its reference configuration, occupies a region of space
corresponding to the domain Q ¢ R¢, d € {2,3}. We are interested in finding the
displacement u : Q — R¢ of the body when it is subjected to a given force per
unit volume f : @ — R?. We work in what follows under the small deformation
assumption which implies, in particular, that the strain tensor is given by

e =Vsu.
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We further assume, for the sake of simplicity, that the body is clamped along its
boundary, so that the displacement is zero on Q. Other boundary conditions are
briefly discussed in Section 7.5. The displacement field is then obtained solving
the following linear elasticity problem, which expresses the equilibrium between
internal stresses and external loads: Find u : Q — R¢ such that

-V-(o(Vsu)) = f in Q, (7.7a)
u=0 on 0Q, (7.7b)

where the linear mapping o : Rg’yff — deyxnfl represents the strain-stress law. For

isotropic but not necessarily homogeneous media, the strain-stress law is such that,
dxd

for any T € R{/IT,

o(T) =2ut + Ate(T)1y, (7.8)

where tr(t) = Zflzl 7;; is the trace operator and 1 is the d X d identity matrix. The
two real-valued Lamé coefficients A : Q — R and u : Q — R are such that, for given
real numbers 0 < M= U, @ > 0, and A > 0 it holds, for almost every x € €,

M px) <@ a<2u(x)-dA(x)  and [A(x)] < A, (7.9)

where A~ = %(|/l| —A) = max(—4,0) denotes the negative part of A. Clearly, if
A > 0, then the second condition in (7.9) is a consequence of the first with @ = 2.

In what follows, the Lamé coefficients, the related bounds (7.9), and the body
force per unit volume f will be collectively referred to as the problem data. When
relevant, we will track the dependencies of the multiplicative constants in error
estimates on the problem data in order to highlight the robustness properties of the
HHO method.

Throughout the rest of this chapter, we make the following additional assumption
concerning the spatial dependence of the Lamé coefficients:

Assumption 7.1 (Piecewise Lamé coefficients) The Lamé coefficients are piece-
wise constant on a finite collection Pq = {Q;}ic1, I C N, of disjoint polytopes €
such that Q = J; ¢y &, Le.,

Uio; € P(Q) and Ao, € PO() foralli € 1.

Assumption 7.1 is often verified in practice, and corresponds to the case of a he-
terogeneous body composed of homogeneous materials. The extension to the more
general case of Lamé coefficients that are piecewise smooth is possible in the same
spirit as Section 4.2.

Remark 7.2 (Two-dimensional elasticity). The mechanical theory of linear elasticity
is inherently three-dimensional. As a result, the interpretation of problem (7.7) for
d = 2 requires some care. Denote by o = (07;)1<i j<a the value of the stress tensor
at a point, and let us consider, for instance, the plain stress problem, for which
o013 = 023 = 033 = 0, and the nonzero components of o depend only on x; and x;.
Further assume, for the sake of simplicity, that both A4 and u are constant over Q.
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Enforcing o33 = 0in (7.8) reveals that the component £33 of the strain tensor cannot
be zero in general, but is instead equal to _2;1%/1 (e11 + &22). Plugging this relation
into the constitutive law leads us again to a problem of the form (7.7) with d = 2,
but where the quantity /l% replaces Lamé’s first coefficient A in the second term
of (7.8). Further developments of these and similar considerations lead to entirely
different mathematical models, such as those encountered in the theory of thin plates
and shells. Since our book focuses on the numerical approximation, we will not
develop further this topic, and refer the interested reader to textbooks in mechanics
such as, e.g., [201]. An HHO method for the approximation of Kirchhoff-Love
plates is discussed in [60]; see also [18] for related developments in the context of
nonconforming Virtual Elements.

7.1.4 Weak formulation and well-posedness

Assume f € L*(Q)?. Classically, a weak formulation of problem (7.7) reads: Find
u € H)(€)? such that
a(u,v) = (f,v), (7.10)

with linear form a : H'(Q)? x H'(Q)¢ — R such that
a(u,v) = (o(Vsu),Vgv) = 2uVsu, Vyv) + (AV-u, V-v), (7.11)

where we have expanded the strain tensor according to its definition (7.8) to conclude.
The well-posedness of problem (7.10) hinges on Korn first inequality, which states
that the L>-norm of the symmetric part of the gradient controls the L?-norm of the
gradient for functions in Hé Q4.

Proposition 7.3 (Korn first inequality). For all v € H}(Q)?,

IVv]l < V2||Vep]l. (7.12)

Proof. For any v € C®(Q)?, expanding the symmetric gradient according to its
definition (7.4), it is inferred that

2/|st|2=/|Vv|2+/Vv:(Vv)T.
Q Q Q

Using an integration by parts and the fact that v = 0 on 9Q, forall 1 < i,j < d, we

have
/ajvi aivj = —/ Vi 6jai‘}j = —/ Vi aiaj\/j = /aiv,» 6jVj.
Q Q Q Q

Hence, since Vv:(Vy)T = Zfljzl 0jvi 0ivj,

2/|st|2:/|Vv|2+/|V-v|22/|Vv|2.
Q Q Q Q
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The conclusion follows invoking the density of C¢° Q)% in H(; (Q)4. O

The Korn first inequality implies, in particular, that the strain seminorm ||-||¢, such
that
Ivlle = Vsl Vv € Hy(®)?,

is a norm on H(} (Q)d. We notice, in passing, that the extension of this result to more
general boundary conditions is not trivial; see, e.g., the discussion in [208].

Proposition 7.4 (Well-posedness of problem (7.10)). Problem (7.10) is well-posed
with a priori estimate
V2Cq

a

Vsull <

I

where « is given in (7.9) and Cq > 0 is the constant of the continuous Poincaré
inequality ||v]| < Cq||VV|| valid for all v € HS (Q).

Proof. We check the assumptions of the Lax—Milgram Lemma 2.20 with U =
HY(Q),a = a,and (£,v)y« y = (f,v). It can be easily verified that H} (Q) equipped
with the inner product norm |||z is a Hilbert space. Let us check that the bilinear
form a is U-coercive and continuous. We preliminarily notice that, for almost every
x € Q, it holds V-v(x) = tr(Vv(x)) = tr(Vsv(x)), so that

[V-v(x)|? < d|Ver(x))? (7.13)

As a consequence, continuity holds with constant (2 + d|1|). For the coercivity,
using the definition (7.11) of the bilinear form a, we infer

a(v,v) = QuVsy,Vgv) + (AV-y,V-y)

> / 2u|Vev|> = 27|V )?
Q

> / (2 — dAO)|Vip
Q
> o[ Vv |2

where we have used (7.13) to pass to the third line and the definition (7.9) of a to
conclude. This relation proves that a is U-coercive with coercivity constant a. To
conclude the proof, it suffices to observe that, owing to the continuous Poincaré and
Korn (7.12) inequalities, it holds for any v € H(} (Q)d ,

IF < IFI D < CallF 1L IVl < V2Call 11 I Vev

which implies that the dual norm of the linear form £ : v - (f,v) is bounded above

by V2Callf |- 0



298 7 Linear elasticity

7.2 Local construction

In this section we state a uniform local second Korn inequality, introduce a novel local
projector geared towards vector problems where the relevant differential operator is
the symmetric gradient, and we present the local ingredients underlying the HHO
construction: discrete unknowns, reconstruction operators, and local approximation
of the global continuous bilinear form defined by (7.11).

Throughout the rest of this chapter, we let (Mj),cqr denote a regular mesh
sequence in the sense of Definition 1.9. We additionally make the following assump-
tion.

Assumption 7.5 (Compliant mesh sequence) For all h € H, we assume that My,
is compliant with the partition Pg introduced in Assumption 7.1 in the sense that,
forall T € Ty, there exists a unique index i € I such that T C ;.

Assumption 7.5 is typically satisfied in the context of computer-assisted modelling,
where the different parts corresponding to each subdomain €; are first separately
created, and then assembled together to form the complete model. Combining As-
sumptions 7.1 and 7.5 we have that

wir € P(T) and A € P(T) for all T € 7. (7.14)

For any mesh element T € 7y, we let ur = ujr and Ay = A7 denote the constant
values of y and A inside T, respectively.

7.2.1 Regular mesh sequence with star-shaped elements

We will need in the discussion the following assumption on the mesh elements,
which is slightly stronger than the one introduced in Chapter 1.

Assumption 7.6 (Regular mesh sequence with star-shaped elements) Let (M), cqq
denote a sequence of polygonal (if d = 2) or polyhedral (if d = 3) meshes in the
sense of Definition 1.4. We assume that there exists a real number o > 0 such that
(Mp)new is regular in the sense of Definition 1.9 with parameter o and, for all

h € ‘H, every mesh element T € Ty, is star-shaped (see Definition 1.39) with respect

to every point of a ball of radius ohr.

Assumption 7.6 is verified, in particular, by convex elements. The following uniform
second Korn inequality inside mesh elements plays a key role in the proof of optimal
approximation properties for the strain projector (see Theorem 7.9 below), and of
the local norm equivalence (7.46) for the HHO stabilisation bilinear form (7.54); see
Proposition 7.21 below.
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Lemma 7.7 (Uniform local second Korn inequality). Denoting by (Mp)nen
a mesh sequence satisfying Assumption 7.6 it holds, for all h € H and all
T €Ty,

IVu 22’ (Vwllr < [ Voullr — Vu e H'(T)Y,  (7.15)

where the hidden constant depends only on d and o.

Proof. See Section 7.7. |

7.2.2 The strain projector

Throughout the rest of this section we work on a fixed mesh element 7 € 7;,. The
starting point to devise an HHO discretisation of problem (7.10) is a novel projector
for vector-valued functions. Specifically, for a given integer ! > 1, the strain projector
7% HY(T)? — PI(T)? is such that, for any v € H'(T)%,

(V(@%ly =), Vow)r =0 vw e PY(T)". (7.16a)

By the Riesz representation theorem in V,P!(T)? for the inner product of L>(T)?*4,
relation (7.16a) defines a unique element Vir%'v € V,P{(T), and thus a unique
polynomial ﬂ;’lv up to a rigid-body motion. The latter can be fixed by further

prescribing that
/ﬂ?,lv :/v, /Vssﬂ'?lv :/Vssv_ (7.16b)
T T T T

Noticing that the representation (7.6) of a rigid-body motion w can be recast under
the form
w(x) = (ty + RyX1) + Ry (x — X7),

withx7 = ﬂ%ox the center of mass of 7', the conditions (7.16b) admit straightforward
interpretations: the second one prescribes the matrix R,, (since R,, = Viw), whereas
the first one prescribes £,, + R, X7. The following characterisation holds:
A . 2
7%y = argmin ||Vs(w —v)||7, (7.17)
weVHi(T)

where V/(T) == {w e PI(T) : [[w = [ vand [ View = [ Viv}. Asamatterof
fact, (7.16a) is nothing but the Euler equation for the minimisation problem (7.17). To
check that JT?’I satisfies the polynomial invariance requirement (1.55) (and thus, by
Proposition 1.35, that it meets the conditions of Definition 1.34) it suffices to observe

that, if v € P/(T)¢, then making w = n‘;’lv — v in (7.16a) implies Vs(ar';’lv - =0
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hence (ﬂ‘;’l v — v) is a rigid-body motion inside 7, from which we deduce, using
(7.16b), that 7'y — v = 0.

Remark 7.8 (Link with the elliptic projector for | = 1). When [ = 1, combining the
second condition in (7.16b) and (7.16a) with Vyw replaced by Vw (this is possible
by virtue of (7.5)), and observing that the latter spans P%(7)?*¢ (since VP!(T)¢
coincides with this space), we infer, for any v € H l(T)d s

(Va&y —v),Vw)r =0 vw e P/(1)%.

Combining this result and the first condition in (7.16b), and comparing with the
definition (1.58) of the elliptic projector, we conclude that

S (a (7.18)

11, : . 1,1 .
where ;7" is obtained applying ;" component-wise.

We next study the approximation properties of the strain projector, focusing on the
Hilbertian case relevant for the developments considered in this chapter. These results
are intrumental to proving optimal consistency properties for the local stabilisation
bilinear form; see Remark 7.20.

Theorem 7.9 (Approximation properties of the strain projector). Let a
polynomial degree | > 1 be fixed, denote by (Mp)nert = (Tn, Fn)neg a regular
mesh sequence in the sense of Definition 1.9 and, if | > 1, further assume that
(Mn)new satisfies Assumption 7.6. Let an integer s € {1,...,1 + 1} be given.
Then, for allT € Ty, all v € HS(T)d, and allm € {0,...,s},

v = 25"V gmerya S B Vs ya- (7.19)

Moreover, if m < s — 1, then, for all F € ¥,

—m—1
v =25 gmeeye S By 2 |gs - (7.20)

The hidden constants in (7.19) and (7.20) depend only on d, o, I, s, and m.

Proof. We start by noticing that (7.20) can be deduced from (7.19) proceeding as in
Theorem 1.44. It therefore suffices to prove (7.19). If [ = 1, accounting for (7.18),
(7.19) follows from Theorem 1.47, which does not require Assumption 7.6. If [/ > 1,
we can apply the abstract results of Lemma 1.42, which readily extend to the vector
case. This requires to prove that it holds, for all v € H!(T)¢,

175 ya < Pl ryas ifm> 1, (7.21a)

175 |l < vl + hrlvlgipye ifm=0. (7.21b)
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(i) The case m > 1. We start by observing that equation (7.16a) implies
Vs vllr < IVev iz, (7.22)

as can be easily checked letting w = n?’lv and using a Cauchy—Schwarz inequality.
We can now write

175 e < 1978 vl
< (IVasty — 2y (Ven s W)l + |79 (Vesw) Il
S IV v llr + 129 (Vsw) I
S IVsvllr + [ Vssvllr < Vg ryes (7.23)

where we have inserted 0 = nOT’O(VSSv) - ng’o(vssn";’lv) (see (7.16b)) into the norm
and used the triangle inequality to pass to the second line, we have used the uniform
local Korn inequality (7.15) to pass to the third line, and we have invoked (7.22)
together with the boundedness of n(;’o expressed by (1.75) with/ =0, X =T, s =0,
and p = 2 to conclude. This proves (7.21a).

(ii) The case m = 0. We can write
1 1 1
|75 vlir < (wllr +l7a3 vy =vllr s vllr +hrlIV@E Y =v)lir < Vilr +hr Vg gy,

where we have inserted +v into the norm and used the triangle inequality in the first
bound, the local Poincaré—Wirtinger inequality (1.74) for the zero-average function
(Jr;’lv —v) in the second bound, and we have concluded using the triangle inequality
together with (7.21a) to write ||V(7r?lv -v)r < ||V7r?lV||T +Vvlir < VI
This proves (7.21b). O

Remark 7.10 (Uniform local Korn inequalities on mesh elements). In the above proof,
the uniform local Korn inequality (7.15) is invoked in the case [ > 1 to pass to the
third line in (7.23), for which a crucial requirement is that the hidden constant is
independent of the element shape.

7.2.3 Two inspiring relations

Let a polynomial degree k > O be fixed. In a similar way as in Section 2.1.1, we
derive two relations that will inspire the choice of the discrete unknowns and the
definitions of the local reconstructions.

The starting point in both cases is the following integration by parts formula: For
ally € H(T)? and all T € C®(T)?4,

(V0,7)r ==, V-T)r + ) (v, 7nrp)F, (7.24)
Fefr
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Specialising this formula to 7 € P¥(T)?*¢, we obtain the first inspiring result:
(@ (V)T =~ Vr)r + Y @ v tare)r, (7.25)
Fe¥r

where, to insert the L?-orthogonal projectors, we have used their definition (1.56)
after observing that V- € PK-1(T)? < PK(T)4 andT|Fn7F € PX(F)4 forall F € F.
Relation (7.25) shows that the L?-orthogonal projection nOT’k(Vv) of the gradient of
v can be computed from the L2-projections nOT’kv and (n%kv) Fefr-

Letting now 7 = Vew with w € C®(T)¢ in (7.24) and using (7.5) to write
(Vv,Vsw)7r = (Vsv, Vaw)r in the left-hand side, we obtain

(Vo, Vow)r = =(0,V-Vow)r + ) (v, Vewnrp)r. (7.26)
Fefr

Specialising this formula to w € P¥*1(T)? gives

(Vg v, Vow)r =~ v, V-Vow)r + ) (apky, Vwnrp)p,  (1.27a)
Fe¥r

where we have used (7.16a) to insert the strain projector n?’k *!into the left-hand side

and (1.56) to insert the L2-orthogonal projectors nOT’k and n%k into the right-hand

side. Moreover, using again the definition (1.56) of the L>-orthogonal projectors

over T and its faces, we infer that
/ ayty = / v (7.27b)
T T

1 0,k 0,k
5 Z‘/(n’F’ VORTF —RTF Q7L v)
Fe¥r F

and

=% Z /(v@nrp —nrF ®v) (7.27¢)
F

Fe¥r

= %/T(Vv—(Vv)T)=/TVssV,

where we have used an integration by parts in the second equality and (7.4) to

conclude. The relations (7.27) show that the strain projection n‘;’kﬂv can also be

2 . . 0,k 0,k
computed from the L-projections 7r;>"v and (72" V) peg -

Remark 7.11 (Degree of orthogonal projection in the cell). In the spirit of Remark
2.1, we could have replaced 7" v by 73*'v in both (7.25) and (7.27a). This would
have required a separate treatment for the case k = 0 in order to express the condition
(7.27b) in terms of face unknowns only; see Section 5.1.
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7.2.4 Local space of discrete unknowns

The discussion in the previous section motivates the introduction of the following
local space of discrete unknowns:

Uk ={v; = vr.(vF)Fesz) : vr € P*()? and vy e PY(F)? VF € 77} .
We define the local interpolator I5. : H'(T)? — UX. such that
5y = @05, (2% ) per) W e HY(T).

Finally, we define on U. ’} the local strain seminorm ||-||¢ 7 such that, for all y,. € U, ;,

1

1 2
. 2 2 2 . . -1 2
gl ri= (1M1 + 1012 7 ) with 711 o= ( D v - vruF) . (7128)
Fe¥r

where the negative power of the diameter of F in the boundary seminorm ensures
that both contributions have the same scaling.
In analogy with (2.7), for v, € Q; we set

(ST

vyl = (IIVvTII% + |KT|12,6T) : (7.29)
Applying Proposition 2.2 component-wise yields
vz < IVvllr W e H(T)Y,

with hidden constant depending only on d, ¢ and k. Since ||-||s,7 < ||-||l1,7, we infer
that
IL5vler < IVvllr Vv e H(D)?. (7.30)

In the case k > 1, this result can be improved using only the symmetric gradient of
v, as seen in the following lemma.

Lemma 7.12 (Boundedness of 1. ?, case k > 1). Assume that k > 1. Then, for all
T € T, and v € H\(T)4, it holds, with hidden constant depending only on d, o and
k,

15wl < 1967 (7.31)

Proof. Letv € H'(T)? and define v, 7 € RM(T) the rigid-body motion such that

vem.7(x) = Rx with R = ﬂ%O(VSSv). Then Vevimr = 0 and Vvimr = JTOT’O(VSSV).
0,k

Since vimr € PH(T)? c PX(T)¢ (as k > 1) we also have, by idempotency of Ty

and ﬂ'%k,
0,k 0,k _
Ty Ve, T =Vm,T> Ap Vim,T = (vrm,T)lF VF € fr.

Hence,



304 7 Linear elasticity

0,k - 0,k 0,k
L5 vem 72 7 = IV v em 7+ D hp I3 v = 22 v 17
Fe¥r

2 -1 2
= Vo7 lF + > hp vemr = vemrllF = 0. (7.32)
Fefr

We then write

W5vler < M50 = vem)ller + 1 T5Vemrller
< ”V(V - vrm,T)”T
< Vv llr,

where we have introduced v, 7 and used the triangle inequality in the first line,
we have invoked (7.30) and (7.32) to pass to the second line, and the conclusion
follows using Vv 7 = Ves¥rm,r = xg’O(Vssv) and the local second Korn inequality
(7.15). a

Remark 7.13 (Assumption k > 1). The assumption k > 1, used in (7.32), is crucial
in the proof of Lemma 7.12. Its role is to ensure that the space RM,(T') spanned
by the restriction to the element T of rigid-body motions is contained in the space
P¥(T)4 of element-based discrete unknowns, which is the case for k > 1 but not for
k = 0; see Section 7.1.2 on this point.

7.2.5 Local reconstructions

By principles similar to those illustrated in Section 4.2.1, inspired by (7.25) we
introduce the gradient reconstruction operator G'} : U ; — PX(T)%*4 such that, for
all ;. € UL and all T € PK(T)4*4,

(Ghyp ) ==, VOr + ) (vpTHrE)E (7.33)
Fegr
=(Vvy,T)r + Z (VF —vr,THTF)F, (7.34)
Fe¥r

where we have integrated by parts the first term in the right-hand side to pass to the
second line. From G%, we can define the local symmetric gradient reconstruction
operator G~ ;. : UK — PX(T; R&xd) and the local divergence reconstruction operator

Dk : U — PX(T) setting, for all y, € U%,

1
Gy, :=§(G’;3T+(G'}KT)T), Dby, = tr(Ghy,) = tr(GE p,). (7.35)
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Remark 7.14 (Characterisation of Gf’T ). Combining (7.35) with (7.34), it can be

checked that Gl;,r satisfies, for all T € P¥ (T, R4xd

sym />

(Gls‘,TzT,T)T = (Vevr,T)r + Z (Ve —vr,THTF)F.
Fe¥r

This formula can be used in place of (7.34) to actually compute GI;,T~

By construction it holds, for all v € H'(T)?,
(Gf o Iy = (V)
and, as a result,
(Gr o lby =) (V) (Df o Iy)w = 2" (Vo).

These commutation properties are illustrated in Fig. 7.1.

H! (T)d v LZ(T)dxd

k 0,k
k

G
Ql;" T y Pk (T)d><d

Vs .
H\(T)Y! —— LT3Ry H'(T)y! —Y— LX(T)

J/LZI{_ lﬂ% k lll;“ l’r
k D k

S

U —"— PYTRGY U —— PX(T)

T

(7.36)

(7.37)

(7.38)

Fig. 7.1: Nlustration of the commutation properties (7.37) of G’} (above) and (7.38)

of Gf’T and D’; (below).

Bearing in mind (7.27a), we also introduce the displacement reconstruction op-
erator p&*! - UL — PK*Y(T)? such that, for all v, € Uk and all w € P**/(T)4,

(VsPI}HKT, sz)T = _(stV'sz)T + Z (VF,sznTF)F
Fe¥r

and, in accordance with (7.27b) and (7.27¢),

(7.39a)
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k+1
/PT Yr /VT,
T T

o (7.39b)
/ VP Yy = 3 (vFP®nrr —nrr ®VvE).
T Fefr F
By construction, it holds, for all v € H'(T)¢,
(pi o IX )y = 5Kty (7.40)

This commutation property is illustrated in Fig. 7.2. For future use, we record the

Ik
1 d =T k
H(T) ——— Uz

ﬂ,;:_,kH
k+1
Pr

Pk+1 (T)d
Fig. 7.2: Illustration of the commutation property (7.40) of p’}”.

following equivalent expression of (7.39a), obtained integrating by parts the first
term in the right-hand side:

(Vsp5 v, Vow)r = (Vevr, Vow)r + Z (vr —vr,Vownrr)r. (7.41)
Fefr
To close this section, we highlight a link between Gf’T and Vspl;fl. Taking
w € PX*I(T)¢, making T = Vw in (7.36), and using (7.41) shows that

(G]:,TKT - sP?lKT,VsW)T =0 vw € PAI(T).
Since Vypk*'y,. € VPK*(T)4, this shows that

k+1

Vsp; " vy is the L?-orthogonal projection of Gl;,TKT on V,PK+1(T)4, (7.42)

As a consequence, we have the following estimate:
1
Vi vpllr < IGErvrlle Yoy € U (7.43)

Remark 7.15 (Equivalent definition of pk*!). Let ar and B be two non-zero real
numbers. In the spirit of Remark 2.3, the definition (7.39) of p/}” is equivalent to:

Forall y, € Uk and all w € PF*1(T)9,
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(Vsps v, Vow)r +ar (/Tpi”zr)-(/T W)+ﬁr (/T Vssp’;”zr):(/T VSSW)
= Vs aVS - sVS .
(Vsvr, Vsw)r + Z (vr —vr,Vwnrr)r + ar (/T VT) (/T W)

Fefr

+Br

1
- Z (VF Qnrr —RTEFQ® VF) : /VSSW . (7.44)
2 F T

Fefr

This relation is obtained from (7.39) taking the scalar product of each equation in
(7.39b) with ar /T w and Br /T Vssw, respectively, and by adding the two resulting
equations to (7.41) (equivalent to (7.39a)). Conversely, taking w a generic constant
vector (resp. w(x) = R(x — X7) with R a generic skew-symmetric matrix and
X7 = ﬂg’ox) in (7.44) show that the first (resp. second) equation in (7.39b) hold, and
thus also that (7.44) boils down to (7.41).

The characterisation (7.44) of pk*! is particularly useful for computing, in an
implementation of the HHO method, the matrix corresponding to this operator; see
Section B.2.1 for the scalar case.

7.2.6 Local contribution

Inside 7, we approximate the continuous bilinear form a defined by (7.11) by the
discrete bilinear form ar : U '} x U ; — R such that, for all u,y, € U ;,

ar(ug,vy) = (0(GE ), GErv)r + Qur)sr(ug.vy), (7.45)

where the first term is the usual Galerkin contribution in charge of consistency,
while s7 : UL x U% — R is a local stabilisation bilinear form on which we make
the following assumptions.

Assumption 7.16 (Local stabilisation bilinear form s;) The local stabilisation bi-
linear form sy : U ; x U l} — R has the following properties:

(SE1) Symmetry and positivity. sy is symmetric and positive semidefinite;

(SE2) Stability and boundedness. It holds for all T € T, and all v, € U '},

IGE 7wl + sty vy) = v lZ 7 (7.46)

with local discrete strain seminorm defined by (7.28) and hidden constants
independent of h, T, and of the problem data;
(SE3) Polynomial consistency. For all w € P**Y(T)4 and all v, € U I; it holds

sT(Ll}w,gT) =0.

Some remarks are in order.
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Remark 7.17 (Reformulation of the consistency term). Recalling the expression (7.8)
of the strain-stress law, we have the following reformulation of the local bilinear
form:

ar(uz,vy) = ur) ((GI;,TET’G];,TKT)T + ST(ET’KT))

(7.47)
+ A (Dyaey, Dyyy)r.
Remark 7.18 (Coercivity and boundedness of ar ). Observing that
D77 < dIGSryll7 Ve €U (7.48)
owing to (7.35), we have the local semi-norm equivalence: For all y,. € U’ ’;,
Qur = dANGE v, 17 + Qur)sr(vy.vy) (7.49)
< ar(vvp) S Qur + dlArDIGE v, P + Qur)sr (v vp). '
Combined with (7.46), this also yields
Qur = dip)lvrlz 7 < ar(vp.vy) € Qur + dlar)lly, Iz 7. (7.50)

In these estimates, A, := % (|A7| — A7) denotes the negative part of A7 and the hidden
constants are independent of &, T, Vo and of the problem data.

Remark 7.19 (Comparison with the original HHO bilinear form). In the original
work [145] on HHO methods for linear elasticity, a different local bilinear form is
considered corresponding to (7.47) with G% . replaced by V,p&*! in the first term;
see Egs. (24) and (17) therein. Coercivity for this alternative bilinear form requires
the stronger condition A > 0 on the first Lamé coefficient (compare with (7.9)) since
the bound (7.48) no longer holds if we replace G];,T by Vsp];“. While the condition
A > 0 is often verified in practice, we have priviledged here the expression (7.47)
for a7 which covers the entire range of physical values for the first Lamé coefficient.

Remark 7.20 (Consistency of st). As in Proposition 2.14, using Assumption 7.16
and the boundedness (7.30) of I k  we can show that, for all r € {0,...,k} and all
ye HH'Z(T)d,

sT(Liv,Ll}v)% < h;*+l|v|Hr+2(T)d, (7.51)

with hidden constant independent of 4, T, v, and of the problem data.

As for scalar problems, the stabilisation bilinear form s can be obtained penal-
ising, in a least square sense, differences that vanish for interpolates of polynomial
functions in PK*1(T)4. Specifically, reasoning as in Lemma 2.11, one can prove that
st satisfies (SE3) if and only if it depends on its arguments through the vector differ-
ence operators 85 : UK — PK(T)? and, for all F € F7, 85, : UX — PK(F)? such
that, for all y,. € Qi,

61}KT = ﬂg’k(p’;“gT - vr), 617(‘FKT = Jr%k(pl}”KT -vg) YF € ¥Fr. (1.52)
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Proceeding as in the proof of Proposition 2.6, it is readily inferred that it holds, for
allw e PK*I(T)4,

okIkw =0, 65, Ikw=0 VFegr. (7.53)
In the following proposition we study the original HHO stabilisation of [145], which

generalises (2.22) to the vector case.

Proposition 7.21 (Original HHO stabilisation). Assume that k > 1. Then, the
stabilisation bilinear form sr : Q’; X Q§ — R such that

st(up.vy) = Y hR (85 - 85)ur, (05, - 65)vr)r (7.54)
Fefr

satisfies Assumption 7.16.

Proof. The bilinear form sr is clearly symmetric and positive semidefinite, so that
property (SEI) holds. Property (SE3), on the other hand, is a consequence of the
fact that sp depends on its arguments only via the difference operators (7.52), and
that the latter vanish when their arguments are of the form Iw with w € PK*1(T)4,
see (7.53). It only remains to prove (SE2). The rest of the proof follows closely the
arguments in the proof of Proposition 2.13, using the boundedness property (7.31)
of I ]; (valid here since we assume k > 1). We denote by v, a generic element of U’ ;
and, for the sake of brevity, we set

~ . okt
vt =Pr Yr-

The notation A < B is understood with hidden constant independent of 4, T', v, and
of the problem data.

(i) Estimates on the volumetric components. We prove in this step that
2 k 2 2
(NAZI- “GS,TKT”T + |KT|1,0T (7.55)

and
IGS 727 li7 < llvp 2 7 (7.56)
We first consider (7.55). Let 7 = Vgv7 in (7.36) and rearrange the terms to write

IVovrl? = (GEyvy, Voor)r = Y. (vF = vr, Vevrnrr)r
Fefr

1 1
2 2
< ||Gf,TzT||T||vsvT||T+(Z h;lnvF—an%) (Z hFuvsvTu%)

Fefr Fefr

k
< (IGX 2l + vrh.ar ) 1957l

where, to pass to the second line, we have used a discrete Cauchy—Schwarz inequality
for the volumetric term along with generalised Holder inequalities with exponents
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(2,2,00) and ||n7F|lpo@)a = 1 for the boundary terms, while, to pass to the third
line, we have invoked the discrete trace inequality (1.54) with p = 2 together with
the uniform bound (1.5) on the number of faces of 7. Simplifying then squaring the
above expression, we arrive at (7.55).

We now estimate ”Gls(,TZT”T‘ Using the characterisation (7.36) of G;T with

T = GfTKT and proceeding as above with Cauchy—Schwarz, generalised Holder,
and discrete trace inequalities, we have that

IGE 7l = (Vevr,GEpvp) + . 0k = vr, GEpypnrr)r
Fefr

3
k k 2
< WVovrlirIGg rvrlir + v liar ( § hF||GS,TKT||F)
Fe¥r

< g lle IIGE 2l
Simplifying the above inequality and squaring yields (7.56).
(ii) Proof of (SE2). Set

ky k k
2, = IgVr — vy = 67V, (87 pVr)Ferr)

and notice that
st(vvy) = 1217 o (1.57)

We also remark that, by the boundedness (7.31) of I ? and the estimate (7.43),

\Ls¥rlLor < IV7lr < I1GE 7y lir. (7.58)
Let us now prove (7.46). We first write

HKT“E;,T = ”VSVT”% + |KT|%,5T
SNGS 7277 + 1597 = 2715 or
S NGErvplIF +s7(vpv7),
where we have used the definition (7.28) of ||-||¢.7 in the first line, the estimate (7.55)
together with v, = I ’}T)T — 2, to pass to the second line, and we have concluded
using the triangle inequality and invoking (7.58) and (7.57). This establishes > in
(7.46).

To establish the converse inequality, we start from (7.57) and substitute the defi-
nition of z,. to get

ky 12 2 k 2 2
stV vy) S 2UVT | o + 21051 or S G2 llF + V21T o7

where the second inequality is a consequence of (7.58). Adding ||G§,TKT II% to both
sides of this relation and invoking (7.56), the proof of < in (7.46) is complete. O
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Remark 7.22 (Case k = 0). The assumption k > 1 is essential to the proof of
Proposition 7.21. Its role is to ensure that the boundedness property (7.31) of I ?
holds, and thus that (7.58) is valid.

Actually, in the case k = 0, (SE2) and (SE3) are incompatible. To see this,
assume (SE3), consider a rigid-body motion v, r and take vy, = I ’}vrm,T. Since
VimT € PY(T)?, (7.37) shows that GggT = ﬂOT’O(erm,T) = Vwmr = VsV,
so that, in particular, GggT is skew-symmetric. Hence, GE,TKT = 0. Moreover, by
(SE3), st (v, vy) = s(L’ %vrm,r,gT) = 0. Hence, the left-hand side of (7.46) vanishes
for all v, = Ll}vrm,T. It is however easy to construct v, 7 such that [v,.|; o7 # 0,
which shows that the right-hand side of (7.46) does not vanish and thus that (SE2)
cannot hold.

The consequence is that, for the lowest-order method, a stabilisation term cannot
be constructed such that Assumption 7.16 holds. An alternative approach must be
considered, that we present in Section 7.6.

7.3 Discrete problem

In this section we formulate the discrete problem, based on the local contributions
introduced in the previous section, and study its well-posedness.

7.3.1 Global space of discrete unknowns

The global space of discrete unknowns is defined as

s = {v, = O)ren 0r)rer;,) :
yr € PKTY VT € T and v € PK(F)? VF € 7—7,}
Given y, € Ql;u for all T € 7, we denote by v, = (vr,(VF)res;) € Ql} its
restriction to 7. We also define the broken polynomial function v;, € P*(7;,)¢ such

that
Wwir =vr VT € Ty. (7.59)

The discrete unknowns corresponding to a function v € H'(Q)¢ are obtained via the
global interpolator I¥ : H'(Q)¢ — U} such that

ko, . 0.k 0,k
Ly = ((n:"V)res,,(m 2 V)Fes,).

We define on U fl the global strain seminorm |||, such that, for all y, € U ’Z,
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1
2
1yl == (Z ||gT||§,T) , (7.60)

TeT,

with local seminorm ||-||z 7 defined by (7.28). For further use, we also denote by
||s,n the global seminorm associated with the stabilisation bilinear forms: For all
v, €Uy,

1

[v),ls.n = ( Z sT(zT,zT)) . (7.61)

TeTn

Finally, to account for the homogeneous Dirichlet boundary condition (7.7b) in a
strong manner, we introduce the subspace

Uk ={v,eUt : vp=0 VFeR)}. (7.62)

7.3.2 Global discrete Korn inequalities in broken polynomial and
HHO spaces

We next prove discrete counterparts of the Korn inequality (7.12), first for broken
polynomial spaces, then for HHO spaces. In the former case, the proof hinges
on the node-averaging operator on the submesh introduced in Remark 4.4, whose
definition and properties are briefly summarised here for the sake of convenience.
Let My, = (75, Fn) denote a polytopal mesh in the sense of Definition 1.4, and let
My, = (Th, Tn) denote a simplicial submesh of My, in the sense of Definition 1.8.
Givenaninteger/ > 1, the node-averaging operator 7, lv he P{(T;) — Pl(zh)ﬂH(} (Q)
is such that, for any function v;, € P!(7;) and any Lagrange node N of T, (see, e.g.,
[182, Section 1.2.3] or [77, Section 3.2] for a precise definition of Lagrange nodes),

1
card(T~) h) |t if Q’
(L v)(N) = { card(Tn) T;N(Wh (N) ifN e

0 if N € 0Q,

where Ty C T collects the simplices to which N belongs. The vector-version,
denoted by ]fw’ »» acts component-wise. Reasoning as in [150, Section 5.5.2] (where
the original results of [213] on simplicial meshes are extended to polytopal meshes),
we infer that it holds, for all T € 7},

o = Ll nll < > hellvalellz (7.63)
FeFnT

where Fn.r C Fp, defined by (4.22), denotes the set of faces whose closure has
nonempty intersection with 07’; in (7.63), the hidden constant is independent of &, T,
and vy, but possibly depends on d, k, and o. Combining this result with the inverse
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inequality (1.45) (see also Remark 1.33) and p = 2 we obtain, with hidden constants
as before,

! 2 ! 2
Vi = L yonlip gy = > IV On = I vn)li7
TeT,

-2 l 2
> b llvn = I vnl
TeT,

DU > hellvalell}

TeT;, FeFnT

>0 hF el

FeF, TeTy.F

A

A

A

where we have used (7.63) to pass to the third line, while the conclusion was obtained
invoking the geometric bound (4.24) to write hp h;z < h;l for all F € Fn r and
exchanging the order of the sums after introducing the notation Ty r = {T €

Tn © FNOT # (D} for the set of mesh elements whose boundary has nonzero
intersection with the closure of F. Using again the geometric bound (4.23) to infer
that card(7n,r) < Yreq;. card(Tn,r) < 1, we arrive at

(R S A S e [ ROA P 8 (7.64)
Fefy

We are now ready to prove the discrete Korn inequality on broken polynomial spaces.

Lemma 7.23 (Discrete Korn inequality on broken polynomial spaces). Ler an
integer | > 1 be fixed and set, for all v, € PL(7,),

1

1 2

2 , _
nllegn = (1wl a2, ) with ol = > W IvalelE | (7.69)
Fe

Above, the broken symmetric gradient Vg, : H "T)d — LA Rfyﬁl) is such that,
forallv € H\(T,)4,
(Vs,hv)u* =V r VT € Ty,

while the jump operator is defined by (1.21) on internal faces and extended to
boundary faces F € Thb by setting [vp]r = (vu)|F. Then, it holds, for all v;, €
PY(T,)?, with hidden constant depending only on Q, d, 1, and o:

Vil gya < vallejn- (7.66)

Proof. The proof adapts the arguments of [75, Lemma 2.2]. We can write
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2 2 1 2
|vh|H1<r];l)d < |-[£W,hvh|H](Q)d +lvp - Iav,hvh|H1(7;l)d
2 2
< ||VsIéw’hvh” + |Vh|j,h
< I Vsnvall® + ”Vs,h(-[iw,hvh —vu)ll* + |Vh|ih

2 2 2
< IVwnll? + a2, = Ivnl2

where we have inserted + 7, év, ,Vh into the seminorm and used a triangle inequality in
the first line, we have applied the continuous Korn inequality (7.12) to the first term
and invoked (7.64) and the definition (7.65) of the jump seminorm for the second
term, we have inserted +V; ;v; and used a triangle inequality to pass to the third
line, we have invoked again (7.64) to estimate the second term in the right-hand side
to pass to the fourth line, and we have used the definition (7.65) of the ||-||sj,»-norm
to conclude. O

Based on the result of Lemma 7.23, we next establish a Korn inequality on HHO
spaces.

Lemma 7.24 (Discrete Korn inequality on HHO spaces). Assume k > 1. Then it
holds, for all v, € Q;‘l 0
vl < v, lle s (7.67)

where the hidden constant has the same dependency as in (7.66) and, in analogy
with (2.35) and recalling the definition (7.29) of the ||-||1 7 -seminorm, we have set

1 1

2 ,
vyl = (Z ||zT||%,T) = (Z IVyr I + v, 57 (7.68)

TeTy, TeTn

Proof. Lety, € Qi o and recall (7.59). Having assumed k > 1, by (7.66), we have
that
IVavall® < IVsnvnll? + val?, = Th + To. (7.69)

Recalling the definitions (7.60) and (7.28) of the global and local strain norms on
HHO spaces, it is readily inferred that

T < v, lI2 - (7.70)

For the second term, on the other hand, we can write

L= > kg lvalel}
FeF,
S D5 D, bl —vrll; (7.71)
Fef, TeTr

-1 2 2 2
DU hE v =velE = D vyl < vy l2,

TeT, FeFr TeT,
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where we have expanded the jump seminorm according to its definition (7.65) in
the first line, we have used the definition (1.21) of the jump operator followed by a
triangle inequality after adding +v inside the norm for all F € ﬁ and used the
fact that vy = 0 for all F € Thb in the second line, we have exchanged the order of
the summations according to (1.24) to pass to the third line, and we have used the
definitions (7.60) and (7.28) of the global and local strain (semi)norms to conclude.
Plugging (7.70) and (7.71) into (7.69) yields

2 2
DNzl 5 leyl2
TeTn

The proof of (7.67) is complete by recalling that Y7 |gT|f or < vy, ||§ e O

Remark 7.25 (Discrete strain norm). Recalling Corollary 2.16, an immediate conse-
quence of (7.67) is that [|-||s.5 defines a norm on Qﬁ o

Remark 7.26 (Discrete Korn—Poincaré inequalities). Combining the discrete Poincaré
inequality resulting from [147, Theorem 6.1] (see also [150, Theorem 5.3 and Corol-
lary 5.4]) with (7.66), we infer that it holds, for all v, € P!(75,)4,

vl < [valle.jns (7.72)

with hidden constant independent of & and vj,. Similarly, combining the discrete
Poincaré inequality (2.37) with (7.67) we infer, for all v, € U ]’;’O, with hidden
constant as before,

”vh” < ”Kh”:;,h- (7.73)

7.3.3 Global bilinear form

We define the global bilinear form a, : Uj x Uy — R by element by element
assembly setting, for all u,,v, € Q,’i,

an(y,v,) = Y ar(uy,vy), (7.74)
TeTn

Lemma 7.27 (Properties of a;). The bilinear form ay, enjoys the following proper-
ties:
(i) Stability and boundedness. For all y, € U l;l it holds

allv, 2, S an(v,.v,) S QE+dD)|v, |12, (1.75)

where the hidden constant is independent of h, v,, and of the problem data.
(ii) Consistency. It holds for all r € {0,...,k} and all w € Hy(Q)? n H™*(T;)¢
such that V-o(Vsw) € L2(Q)4,
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sup AUS

Yu EQ;\;,O’ v, lle,n=1

S Wl (Vw)lgrayaca + CRW e a] s (7.76)

where the hidden constant is independent of w, h, and of the problem data, and
the linear form &, (w;-) : U ﬁ o — R representing the consistency error is such

k
that, for ally, € U} ,

&, w3 v,,) = =(V-o(Vow),vp,) = an(Lyw,v,,). (7.77)

Remark 7.28 (Regularity of o(Vsw)). By property (7.14) on the Lamé coefficients,
if w € H*2(7;)¢, then o(Vsw) € H™'(7;,)4*¢. The right-hand side of (7.76) is
thus well-defined.

Proof. (i) Stability and boundedness. Summing (7.50) over T € 7}, and accounting
for the bounds (7.9) yields (7.75).

(ii) Consistency. Lety, € U’ ];l o- For the sake of brevity we let, for all T € 7,

&1 = 0 (GE 1 Ik w) = o (ay  (Vow)) = 2" (0 (Vow)) € PE(TIRES),  (7.78)
where we have used the commuting property (7.38) to replace G';’TL ’}w with
ng’k (Vsw) in the first passage and the fact that the Lamé coeflicients are constant over
T (cf. (7.14)) together with the linearity of the L>-orthogonal projector to conclude.
Integrating by parts element by element, we write

— (V-0 (Vsw),vp)

= > |(@(Vow). Vovr)r + Y (@ (VowInre,ve —vr)e |, (7.79)
TeT, FeFr

where we have replaced, in the volumetric terms, Vvy with Vsvr using (7.5) with
T = 0(Vyw) and, to insert vp into the second term in parentheses, we have used
Corollary 1.19 with, for any 1 < i < d, T equal to the ith line of o(Vyw) and
(¢r)Fes, = (VF.i)Fes,, vF,i being the ith component of vg. On the other hand,
plugging the definition (7.45) of ar into (7.74), and expanding Gf,TKT according to
(7.36) with T = 07, it is inferred that

ah(!ﬁw’lh)
= Z (o7, Vovr)r + Z (Frnrp.ve —vr)r + Qur)syw,v)| . (7.80)
TeT, Fefr

Subtracting (7.80) from (7.79), taking absolute values, invoking (7.78) followed by
the definition (1.56) of n(;’k to cancel the first terms in the corresponding summations,
and using the triangle inequality we get
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|8h(W;Kh)|
<3 (@ ew) = Fr)nrr.vE —vr)E|+ Y Qur)lstTiw,vy)|
TeT, Fefr TeT,
; :
< (Z hrna(vsw)—érngT) (Z |gT|%,aT) + QBILEWlnlv, s n,
T, TEeT,

(7.81)

where the conclusion follows using generalised Holder inequalities with exponents
(2,00,2) together with ||[nrr||p~F) = 1 for the first term, continuous Cauchy—
Schwarz inequalities on the positive semidefinite bilinear forms sz, and discrete
Cauchy—Schwarz inequalities on the sums over T € 7. Recalling (7.78) and invoking
the trace approximation properties (1.73) of the L?-orthogonal projector with [ = k,
s =r+1,and m = 0, it is inferred that

1
hillo(Vow) = & llor < hy o (Vew) ggrss ryaxa. (7.82)

Plugging this bound into (7.81) and using the approximation properties (7.51) of the
stabilisation bilinear form for the first factor in the second term, we get

&, (ws v )| < ™! (|LT(VSW)|H"+1(77,)‘1X‘* + Qﬁ)'"’lH”z(m“)

1

2
X (Z IKT|12,aT) +|Kh|s,h . (7.83)

TeT,

Summing the local seminorm equivalence (7.46) over T € ), and taking the square
root of the resulting inequality to infer the estimate |y, [s,» < |[v,,lle,», then passing
to the supremum over {v, € U} , : |l lle,n = 1}, (7.76) follows. |

7.3.4 Discrete problem and well-posedness

The HHO scheme for the approximation of problem (7.10) reads: Find u;, € U ’;l 0
such that

an(wy.v,) = (f,vn) Vv, €U, (7.84)

Remark 7.29 (Static condensation for problem (7.84)). Following the ideas exposed
in Section B.3.2, an efficient resolution algorithm for problem (7.84) consists in
statically condensing the element-based discrete unknowns first, and then solving a
reduced global system of size d card(()’:}j)(k:}d) where only face-based unknowns are

present.
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Lemma 7.30 (Well-posedness of problem (7.84)). Problem (7.84) is well-posed,
and we have the following a priori bound for the unique discrete solution u, € Qﬁ o

_1
Ny lln s a2 f Il (7.85)

where the hidden constant is independent of both h and of the problem data.

Proof. We check the assumptions of the Lax—Milgram Lemma 2.20 with U = U’ 2 0’
a = ay, and (£,y, )ux y = (f,vp). Clearly, Qﬁ o €quipped with the norm ||-[¢,5 is a
Hilbert space. By (7.75), the bilinear form ay, is U-coercive with coercivity constant
2> «. To conclude, observe that, owing to the discrete Korn—Poincaré inequality
(7.73), we have |(f,vp)| < IFIl Ivall S IIFI 11y, lle.n so that, in particular, the dual

norm of the linear form f : v, + (f,vs)is < || f]l. |

7.3.5 Flux formulation

The following lemma identifies a flux formulation for the HHO scheme (7.84). Its
proof is a straightforward adaptation of that of Lemma 2.25, and is left as an exercise
to the reader.

Lemma 7.31 (Flux formulation). Let M, denote a polytopal mesh in
the sense of Definition 1.4. Let, for any T € 9, sr be a sta-
bilisation bilinear form that satisfies Assumption 7.16. Set I__)’C,‘)T =
{%T = (@r)rer @ ap €PK(F)? VF e 7’}} and define the boundary
residual operatorE(;T = (R’}F)Feﬁ : g? — QST such that, forall v, € Qi

- Z /RgFKT'a'F = ST(KTs(O»QaT)) V%T El_)],;T- (7.86)
Fefr

Letu, €U ﬁ oand, forallT € T, and all F € Fr, define the numerical normal
trace of the flux

@rp(up) = ~0 (G pur)nre + 2ur)Rypuy.
Then u,, is the unique solution of problem (71.84) if and only if the following
two properties hold:
(i) Local balance. For all T € Ty, and all vy € PX(T)?, it holds

(0(GY up). Vovr)r + Z (@rr(up)vr)r = (fvr)r.  (7.872)
Fefr
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(ii) Continuity of the numerical normal traces of the flux. For any interface
F e 7—2 such that F Cc 0T, N 0T, with distinct mesh elements Ty, T, € Ty,

@7, (up) + Py r(ug,) = 0. (7.87b)

Remark 7.32 (Mechanical interpretation). In the context of the linear elasticity prob-
lem (7.7), forallT € 7, and all F € ¥7, the quantity o7 (Vsu)nrF can be interpreted
as a traction acting on F. We have favoured here the terminology “flux formulation”
over “traction formulation” to emphasise the conceptual link with the other problems.

7.4 Error analysis

This section contains the error analysis of the method: we start by deriving an
estimate for the discrete error measured in the ||-||¢,,-norm; from this estimate, an
error on strains is inferred. We then derive an improved L?-error estimate under the
usual elliptic regularity assumptions; finally, we discuss the robustness of our error
estimates in the quasi-incompressible limit.

7.4.1 Energy error estimate

We start by deriving a convergence result in the energy-norm, using the interpolate
of the solution to the continuous problem. This result is a direct application of the
generic analysis framework presented in Appendix A.

Theorem 7.33 (Discrete energy error estimate). Let (M, ), <4 denote amesh
sequence satisfying Assumption 7.6. Let a polynomial degree k > 1 be fixed.
Letu € H(; (Q)¢ denote the unique solution to (7.10), for which we assume the
additional regularity u € H"**(T;)¢ for some r € {0,...,k}. Forall h € H,
letu, e U 2’0 denote the unique solution to (7.84) with stabilisation bilinear
forms st, T € Ty, in (7.45) satisfying Assumption 7.16. Then,

), = Liullon 5 @ 01 (10 (V)| g ot + CEIuligroaiyya ) (7:88)

where the norm ||-||s.n is defined in (7.60) and the hidden constant is indepen-
dent of h, u, and of the problem data.
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Proof. We invoke the Third Strang Lemma A.7 with U = H}(Q), a = a defined
by (7.11), 1(v) = (f,v), Uy = QZO endowed with the norm ||-|[g.n, an = ap,
1n(v,) = (f,vn), and Tu = Lﬁu. By (7.75), ap, is coercive for ||-||¢,, with constant

> «@ and, since —V-0(Vsu) = f, the consistency error (A.5) is exactly (7.77) with
w = u. Hence, (7.88) follows plugging (7.76) into (A.6). m|

Remark 7.34 (Discrete error estimate in the norm induced by ap). An error estimate
in & can be obtained also for the error measured in the norm induced by the discrete

bilinear form aj, such that, forally, € U fl 0

1
||Kh lla,rs == ah(Kh,Kh)z .

Specifically, we obtain in this case, under the assumptions of Theorem 7.33,

_1 1
Ilze,, —Lﬁu”mh < bl (a/ 2|o(Vsu) | grei (g7, )axa + (20)2 |u|Hr+2(r];l)d) ,

with hidden constant independent of &, u, and of the problem data.

From the error estimate (7.88) in the discrete strain norm, we prove an estimate for
the error measured with respect to the continuous solution. To this end, we define
the global symmetric gradient reconstruction Gf WU ’;l — PX(75,; REX4) such that,

sym
forally, € Qﬁ,
(Gf,hzh)lT = Gf,TKT VT € 7.

Theorem 7.35 (Energy error estimate for the reconstructed approximate
solution). Under the assumptions of Theorem 7.33, it holds

k
”Gs,hzh — Vsu|| + |£h|s,h

$ B (o o (Ve gron gy + (1 + 20 ety ) (7.89)

where the hidden constant is independent of h, u and of the problem data.

Proof. We insert ng’k(Vsu) -Gk 1 ’;u = 0 (see (7.38)) into the first norm in the

s,h=,
left-hand side of (7.89), we add and subtract I ’Zu into the second seminorm, and we
apply triangle inequalities to infer

k k k k
”Gs,hﬁh - Vu|l + |Eh|s,h < ”Gs,h(lh _Lhu)” + |£h _Lhuls,h

T

0,k
+ ||7rh (Vsu) — Vul|| + |£Zu|sh
————

~ ~

R5) 13
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Summing (7.46) over T € 7j, and passing to the square root, we infer T; < |lu, —
I ];lu |le.»- The conclusion follows invoking the error estimate (7.88) to estimate T,
using the approximation properties (1.72) of the L?-orthogonal projector with X
successively equal to the elements of 7,/ = k, p =2, m = 0,and s = r + 1 to bound
3,, and the consistency properties (7.51) of sy to bound Ts. O

7.4.2 L2-error estimate

Combining the discrete Korn—Poincaré inequality (7.73) with the energy estimate
(7.88) gives, under the regularity assumptions of Theorem 7.33, an estimate in 4" *!
for the L2-norm of the error. As for the Poisson problem (see Section 2.3.3), however,
an improved L>-error estimate can be derived also for the linear elasticity problem.
Throughout this section, we will make the following assumption, which is justified
by the elliptic regularity requirement; see Remark 3.21 for a discussion in the context
of variable diffusion problems.

Assumption 7.36 (Constant normalised Lamé coefficients) The Lamé coefficients
A and p are constant over Q. Without loss of generality, we take 2u = 1 (when
2u # 1, it suffices to divide equation (7.7a) by 2u and replace A with 1/(2u) and f

with f [(2u)).

In the context of linear elasticity problems, elliptic regularity holds if, for all g €
L*(Q)%, the unique solution of the problem: Find z, € H)(Q) such that

a(zg,v) = (g,v) Vv e Hy(Q)! (7.90)
satisfies the a priori estimate

Izgll2(q)e < Cligll- (7.91)

This regularity property holds when Q is convex. A stronger a priori estimate valid
for A > 0 is given in Lemma 7.39 below.

Theorem 7.37 (Superconvergence of element unknowns). Let Assumption
7.36 hold true. Let (My,)neq denote a mesh sequence satisfying Assumption
7.6. Denote by u € H(% Q)¢ the unique solution of (71.10), for which we
assume the additional regularity u € H'**(T,)? for some r € {0,...,k}. Leta
polynomial degree k > 1 be fixed and, for all h € H, letu, € U i,o denote the
unique solution to (7.84) with stabilisation bilinear forms sy, T € Ty, in (7.45)
satisfying Assumption 7.16. Further assuming elliptic regularity, it holds, for
allh € H,

iy, — 7 ull < 12 |wl g g s (7.92)
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with hidden constant independent of both h and u, but possibly depending on
O, d, o, k, r, and A.

Remark 7.38 (L?-error estimate). Following similar arguments as in Section 2.3.3,
one can prove from Theorem 7.37 that the displacement reconstruction also converges
in 2"*2. The details are left as an exercise to the reader.

Proof. The result follows from the Aubin—Nitsche Lemma A.10 in the appendix,
with the same setting as in Theorem 7.33, that is: U = Hj(Q), a = a defined by
(710, 1) = (%), Up = Ujy o Il = lles @n = an, 1n(v,) = (f,vp) and
Inu = I5u. Additionally, we take L = L*(Q)¢ and ry, : ggo — L*(Q)¢ defined by
rp¥, = vp. In what follows, the hidden constants in the inequalities A < B do not
depend on A, f, u or g in the dual problem (7.90) (but possibly depend on A and @).

Since a is symmetric, the dual problem (A.9) coincides with (7.90) and, by choice
of rp,, the dual consistency error 82(zg; -) is equal to the primal consistency error
Sh(zg; -) defined by (7.77). By definition of r; and I’ k the Aubin-Nitsche Lemma
A.10 therefore shows that

0,k k .
Iy, — T, ul| < ”Eh - Lhu”s,h sup ||8,1(Zg, N h*
gelX()?, |lgll<1

<1

+  sup 8, Lzg)l, (7.93)
geLX ()4, |lgll<1

T

where |||z »,» denotes the norm dual to ||-||g,p-

(i) Estimate of T,. Since zg € H)(Q)? N H*(Q)?, the estimate (7.76) with r = 0
yields

16, (zgs Menx S h (|0'(VsZg)|1-11(Q)dXd + Izg|1-12(§2)d) < hligll,

where we have invoked the elliptic regularity estimate (7.91) to conclude. Combining
this bound with (7.88), the first term in the right-hand side of (7.93) is estimated as

T1 S WP ulgriag . (7.94)
(ii) Estimate of T5. Applying (7.83)tow = u andy, =1 'Zzg yields, after accounting

for Assumption 7.36 and the elliptic regularity estimate (7.91) to estimate the first
factor, we get
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1
2
|En(u: Lzl < W Hulgro gy ( > |L’;zg|%,67) + L zgln|. (795
TeT,
Using (7.51) with » = O for all T € 7}, we see that
|Lﬁ1g|s,h < hlZg|H2(Q)d'

On the other hand, recalling the definition (7.28) of |-|; g7 we write, for any T’ € 7,

k12 —1y, 0.k 0k 112
Lzt o = Z hp llmg"zg — 77" zg Ml

FeFr
-1 0,k 0,k 2
= Z hF ||7TF (Zg_n'T Zg)”F (796)
FeFr
< S hilllzg - A2zl < lzgl
< F lIZg T “8lIF ~ "ri*glgy)d>
Fe¥r

where we have used the definition of I ﬁzg in the first equality followed by the
linearity and polynomial invariance (1.55) of ﬂ'%k in the second equality, the L’-

boundedness of Jr%k in the third line, and concluded by the trace approximation
property (1.73) with / = k, m = 0 and s = 2 (we have s < [ + 1 since, here, k > 1)
along with the uniform equivalence of face and element diameters (1.6). Plugging
the above bounds into (7.95) and recalling the elliptic regularity estimate (7.91), we
infer that |8h(u;£§zg)| < hr+2|u|Hr+2(7l‘1)d llg]l, hence

Ty < WP ulgrea(g . (7.97)

Plugging (7.94) and (7.97) into (7.93), the conclusion follows. m|

7.4.3 Robustness in the quasi-incompressible limit

To simplify the discussion, throughout this section we work under Assumption 7.36.
We are interested in the case 4 > 1 (which implies, in particular, 4 > 0). This
situation corresponds to the quasi-incompressible limit, for which the displacement
field is nearly divergence-free. It is well known that the accuracy of P'-conforming
Finite Element approximations deteriorates in this case, a phenomenon often referred
to as numerical locking; see, e.g., [28]. The underlying reason is that this Finite
Element space is unable to accurately represent divergence-free displacement fields
other than the constant ones, so that the numerical solution is “locked” to a constant
value. In the corresponding error estimates, this translates into the fact that the factor
that multiplies the meshsize explodes with A. Robustness for 4 > 1 is achieved, on
the other hand, when this factor is independent of A, and the corresponding error
estimate (which is therefore uniform in A) is referred to as locking-free. We show
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here that the error estimates for the HHO method (7.84) are indeed locking-free
error. In order to derive from Theorem 7.35 a locking-free error estimate, we must
show that the right-hand side of (7.89) can be estimated uniformly in A. The key lies
in the following regularity result.

Lemma 7.39 (A priori bound on the exact solution). Let Q denote a convex polyg-
onal (if d = 2) or polyhedral (if d = 3) set, and let Assumption 7.36 hold true along
with A > Ao with Ay > 0 denoting a sufficiently large real number. Then, problem
(7.10) has a unique solution u € H& Q)4 N HX(Q)4, and it holds that

lo(Vsw)llgiaxa < Nlullgzya + ANV-ullgiq) < ILFI (7.98)
where the hidden constants depend only on Q and d.

Proof. The first inequality is an immediate consequence of the expression (7.8) of
the stress tensor together with Assumption 7.36 on the Lamé coefficients. The proof
of the second inequality can be obtained reasoning as in [78, Lemma 2.2], where
the case d = 2 is considered, and replacing the regularity estimates of [214] for the
two-dimensional Stokes problem used therein with those derived in [13, Theorem 3]
in arbitrary space dimension. Notice that regularity estimates for the planar elasticity
problem in convex domains can also be found in [33]. ]

Combining (7.98) with (7.89) written for r = 0 and observing that, having assumed
A >0and2u =1, we can take a = 1 in (7.9), we infer that

k
G ), = Vsull + [, 5.0 < RILFIL

where the hidden constant is independent of %, u, and of the problem data. Clearly,
this error estimate is locking-free since it is uniform in A. The crucial point that
makes this possible is the commutation property (7.38), which yields the estimate
(7.82) on the stress in terms of its H'-seminorm, the latter being in turn bounded by
the L2-norm of the volumetric force term. We close this section with a few remarks.

Remark 7.40 (High-order estimates). Higher-order estimates can be proved proceed-
ing as above whenever the following regularity shift hold for the continuous problem:
For any f € H"(Q)?, it holds u € H™**(Q)¢ and, with hidden constant depending
only on Q,

lellgraya + AV-ullgra@) < N1F @)

This requires, in general, further regularity on the domain; see, e.g., [13], where the
corresponding results for the Stokes problem are detailed.

Remark 7.41 (Locking-free L*-error estimates). Minor modifications of the proof of
Theorem 7.37 accounting for the a priori estimate (7.98) reveal that a locking-free
error estimate can also be obtained for the L?-norm of the displacement; see also
[145, Theorem 11] on this subject.
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7.4.4 Numerical examples

To illustrate the above results, we consider a test case inspired by [79]: we solve on
the unit square Q = (0, 1)? the Dirichlet problem corresponding to the exact solution
such that

u(x) = (

(cos(mxy) — 1) sin(2rx;) + ﬁ sin(7rx) sin(7rx;)
(1 = cos(2mxy)) sin(2wx;) + ﬁ sin(mrxy) sin(mxy)/

The corresponding forcing term is
= - Txa
Sx) K (4 sin(27rxy) (2cos(axy) — 1) — li sin(zrxp) sin(7rx;)

+1
_ A+ (cos(m(xr + x2))
1+ 4 \cos(m(x1 + x2)))

4sin(27x2) (1 — 2 cos(2mxy)) — 2= sin(rx;) sin(ﬂxz))

We take ¢ = 1 and, in order to assess the robustness of the method in the quasi-
incompressible limit, we let A vary in {1; 1,000; 1- 106}. For the numerical resolution,
we consider a family of deformed quadrangular meshes.

The numerical results are collected in Tables 7.1-7.2, where the following quan-
tities are monitored: Ngof 5, the number of degrees of freedom; Ny, j, the number
of non-zero entries in the problem matrix; ||z, — I ﬁu”a,h’ the energy-norm of the
error (see Remark 7.34); and ||u;, — nZ’ku ||, the L?>-norm of the error estimated in
Theorem 7.37. We additionally display the Estimated Order of Convergence (EOC)
which, denoting by e; an error measure on the ith mesh refinement with meshsize
h;, is computed as

EOC = loge; —loge;. ‘

log h; —log hj4
In all the cases, the asymptotic EOC match the ones predicted by the theory, that is,
(k + 1) for the energy-norm of the error and (k + 2) for the L>-norm. The results
additionally highlight the robustness of the method in the quasi-incompressible limit,
showing errors of comparable magnitude irrespectively of the value of A.

7.5 Other boundary conditions

We hint in this section at the treatment of more general boundary conditions. Specif-
ically, we consider the case where the displacement is prescribed on a portion of the
boundary I'p with non-zero (d — 1)-dimensional Hausdorff measure, while tractions
are prescribed on the remaining portion I'y := dQ \ I'p. The extension to the pure
traction case is also possible up to minor modifications. Let gp = (up)jr, with
up € H'(Q)?, gy € L*(Tn)?, and consider the problem: Find u : Q — R< such
that
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Table 7.1: Numerical results for the test of Section 7.4.4, distorted quadrangular
mesh family, k = 1.

Naot.i  Nonn |y, = I¥ullo., EOC|lluy, — %% u || EOC

h
A=1

96 2048 1.83e+00 - 1.02e-01 -
448 11136 5.26e-01 1.80 1.58e-02  2.70
1920 50816 1.32e-01 2.00 1.94e-03  3.02
7936 216192 3.36e-02 197 2.46e-04 298

32256 891008 8.48e-03 1.98| 3.10e-05  2.99
130048 3616896 2.12e-03 2.00| 3.86e-06  3.00

A =1,000

96 2048 1.81e+00 - 1.02e-01 -
448 11136 5.22e-01 1.79 1.57e-02  2.69
1920 50816 1.31e-01 2.00 1.93e-03  3.03
7936 216192 3.34e-02 197 2.45e-04 298

32256 891008 8.43e-03 198 3.09e-05 2.99
130048 3616896 2.11e-03 2.00| 3.85e-06  3.00

A=1-10°

96 2048 2.23e+00 - 1.02e-01 -
448 11136 5.3%e-01 2.05 1.57e-02  2.69
1920 50816 1.31e-01 2.04 1.93e-03  3.03
7936 216192 3.34e-02 197 2.45e-04 298

32256 891008 8.43e-03 1.98| 3.09e-05  2.99
130048 3616896 2.11e-03 2.00| 3.85e-06  3.00

-V-o(Vsu)=f in Q,
u=gp onIp, (7.99)
O-(Vsu)nQ = gN on rN7
where ng denotes the outer unit normal to Q on dQ. Denote by H&(Q) the space of

functions in H'(€) which vanish (in the sense of traces) on I'p. Classically, a weak
solution can be obtained as u = ug + up where ug € Hﬁ(Q)d is such that

(0 (Vsut0), Vs¥) = (f,v) — (0(Vsup), Ve¥) + (g, V)ry V¥ € HL(Q)Y. (7.100)

In order to write the HHO discretisation of problem (7.100), we consider a
polygonal (if d = 2) or polyhedral (if d = 3) mesh M, that is boundary-datum
compliant, i.e., it matches Assumption 2.34. For a fixed polynomial degree k > 1,
we also introduce the space

Qﬁ’D ={v, €U~ : up=0 VFegFP},

and we letu, 1, € Qﬁ be such that
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Table 7.2: Numerical results for the test of Section 7.4.4, distorted quadrangular
mesh family, k = 2.

Naot.i  Nonn |y, = I¥ullo., EOC|lluy, — %% u || EOC

h
A=1

144 4608 5.45e-01 - 2.80e-02 N

672 25056 7.56e-02 2.85 1.98e-03  3.82
2880 114336 1.05e-02 2.85 1.35e-04  3.87
11904 486432 1.32e-03 2.99 8.44e-06  4.00
48384 2004768 1.65e-04 299| 5.28e-07 4.00
195072 8138016 2.06e-05 3.00( 3.29¢-08 4.01

A =1,000

144 4608 5.42e-01 - 2.78e-02 -
672 25056 7.54e-02 2.85 1.98e-03  3.81
2880 114336 1.04e-02 2.85 1.35e-04  3.87
11904 486432 1.31e-03 2.99 8.43e-06  4.00
48384 2004768 1.65e-04 299 5.28e-07 4.00
195072 8138016 2.06e-05 3.00( 3.29¢-08 4.01

A=1-10°

144 4608 5.5%-01 - 2.78e-02 N
672 25056 7.56e-02 2.89 1.98e-03  3.81
2880 114336 1.04e-02 2.86 1.35e-04  3.87
11904 486432 1.31e-03 299 8.43e-06 4.00
48384 2004768 1.65e-04 299| 52807 4.00
195072 8138016 2.06e-05 3.00f 3.95e-08 3.74

uT,DZO VTE%, uF’DZﬂ'(;,’ng VFE?'-hD, uF,D=0 VFE?';D,

where ?'hD is the set of non-Dirichlet faces defined by (2.85). Then, the HHO solution
u, € Qfl is obtained as u;, = u, o +u, p withu, ;€ Qfl p Such that

ah(ﬂh,o,ﬂh) =(f.vn) - ah(ﬂh,D,Kh) + Z (gn-VF)F Yy, € QﬁD (7.101)
FeFy

7.6 The lowest-order case

As seen in Remark 7.22, in the lowest-order case corresponding to k = 0 assumptions
(SE2) and (SE3) are incompatible, and one therefore cannot design a proper local
stabilisation term. In this section we show, following [70], that a stable and convergent
method for k = 0 can be recovered adding a jump penalisation term inspired by the
discrete Korn inequality (7.66) on broken polynomial spaces. This comes at the price



328 7 Linear elasticity

of additional dependencies among element-based unknowns. Throughout the rest of
this section we work, for the sake of simplicity, under Assumption 7.36.

7.6.1 A global discrete strain norm including jumps

Let the global displacement reconstruction p}l U 2 — PY(75,)4 be such that, for all
Y, € ng

®y)ir =ppyy VT €T
We define the map ||-||le.n : Qg — R* setting, for any v, € Qg,

1

2
o = (A2 12 + 12412) (7.102)

with ||-||s,j,»-norm defined by (7.65) and || 5-seminorm defined by (7.61) from the
local stabilisation bilinear forms given, for any T € 7, by (7.54) with k = 0. We
have the following norm equivalence, upon which rests the stability of the HHO
method studied in this section.

Lemma 7.42 (Global stability and boundedness). For allv, € U O it holds

h,0’
1 2 2 2 2
IIVs,hthhll + |Kh|s,h < ”Kh“l,h < |||Kh|”5’ha (7.103)

with ||-||1 n-norm defined by (7.68) and hidden constant independent of both h and
¥, but possibly depending on Q, d, and o. As a consequence, the map |||-||le,n defines
anormon U 2 o

Proof. Reasoning in the spirit of Remark 7.8, it can be checked that the local
displacement reconstruction plT coincides with the component-wise application of
the reconstruction operator plT defined by (2.11). Hence, it follows from (2.41) that

VD2, 17+ 19,12, = 1w, 11E - (7.104)

On the other hand, using the definition of the symmetric gradient for the first bound
and the Korn inequality (7.66) for the second, we can write

IVenpp2, P < 19Dy, 17 < 1194y, 115 - (7.105)

Combining (7.105) with (7.104) yields (7.103). The fact that |||-|||s,, defines a norm
on U 2 o follows observing that ||-[|1 , is itself a norm on this space (see Corollary
2.16). O
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7.6.2 A global bilinear form with jump penalisation

We consider the bilinear form a)° : U) x U, — R such that, for all u,,,y, € U,

a(y,v,) = > ar(y,vy) + jn(yu,. Y, (7.106)
Te7,

where, for all T € 7, the local bilinear form ar is given by (7.45) with local
stabilisation bilinear form sy as in (7.54) with k = 0, while the jump penalisation
bilinear form j, : H'(7,)¢ x H'(7;)¢ — R is such that, for all u,v € H'(7,)<,

iny)y= > by (e v ]e)e.

Fesy,

We next reformulate aif in a more convenient way. Observing that it holds V;P!(7)¢ =
IP’O(T; Rglyxnﬁl) forall T € ), and using (7.42), we infer that

(Veubpr)ir =Glpvy VT €T, (7.107)

Expanding ar according to its definition (7.45) and using (7.107), we arrive at the
following equivalent expression for al}f: Forallu,,v, € U 2’0,
a0 (w,,,v,) = (0 (Vonpyte,), VonPyvy) + jn(Pp 1, 0,v,) + sn(y,v,),  (7.108)

where Sh(ﬂh,zh) = ZTG‘E ST(ET,KT)-
Lemma 7.43 (Properties of a)%). The bilinear form a® enjoys the following proper-
ties:
(i) Stability and boundedness. Forall y, € U 2 it holds
allv,llz, < a0y, < (A +dla) v, I (7.109)

e,h’

where the hidden constant is independent of h, v,,, and of the problem data and
the triple-bar strain norm ||-|||¢.n is defined by (7.102).

(ii) Consistency. It holds for all w € Hy(Q)* N H*(T,)? such that V-o(Vsw) €
L*(Q),

sup |8}1°(w;gh)| <sh (|0(sz)|H1(771)dxd + |W|H2(7z)d) ,
v, eUp oy, lle,n=1
(7.110)
where the hidden constant is independent of w, h, and of the problem data, and
the linear form 8,110(w; ):U 2,0 — R representing the consistency error is such

0
that, for all v, € gh’o,

Exwsy,) = ~(V-o(Vow),vn) —apLyw,v,). (7.111)
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Proof. (i) Stability and boundedness. Accounting for Assumption 7.36, the norm
equivalence in (7.109) is an immediate consequence of the definition (7.102) of the
triple-bar strain norm |||-|||,» and of the reformulation (7.108) of the bilinear form
ape.
(i) Consistency. Lety, € U 2’0. Proceeding as in the proof of the second point of
Lemma 7.27, we deduce that

(ST

& wsv,)| = Zthfr(vswnT—ar%”(fr(vgw»nér) (Z |zT|%,,9T)

TeTn TeT,

T

170 1 0
P Lwhon PyYslin + L Wln 12l h-
—— ~—
T T3

Using the second inequality in (7.103) and recalling the definition (7.102) of the
triple-bar strain norm, we arrive at

[E°w:v,)| S (Tt + T+ Ta) 19, llls - (7.112)

Let us estimate the terms in parentheses. Using the trace approximation properties

(1.73) of the Lz-orthogonal projector with = 0,m =0, p = 2, and s = 1 we get, for
1

any T € T, h2|lo(Vow)ir =13 (0 (Vsw)llor < hr|o(Vsw)| i (yaxa, Which gives
for the first term

Ty < hlo(Vew)| g1 (5, ydxa - (7.113)

Moving to the second term, we can write

> n S Wl

Fefy,

-1 ,1 2
> n S w - wlel}
Fefy,

-1y, &1 2
2, 2 il e —wii;

Fef, TeTr

-1 ,1 2
7 il w = w3y,
TeT,

5

A

A

where we have used the second relation in (7.40) to replace P;l,! 2 by nZ’l along with
the definition (7.65) of the jump seminorm in the first line, the fact that the jumps of
w vanish across any F' € F, (a consequence of the assumed regularity w € H& Q)4
together with Lemma 1.21 with p = 2) to insert them into the second line, the
definition (1.21) of the jump operator together with a triangle inequality in the third
line, and we have exchanged the order of the summations over faces and elements
according to (1.24) and used the mesh regularity to write h;l < h}l and conclude.



7.6 The lowest-order case 331

Hence, using the trace approximation properties (7.20) of the strain projector and
taking the square root, we arrive at

Ty < Wl ya- (7.114)

For the third term, invoking the consistency property (7.51) of sy with » = 0 for all
T € T}, readily gives

Plugging (7.113), (7.114), and (7.115) into (7.112) and passing to the supremum
overy, € Qg o such that [y, llle., = 1 yields (7.110). O

7.6.3 Discrete problem and energy error estimate

The lowest-order HHO scheme for the approximation of problem (7.10) reads: Find
u, € gg o such that

ap(w,,v,) = (fovn) Yy, €U, (7.116)

The well-posedness of problem (7.116), with corresponding a priori bounds on the
discrete solution, can be proved adapting the arguments of Lemma 7.30; the details
are left to the reader.

Remark 7.44 (Static condensation for problem (7.116)). The jump stabilisation in-
troduces a direct link among element-based discrete unknowns of neighbouring
mesh elements. As a result, static condensation (see in Section B.3.2) is no longer
an interesting option.

A convergence result is stated in the following theorem.

Theorem 7.45 (Discrete energy error estimate for the lowest-order HHO
scheme). Suppose that Assumption 7.36 holds, and let (Mp)herr =
(Tn> Frn)new be a regular mesh sequence in the sense of Definition 1.9. Let
u e Hé(Q)d denote the unique solution to (7.10), for which we assume the
additional regularity u € H*(T,)?. For all h € H, let u, € Qg’o denote the
unique solution to (7.116). Then,

oty = Lyullo.n < ha™ (10 (V) pgiggyyica + tlpgya ) (T117)

where, according to (71.9), @ = 1 — dA~, the norm |||-||ls.n is defined in (7.102),
and the hidden constant is independent of h, u, and of the problem data.
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Proof. We invoke the Third Strang Lemma A.7 with U = H(} (Q)4, a = a defined
by (7.11), 1(v) = (f,v), U, = Qg o endowed with the norm |[|-[lle,n, an = ag’,
1,(v,) = (f,vn) and Tpu = Lgu. By (7.109), ay, is coercive for ||-|lls,» With constant

> a and, since —V-0(Viu) = f, the consistency error (A.5) is exactly (7.111) with
w = u. Hence, (7.117) follows plugging (7.110) into (A.6). a

A few remarks are in order.

Remark 7.46 (Validity for meshes with non star-shaped elements). Unlike the cor-
responding result for k& > 1 (cf. Theorem 7.33), Theorem 7.45 does not require
Assumption 7.6. The reason is to be found in Remark 7.8 (see also Theorem 7.9
and its proof): for k = 0, it holds plT ol (% = JrlT’l for all T € 7, and the approx-
imation properties required to prove (7.110) follow from Theorem 1.47, where the
star-shaped assumption is not required.

Remark 7.47 (Discrete error estimate in the norm induced by aZ’ ). In the spirit of
Remark 7.34, quasi-optimal error estimates can also be derived in the norm induced

by the bilinear form aif and such that, for all y, € U 2’0,

1
v, llan = ay®,.,)?. (7.118)
Specifically, under the assumptions of Theorem 7.45, it holds that
_1
Nty = Liaellon < 1 (@310 (Vo)1 o + [l ) -

Remark 7.48 (L*-error estimate). An estimate in 42 for the L2-norm of the error can
be derived under the elliptic regularity assumption. The interested reader can find
the details in [70, Theorem 12].

Remark 7.49 (Robustness in the quasi-incompressible limit). In the framework of
Section 7.4.3, combining (7.117) with the a priori bound (7.98) yields the following
locking-free energy error estimate:

0
llu), - Lyulle.n < Al

Under the same assumptions, it can be proved that the L?-norm error estimate
discussed in the previous remark is also uniform in A.

7.6.4 Numerical examples

We close this section with some numerical tests.
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7.6.4.1 Quasi-incompressible test case

To illustrate the performance of the lowest-order scheme, we run the test case of
Section 7.4.4 for the same values of the Lamé coefficients. The results collected
in Table 7.3 show that the expected EOC of 1 for the energy-norm and 2 for the
L?-norm are attained.

Table 7.3: Numerical results for the test of Section 7.6.4.1, distorted quadrangular
mesh family.

Naot.i  Nuzn |llley, = 10 ullln BOC| ||y, — 70 %u || EOC
A=1

80 2768 3.51e+00 - 1.89e-01 -
352 15856 1.91e+00 0.88| 5.45e-02 1.79
1472 73904 1.08e+00 0.82| 1.34e-02 2.03
6016 317488 5.83e-01 0.89| 3.52e-03 193

24320 1314608 2.97e-01 097 9.18e-04 194
97792 5348656 1.49e-01 099 2.33e-04 198

A =1,000

80 2768 3.44e+00 - 1.96e-01 -
352 15856 1.87e+00 0.88| 5.89%-02 1.73
1472 73904 1.07e+00 0.81 1.63e-02  1.85
6016 317488 5.74e-01 0.89| 4.48e-03 1.86
24320 1314608 2.92e-01 0.97 1.18e-03  1.93
97792 5348656 1.47e-01 099 3.00e-04 197

A=1-10°

80 2768 9.12e+00 - 1.96e-01 -
352 15856 2.27e+00 2.00| 5.89-02 1.73
1472 73904 1.08e+00 1.07 1.63e-02  1.85
6016 317488 5.74e-01 091| 4.48e-03 1.86

24320 1314608 2.92e-01 0.97 1.18e-03  1.93
97792 5348656 1.47e-01 099| 3.00e-04 197

7.6.4.2 Singular test case

We next consider the solution of [11, Section 5.1] which, in polar coordinates (r, 8),
reads

1 ; [(«=0(L+1))cos(LO) — Lcos((L —2)0)
—r

“-0=36" | (c+ 0L + 1)) sin(L6) + Lsin(L - 2)6) |

where the various parameters take the following numerical values: y = 0.65, 2 =
0.98,G = &, k = 2, L = 0.5444837367825, Q = 0.5430755788367. The forcing
term in this case is equal to zero, while the Dirichlet boundary condition is inferred
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from the exact solution. The domain Q is illustrated in Figure 7.3, while the solution

y
(0.V2)
(L, %)
(0,0) V2, 0"
(_ ‘/TE s _\/TE)
(09 _ﬁ)

Fig. 7.3: Domain for the test case of Section 7.6.4.2.

u2

ul
1.551e+00 3.490¢+00

ELHSS

1.7451

s

T —

Erl.msl
-3.490e+00

Emlws
4.278e-02

(a) uy (®) uz

Fig. 7.4: Numerical solution for the test of Section 7.6.4.2.

on the finest computational mesh considered here is depicted in Figure 7.4. This
test case is representative of real-life situations corresponding to a mode 1 fracture
in a plain strain problem. The solution exhibits a singularity at the origin, which
prevents the method from attaining the full orders of convergence predicted for
smooth solutions.

For the numerical resolution, we consider a sequence of refined structured quad-
rangular meshes. The numerical results collected in the top half of Table 7.4 show
an asymptotic EOC in the energy-norm of about 0.54, while the asymptotic EOC in
the L%-norm is about 1.31. For the sake of completeness, we show, in the bottom
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half of Table 7.4, a comparison with the HHO method (7.84) with k = 1. The EOC
are also limited by the regularity of the solution, and coincide with those observed
for the lowest-order method (7.116). As expected, the number of unknowns on a
given mesh is larger for the method with k = 1 compared to the method with k& = 0,
despite the fact that static condensation is applied in the former case. It has to be
noticed, however, that the reduction in the number of unknowns is balanced by the
increased number of nonzero entries in the matrix, due to both the absence of static
condensation and the presence of the jump penalisation term. This phenomenon is
specific to the two-dimensional case: in dimension d = 3, the matrix corresponding
to (7.84) with k = 1 is in general more dense; see [70] for an example. The errors
in the energy norm appear to be smaller for the method with k = 1, but this is in
part due to the fact that the natural energy norm associated with the corresponding
bilinear form does not contain the norm of the jumps.

Table 7.4: Numerical results for the test of Section 7.6.4.2 and comparison with the
high-order method of [145] with k = 1. For the latter, the energy norm is the one
associated to the corresponding bilinear form without jump stabilisation.

Naot.n Nown |l = Lfullos EOC| lluy, ) u| EOC
Lowest-order method (7.116)

256 10616 7.65e-01 - 7.51e-02 -

1088 52728 5.63e-01 0.44 | 3.34e-02 1.17
4480 232568 3.97e-01 0.50 1.40e-02  1.25
18176 974712 2.76e-01 0.53 5.72e-03 1.29
73216 3988856 1.90e-01 0.54| 2.31e-03 1.31
293888 16136568 1.31e-01 0.54| 9.29¢-04 131

HHO method of [145], k = 1

320 7584 1.07e-01 - 9.40e-03 -

1408 36512 7.32e-02 0.55| 3.64e-03 1.37

5888 158880 5.01e-02 0.55 1.41e-03 1.36
24064 661664 3.43e-02 0.55| 5.52e-04 136
97280 2699424 2.35e-02 0.54| 2.17e-04 135
391168 10903712 1.61e-02 0.54| 8.57e-05 1.34

7.7 Proof of the uniform local second Korn inequality

In this section we prove Lemma 7.7. A preliminary step consists in proving the
following lemma, which gives the existence of a uniform atlas for all mesh elements
that are star-shaped with respect to every point in a ball of radius comparable to
their diameter. For a given positive number £, we let 8,4(0,¢) be the open ball in
R centred at the origin and of radius ¢. For a given unit vector r, we define the
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semi-infinite cylinder
M(r,0)={x =x"+zr : x* € B4(0,¢)is orthogonal to r and z € [0, 0)}.

Fig. 7.5 provides an illustration of this definition, along with other notations used in
the proof of the lemma. In what follows, for the open unit ball centred at the origin,
we use the abridged notation B, := B4(0,1).

Lemma 7.50 (Uniform atlas for star-shaped elements). Ler 0 > 0. There exists
a finite number of unit vectors (ri,...,rp,) in R% and a real number L > 0, all
depending only on d and o, such that B4 C \ U2, M(r;,0/2) and, if T is a polytope
of RY contained in By and star-shaped with respect to every point in 84(0, o), for
anyl=1,...,m,

TNM(r;,o/2) ={x = (x1,...,xq) € M(r;,0/2) : xq < @i(x1,...,%X3-1)},

where the system of orthonormal coordinates (xi,. . .,xq) is chosen such that xg is
the coordinate along r;, Hy = {x € R? : x4 = 0} is the horizontal hyperplane in
this system of coordinates, and ¢; : B4(0,0/2) N Hy — R is a Lipschitz-continuous
function with Lipschitz constant bounded by L.

Fig. 7.5: Illustration of the proof of Lemma 7.50

Proof. In the following, a < b means that a < Cb with C depending only on d and
o. We first notice that, since 8B, is determined by d, there is a fixed number m of unit
vectors (ry,...,r ), depending only on d and g, such that 8, c U, M(r;, 0/2).
The proof is complete by showing that, in each M(r;, 0/2) and in the coordinates
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associated with r; as in the lemma, 7 is the hypograph of a Lipschitz function ¢y,
with a controlled Lipschitz constant. From thereon we drop the index / for legibility.
The existence of a function ¢ defined on M(r,0/2) N Hy and such that T N
M(r,0/2) is the hypograph of ¢ results from the fact that 7 is star-shaped with
respect to 0. Since the boundary of T is made of the faces F' € ¥, this function ¢ is
piecewise affine on each affine part corresponding to a face F, and it holds that

(=Va-10,1)

VI +|Va_i¢f?

where V,_; ¢ is the gradient in H; of ¢ with respect to its (d — 1) variables. Hence,
since r = (0, 1) in the local system of coordinates, itholds nyg-r = (1+ |Vd_1<p|2)_% .
If we can prove that

1 S nppr VF € ¥r, (7.119)

then we will have |V _1¢| < 1 which yields a uniform control of the Lipschitz
constant of ¢.

To prove (7.119), let F € ¥r and @ € F N M(r, 0/2), and let us translate the fact
that 7T is star-shaped with respect to every point in B,4(0, 0). Working as in the proof
of [173, Lemma B.1], we see that this assumption forces B;(0, o) to be fully on one
side of the hyperplane spanned by F, which translates into

(a-x)npr >0 Vx € B4(0, 0). (7.120)

On the other hand, since @ € M(r,0/2), we have a = a* + zr with z > 0 and
at € B4(0,0/2) orthogonal to r. Apply (7.120) to x = a* + (o/2)nrF, which
belongs to B,(0, ) since |a*| < o/2. Noticing that @ — x = zr — (o/2)nrF, this
yields

rnrE — g > 0. (7.121)

Since a € B4(0,1) and r is a unit vector, we have z = a-r € (0,1] and (7.121)
therefore gives r-nrp = z7'(zr-nyr) > z7'0/2 > 0/2. The proof of (7.119) is
complete. O

We are now in a position to prove the local second Korn inequality.

Proof (Lemma 7.7). The reasoning of [266] shows that, if the following Necas
inequality
v =7l < CIIVVllgye Vv € LA(T), (7.122)

holds with a certain C, then the second Korn inequality (7.15) holds with the constant
V1 + 2C2. Hence, we only have to prove that the mesh elements T considered in the
proposition satisfy (7.122) with a constant C that depends only on d and p. This is
achieved proceeding in two steps: first, we scale the problem in order to reduce the
proof to the case of a polytopal set contained in the unit ball and star-shaped with
respect to B,4(0, 0); second, we prove the sought result in this scaled case.
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(i) Scaling. Since the inequality is obviously invariant by translation, we can
assume that 7 is star-shaped with respect to every point in 8,4(0, ohr). We then scale
T so that its diameter is equal to 1. Precisely, define 7 = T'/hy and, for f € L*(T),
set f € L(T) such that f(%) = f(hy¥) for all ¥ € T. Then hs = 1 and T is star-
shaped with respect to every point in 84(0, o). Moreover, by the change of variable
T > X x =hrx €T, it holds that

/szhgfff (7.123)

and, if f € H(T), R .
VFi=h V7. (7.124)

These properties show that, for any v € L*(T),

d P ~
v = 220l = K25 - n;’ovnf, (7.125)
and that
<Vv’¢>H‘1(T)d,H(}(T)d
IVVllg-1ya = sup
./,EH(i(T)d ”‘/’”HOI(T)d
_/Tvv.,/,
= sup ———
weniyt Wiy
~hg 5V
= sup ————
IIIEH(;(T)d ”V‘ﬁ”T
—hg [Vh Vg
=,., supA —d/2 —
geHl@  h 7 IIVYllz
~hdht [TV
T'T dj2 —~
= sup — T = WPVl e (7.126)

—~ - d/2, —
YeHN (D) hr/ VY=

where we have used the definition of the norm in H-'(T)¢ in the first line, the
definition of the weak gradient of v in the second line, the change of variable (7.123)
with f = vV together with the definition ||-||H(; 1y = |[V:|lr of the norm H& (T)4
in the third line, (7.124) with f = components of { and the change of variables
(7.123) with f = |Vy/| in the fourth line, once again the relation (7.124) with f =
components of ¥ to pass to the fifth line, and the definition of ||VV][,,_, (Fyd 1O
conclude. If we prove (7.122), with C depending only on d and p, for all polytopal
sets T of diameter 1 and star-shaped with respect to every point in B4(0, ), the
relations (7.125)—(7.126) show that (7.122) also holds for T with the same constant.
To simplify the notations, in the following we drop the hat symbol and we simply
write T and v for T and v. In other words, we reduced the proof to the case where
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T is a polytopal set contained in 8, and star-shaped with respect to every point in
B4(0, 0).

(ii) Proof of (7.122) in the scaled case. [74, Theorem IV.1.1] establishes the
existence of Cr such that

Iwllr < Cr (”W”H*‘(T) + ”VW”H*I(T)J) Yw e LX(T). (7.127)

The proof [74, Theorem IV.1.1] gives a clear dependency on the constant Cr in terms
of an atlas of dT. Lemma 7.50 provides an atlas, whose elements (open coverings,
domains, Lipschitz constant of the maps) depend only on d and o, for all T contained
in B, and star-shaped with respect to every point in B4(0, ). Using this atlas in the
proof of [74, Theorem IV.1.1], we see that (7.127) holds with Cr = Cy depending
only on d and p. Applying this inequality tow = v — ﬂg’ov (that has a zero integral
over T), the Necas estimate (7.122) follows if we show that

IWllg-1¢ry < CLllVW||gg-1(pya for all w € L?(T) such that /w =0, (7.128)
T

with C; depending only on d and p. This estimate is established in [74, Proposition
IV.1.7], but with a proof by contradiction that does directly provide an independence
of C; with respect to the domain 7. We adapt here this proof to show that (7.128)
holds with a constant that is uniform with respect to the mesh element 7.

The proof proceeds by contradiction. Assume that (7.128) does not hold uniformly
with respect to 7. Then, there is a sequence (T;,, w,, )nen such that 7;, is contained in
B, and is star-shaped with respect to every point in B,4(0, 0), w,, € L*(T},) has a zero
average over T, and

Wnllg-17,,) > 0l VWallgg-17;,ya - (7.129)

Replacing wy, with wy /||wallg-1(7;,), we can also assume that
Wnllgz-1(1;,) = 1- (7.130)

Let w, be the extension of w, to By by 0 outside T,,. By (7.127), (7.129) and
(7.130), ||wy|lz, is bounded, and so w, is bounded in L*(8B,). Hence, L*(8B,) being
compactly embedded in H~'(8B,), we have w € L*(8,) such that, upon extracting a
subsequence,

W, — w weakly in L?(8B,) and strongly in H~'(By) as n — co. (7.131)

The weak convergence in L?(8By) together with the relation 0 = /T Wy = /Bd Wn

shows that
/ w=0. (7.132)
Ba

Considering the uniform atlas of d7,, (whose covering and domains of mappings
are independent of n) given by Lemma 7.50, we see that the corresponding maps
(¢1.n)i=1,...,m are uniformly Lipschitz, with a constant not depending on n. Hence,
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upon extracting another subsequence, we can assume that these maps converge
uniformly as n — co to some Lipschitz functions (¢;);=1....m. The hypographs of
these Lipschitz functions define a Lipschitz open set U and, by uniform convergence
of the maps, the following two properties hold:

(i) the characteristic function yr, of T,, converges strongly in L?(8B,) towards the
characteristic function yy of U, and
(ii) for any ¥ € CX(U)? there is an N(¥) € N such that supp(¥) C T,, for all

n>N®W).
We exploit Property (i) by writing w, = yr, W, (since w, is equal to zero outside
T,.), and by passing to the L2-weak limit in the left-hand side and the weak/strong
distributional limit in the right-hand side, to see that w = ypyw. In particular, this
shows that w = 0 outside U and, together with (7.132), that

/ w=0. (7.133)
U

Consider now Property (ii) of (7},),cn. Fixing ¢ € CX(U)?, for any n > N() we
can write

/ wnv-'ﬁ‘ - V anw”‘ = [Tt g
Ba T,

1
< N9Wallr sty I gz, < 19 g e

where the first line follows from the definitions of w,, and Vw,, together with the fact
that € C=(T;,)? (since supp() C T,), and the second line is a consequence of
(7.129)—(7.130) and of the fact that ¢ has a compact support in U. Combined with
the weak convergence in (7.131) this shows that

/ wVy =0.
By

Since it is true for any ¢ € C=°(U)?, this property proves that Vw = 0 in D"(U)9.
The open set U is connected by construction, and thus w is constant over U. Invoking
(7.133), we deduce that w = 0 on U and thus, since w = 0 outside U, that w = 0 on
B4. The strong convergence in (7.131) therefore shows that

Wy, — 0 strongly in H!(8,) as n — oo. (7.134)

To conclude the proof, recall (7.130) and notice that any function ¢ € Hé (T,)
can be considered, after extension by 0 outside 7},, as a function in H(} (B,) with
ez, = 1l (,)- Hence, by definition of the norms in H™Y(B4) and H™\(T;,),

V—‘jn‘P Wn@
Wnllg-1(8,) = sup /Bd—z sup /Tn—

el lelma — Mallata, =1
peH (8 IPIHNB.)  perl(T,) 1PH/(T,)
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On the other hand, property (7.134) shows that the left-hand side goes to O asn — oo,
which establishes the contradiction. a

Remark 7.51 (Second Korn inequality in L9). Following [74, Remark IV.1.1], we
could as well establish a uniform local second Korn inequality in L? spaces, with
1 < g < oo, rather than in the L? space.






Chapter 8
Stokes

In this chapter, we apply the HHO method to the discretisation of the steady Stokes
problem, which models fluid flows where convective inertial forces are small com-
pared to viscous forces. From a physical point of view, the Stokes problem is obtained
writing momentum and mass balance equations. In the case of a uniform density
fluid, the mass balance translates into a zero-divergence constraint on the velocity,
enabling an interpretation as a constrained minimisation (saddle-point) problem with
the pressure acting as the Lagrange multiplier; see Remark 8.7. As a consequence, the
well-posedness of the Stokes problem hinges on an inf—sup rather than a coercivity
condition. This property has to be reproduced at the discrete level, which typically
requires to select the discrete spaces for the velocity and pressure so that the discrete
divergence operator from the former to the latter is surjective. In the context of Finite
Element methods, a large effort has been devoted to devising inf—sup stable space
couples; see, e.g., the discussions in [250, Chapter 9], [182, Chapter 4], and [57,
Chapter 8]. As we will see, in the framework of HHO methods this can be achieved
via a suitably designed divergence reconstruction operator.

The chapter is organised as follows. In Section 8.1 we establish the continuous
setting for the model, state the weak formulation, discuss the continuous inf—sup
condition and, for the sake of completeness, sketch its proof.

In Section 8.2 we describe local constructions required to design the HHO scheme.
After introducing the local space of discrete velocity unknowns, we define two local
reconstruction operators, one for the velocity and one for its divergence. The velocity
reconstruction is designed so that its composition with the local interpolator coincides
with the elliptic projector. The divergence reconstruction, on the other hand, yields
the L2-orthogonal projector when composed with the interpolator. This commutation
property plays a crucial role in the proof of the discrete inf—sup condition.

In Section 8.3 we discuss the discrete problem. After introducing the global
spaces of discrete unknowns for the velocity and the pressure, we prove a second key
property for the discrete inf-sup condition, namely the uniform H'-boundedness of
the velocity interpolator. Together with the commutation property for the pressure,
this expresses the fact that the latter is a Fortin interpolator. We next discuss the
discretisation of the various terms in the Stokes equations. The viscous term is

343
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discretised by adapting the bilinear form for the Poisson problem to the vector case.
The pressure—velocity coupling term, on the other hand, hinges on the discrete
divergence reconstruction introduced in the previous section. A central result of this
section is the proof of consistency and inf—sup stability for the discrete pressure—
velocity coupling bilinear form. In Section 8.4 we derive a reformulation of the HHO
method in terms of numerical fluxes, which shows that both momentum and mass
are conserved inside each element and that the corresponding fluxes are continuous
across interfaces.

In Section 8.5, we carry out an error analysis. We first derive energy error estimates
showing, for smooth enough solutions, convergence in h**! (with 7 and k > 0
denoting, as usual, the meshsize and polynomial degree, respectively) for a H'-like
norm of the velocity error and the L?-norm of the pressure error. We next derive
an improved L’-error estimate in 4%+ for the velocity under an elliptic regularity
assumption. These theoretical estimates are illustrated by a numerical example.

Finally, in Section 8.6 we discuss a variation of the method which delivers an
error estimate for the velocity independent of both the pressure and the viscosity. In
practice, this property is relevant when dealing with large irrotational body forces,
as it typically delivers a better approximation of the velocity.

8.1 Model

In this section we discuss the continuous setting for the model.

8.1.1 The Stokes problem

Let d € {2,3}, and take Q C R4 that satisfies Assumption 1.3. We additionally
assume that Q has a Lipschitz continuous boundary, that is, for any x € dQ there is
a neighbourhood Oy of x in R such that Q N O, is in a suitable set of Cartesian
coordinates the epigraph of a Lipschitz-continuous function.

Let v > 0 denote a real number representing the kinematic viscosity, and let
f : Q — R? denote a body force. The steady Stokes problem for a uniform density,
Newtonian fluid consists in finding the velocity u : Q — R and the pressure
p : Q — R such that

—vAu +Vp=f in Q, (8.1a)
Vu=0 in Q, (8.1b)
u=90 on 0Q) (8.1¢)

/p=0. (8.1d)
Q
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Equation (8.1a) expresses the momentum balance. The first term in (8.1a) accounts
for viscous phenomena, and its expression is specialised to the case of uniform
kinematic viscosity: for variable viscosity, one should replace —vAu by —V-(vVsu),
with Vg denoting the symmetric gradient defined by (7.4). The second term in (8.1a)
represents an isotropic contribution to internal stresses which, as we will see, is
intimately linked to the enforcement of the incompressibility constraint (8.1b); see
Remark 8.7. To close problem (8.1a), we have considered for the sake of simplicity
the so-called wall (homogeneous Dirichlet) boundary condition (8.1c): the discussion
extends without difficulties to other standard boundary conditions. Finally, condition
(8.1d) is introduced to identify uniquely the pressure, which would otherwise be
defined only up to a constant.

Remark 8.1 (Constant kinematic viscosity). As we have assumed constant kinematic
viscosity, dividing (8.1a) by v and replacing p < v~'p and f « v~!f shows that
we could in fact have simply taken v = 1. This argument, however, does not apply
to the full Navier—Stokes problem owing to the presence of an additional nonlinear
term in (8.1a). Thus, in view of Chapter 9, we will keep the kinematic viscosity
throughout this chapter, with the exception of Section 8.5.2, which contains material
that will not be further developed in the context of the Navier—Stokes problem.

8.1.2 Weak formulation

We next discuss a standard weak formulation of the Stokes problem. For the sake
of uniformity with the sibling Chapter 9, the L2-product notation introduced in
Remark 1.14 will often be dropped in favour of integrals. When writing integrals,
both the integration variable and the measure are omitted as they can in all the cases
be inferred from the context. Similarly, L>-norms and inner products are explicitly
identified for the sake of coherence.

Assume f € L*(Q)¢ and define the following spaces for the velocity and the
pressure:

U:=H}(QY  P:= {q e L*(Q) : /q = 0} ) (8.2)
Q
A classical weak formulation of problem (8.1) reads: Find (#,p) € U X P such that
va(u,v) + b(v,p) = /f~v Vv eU, (8.3a)
Q
—b(u,q) =0 Vg € LX(Q), (8.3b)

with bilinear forms a : U x U — R and b : U x L*(Q) — R such that

a(w,v) = [)Vw:Vv, b(v,q) = —/Q(V~v) q, (8.4)
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where we remind the reader that the tensor inner product is such that, for all o, T €
o vd vd
RdXd, og.T = Zi:l Zj:l o_ijTij-

Remark 8.2 (Test space in (8.3b)). In (8.3b), it is possible to take LZ(Q) instead of P
as a test space because the following compatibility condition is verified:

- b(u,l) = /V-u :/ u-n=0, (8.5)
Q o)

where we have integrated by parts in the second passage and used the wall boundary
condition strongly incorporated in U to conclude.

An equivalent reformulation of problem (8.3) is obtained setting
X =UXP,

introducing the global bilinear form A : X x X — R such that, for all (w,r),(v,q) €
X,
A((w,r),(v,q)) = va(w,v) + b(v,r) — b(w,q), (8.6)

and writing: Find (u, p) € X such that

A(w.p).(r.q) = /Q fv Vg ex. 8.7)

The well-posedness of problem (8.3) (or, equivalently, (8.7)) hinges on two key
properties: (i) the coercivity of the bilinear form a, resulting from the Poincaré
inequality and (ii) the inf—sup stability of the bilinear form b which, as we will see,
corresponds to the surjectivity of the divergence operator in the pressure space.

8.1.3 Inf-sup stability of the pressure—velocity coupling

The latter property deserve a more in-depth discussion. We introduce the pressure—
velocity coupling operator such that

B:U>v+—— By =-VwveP. (8.8)

To check that, for any v € U, By has zero mean-value on Q (hence it belongs to P),
it suffices to proceed as in (8.5). Additionally, it is a simple matter to see that By is
the Riesz representation of the linear form b(v,-) in L*(Q) equipped with the usual
inner product (-, -)72(q), that is

(Bv.q)12) = b(v.q) Vg € L*(Q). (8.9)
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Lemma 8.3 (Continuous inf-sup condition). There exists a real number 8 > 0
only depending on Q such that, for all q € P, there is v, € U satisfying

qg=Bvyg=-Vv, and Blvgllpige < l9ll2q)- (8.10)

Moreover, property (8.10) is equivalent to the following inf-sup condition:

b(v,q)
Vg € P, Bllall2q) < sup  7———

. (8.11)
vev\ (0} VIl @)

Remark 8.4 (Properties (8.10)). The first condition in (8.10) expresses the fact that
B is surjective. The second condition in (8.10) is inferred from the Open Mapping
Theorem (see, e.g., [81, Theorem 2.6]), whose statement is recalled hereafter:

Theorem 8.5 (Open mapping). Let E and F be two Banach spaces, and let L be a
continuous linear operator from E to F that is surjective. Then, there is a constant
¢ > 0 such that Br(0,¢) ¢ L(BE(0,1)) where, with X Banach space and r > 0,
Bx(0,r) == {x € X : ||x|lx <r} denotes the open ball in X centred at 0 and of
radius r.

Hence, in particular, if x € E is such that ||x||[g = 1, then ||Lx||r > c. Applying this
resultto £ = U, F = P, and L = B, we infer the existence of 8 > 0 such that, for

q # 0, letting v, = qu and observing that |[94 |1y« = 1 by definition,

then [|BVy|| = % > 3, which is precisely the second condition in (8.10).

The fact that 8 depends only on  is motivated in Point (ii) of the following proof.

Proof (Lemma 8.3). The proof is classical, and can be found in several textbooks;
see, e.g. [59, 179, 198, 255]. It is summarised here to make the exposition self-
contained. We proceed in two steps: first, we prove that conditions (8.10) and (8.11)
are equivalent; then we show that the inf-sup condition (8.11) holds.

(i) Proof of the equivalence (8.10) <= (8.11). Let us assume that (8.10) holds.
Then, by definition of v, and (8.9),

2

b(V,q) b(v ,q) ||Q||L2(Q)
sup > 4 = > Bllqllr2q)
veo\ (0} Pl ollm@e  Ivgllai o)

which is precisely (8.11).

We now assume that (8.11) holds. We denote by U* := [H~!(Q)]¢ the dual space
of U, and we identify P with its dual space. Let B* : P — U™* be the adjoint operator
of B such that

Vq e P, <B*q’V>U*,U = (BV,q)LZ(Q) Yy € U,

where (-, -)y* p denotes the duality pairing between U* and U. Using the character-
isation (8.9) of B followed by the above equation, we have that
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b(v.q) (Bv.q)r2) (B*q,v)u*u
sup ———— = — = _—

= [IB*qlly~.
veo\ (0} IVl veovioy Plai@e  veovioy IV @)e

where the conclusion follows from the standard definition of the dual norm. Hence,
condition (8.11) can be reformulated as follows:

VYq € P, Bllgllz2q) < 1B*glly~- (8.12)
Condition (8.12) implies that
Ker(B*) = {0},

as can be checked observing that, for any g € P, if B*q = 0 then ||q|l;2q) <
BIB*qlly» = 0, i.e., g = 0since ||-||12(q) is a norm on P.

Let us now prove that Im(B*) is closed in U*. Let {B* ¢, },en be a converging
(and thus Cauchy) sequence in U™, for some sequence {gy, }en in P. Then by (8.12)
we have

lgn — Qm”LZ(Q) < ﬁil 1B*q, — B*qmlly+

which shows that {g; },en is a Cauchy sequence in P and thus converges toward
some g in this space. The continuity of B* then ensures that B*g,, — B*q, which
proves that Im(B*) is closed in U*.

We next apply the Closed Range Theorem (see, e.g., [182, Theorem A.34]), whose
statement is recalled hereafter:

Theorem 8.6 (Closed range). Let E and F be two real Banach spaces, and let L be
a continuous linear operator from E to F. Then, denoting by L* the adjoint operator
of L, the following statements are equivalent: (i) Im(L) is closed in F; (ii) Im(L*) is
closed in E; (iii) Im(L) = (Ker(L*))*; (iv) Im(L*) = (Ker(L))*.

By virtue of this theorem, having proved that Im(B*) is closed in U*, it follows that
Im(B) = (Ker(B*))* = {0}* = P, i.e., B is surjective.

(ii) Proof of (8.12). We start with the following Necas inequality proved in [239]
under the Lipschitz assumption on Q: There exists C > 0 such that

Vg e L*(Q),  Cliglize) < lallu-1@ + IVqll g1y (8.13)

Reproducing the argument by contradiction used in Step (ii) of the proof of Lemma
7.7 to establish (7.128) with T = T,, = Q (fixing the domain eliminates the need to
consider star-shaped regions) shows the existence of C’ > 0 depending only on Q
such that

Vg € P, lallz-1 < C'lIVallg-1q)-
Combining this estimate with (8.13) shows that ||| .2(q) < c '+ DIVgllg-1@)
which is precisely (8.12) (with 8 = C(C” +1)~!) since B* is in fact the distributional
gradient from P to U™*. a

Remark 8.7 (Variational interpretation and role of the pressure). Problem (8.3) is
equivalent to the Lagrange multiplier formulation of the minimisation problem
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. 4 2
i (31901 g - [ f-v),

where the pressure acts as the Lagrange multiplier for the zero-divergence constraint.
The condition (8.11) ensures that V-U = P.

8.2 Local construction

We discuss here the local construction underlying the HHO discretisation of problem
(8.3). Throughout this section, we work on a fixed mesh element T € 7j,.

8.2.1 Local space of discrete velocity unknowns

The viscous term in (8.3a) is nothing but the vector version of the pure diffusion
operator studied in Chapter 2 obtained applying the latter component-wise. Thus,
its HHO discretisation hinges on the following local space of discrete velocity
unknowns, which is the natural adaptation to the vector case of the space defined by
(2.6):

Q’} = {KT =(r,(VF)Fes) VT € PYT) and vy € PK(F)? VF € 7—}}
The local interpolator I ’} CHY(T)? - U ; is such that
L];v = (ﬂ%kv,(ﬂ%kV)Fegcl.). (8.14)

We define on U’ ]} the local H'-like seminorm ||-||; 7 such that, for all vr el ’;,

1
2
”KTHI,T = (”VVT”iZ(T)dxd + |KT|%,6T)
); (8.15)

) -1 2
[vrlior = ( Z he Ve = vl
Fe¥r

where, as usual, the negative power of the diameter of F in the boundary seminorm
ensures that both contributions have the same scaling.
8.2.2 Velocity and divergence reconstructions

We next introduce the local reconstructions on which the HHO method hinges: (i) a
velocity reconstruction for use in the discretisation of the viscous term obtained by
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adapting (2.11) to the vector case and (ii) a divergence reconstruction for use in the
pressure—velocity coupling term.

Recalling the discussion of Section 2.1.3 for the scalar case, the local velocity
reconstruction r&*! : Uk — PK*I(T)4 is defined such that, for all v, € UX and all
we Pk+1(T)d,

/TVr?lKT;vW =—/TvT.Aw+ Z /I;VF'(VWIlTF) (8.16a)

Fe¥fr

and
/ vy —vr) = 0. (8.16b)

T
Notice that we have used the notation r’}” instead of p’;“ to avoid confusion with the
displacement reconstruction (7.39) introduced in Chapter 7, as well as with pressure
unknowns. Using the exact same arguments that lead to (2.14), we infer that, for any
v e H(T)4,

it ky = gl ly, (8.17)

where an’k“ denotes the vector version of the elliptic projector obtained applying the

scalar counterpart introduced in Definition 1.38 component-wise. This commutation
property is illustrated in Fig. 8.1.

Ik
1 d =T k
H(T) ——— Uz

1,k+1
T
T I.k+l
T

Pk+1 (T)d

Fig. 8.1: Tllustration of the commutation property (8.17) of r’;“.

To define the divergence reconstruction, let us start with an inspiring remark, in
a spirit similar to Sections 2.1.1, 3.1.3.1 and 4.2.1. Let v € HI(T)d. We have, for all
q € PXT),

Jona==[vva+ 3 [onrrrg

Fe¥r F

=—/7rg’kv-Vq+ Z /(n%kv-nrp)q, (8.18)
T F

Fefr

where we have used an integration by parts, and (1.56) to insert the projectors in the
second line after observing that Vg € P*"1(T)? < P¥(T)¢ and qFRTF € PX(F)4
for all F € F7. This formula shows that the L?-orthogonal projection of V-v on
PK(T) can be computed using the projections of v on PX(T)¢ and on P*(F)¢ for
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all F e Fr. It justifies the following definition of the divergence reconstruction
Dk : UX — PX(T): For all v, € U% and all g € PX(T),

/D]}ZTCI= _/VT'V‘]"' Z (vrnrr)q (8.19)
T T Fe%r F
= /(V'VT)CIJr Z /(VF - Vv7)nTF ¢, (8.20)
T FeFr F

where the second equation follows from the first one by an integration by parts. By
the Riesz representation theorem in PX(7) endowed with the L?*(T)-inner product,
D’; v, is well-defined. As a consequence of (8.18), and recalling the definition (8.14)
of the local interpolator, the following commutation property holds (see illustration
in Fig. 8.2): For allv € HY(T)?,

DIEy = 720* (V). (8.21)

H\(T)d — Y [X(T)

k 0,k
k

D
Uy ——— BY(D)

Fig. 8.2: Illustration of the commutation property (8.21) of D;.

Remark 8.8 (Local divergence operator). We notice, in passing, that this local di-
vergence operator D’; is the same as the one defined in (7.35): formula (8.19) can
indeed be recovered writing (7.33) with test function T = gl and ¢ spanning P*(T).

8.3 Discrete problem

In this section we define the global spaces of discrete velocity and pressure unknowns,
formulate the discrete counterparts of the viscous and pressure—velocity coupling
terms, and state the discrete problem.

8.3.1 Global spaces of discrete unknowns

The global space of discrete unknowns is defined as
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Ql;, = {Kh = ((VT)TE'];I,(VF)Fe”ﬁ,,) :

yr € YT VT € T and v € PK(F)? VF e ﬁ} (8.22)

Given y, € Qz for all T € 7, we denote by v, = (v7,(VF)res) € Ql} its
restriction to 7. We also define the broken polynomial function v;, € P¥(7;)¢ such
that

(vh)|T =vr YT € 7;,.

The discrete unknowns corresponding to a smooth function v € H'(Q)? are obtained
via the global interpolator I' fl CHY(Q) - U l;l such that

Iy = (Y )req, @ vVres,), (8.23)

We define on U Z the global H'-like seminorm ||-||1 5, such that, for all v R €U Z

1

2
vyl = (Z ||zT||%,T) , (8.24)

TeTh

with local seminorm ||-||;,7 given by (8.15). The following uniform boundedness
property of the global interpolator will be crucial to prove the discrete inf—sup
condition (8.36).

Proposition 8.9 (Boundedness of the global interpolator). There exists a real
number Cy > 0 independent of h, but possibly depending on d, o, and k, such that,
forallv € H'(Q)?,

IZ}vlln < Crlvlg gy (8.25)

Proof. Square the local boundedness property (2.9) applied to each component v;
of v = (v;)1<i<d, sumover T € 7, and over 1 < i < d, and take the square root of
the resulting inequality. O

With the above definitions, the global spaces of discrete unknowns for the velocity
and the pressure, respectively accounting for the wall boundary condition (8.1c) and
the zero-average condition (8.1d), are

Upo={v, €U; : vp =0 YFeF},

8.26
P;‘::Pk('ﬁ,)nP:{qheP"m):/Qqh=0}. 420

8.3.2 Viscous term

The viscous term is discretised by means of the bilinear form a;, : U’ ’;l x U fl - R
such that, for all w, v, € U},
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ap(wy,,v,) = Z ar(Wr, V), (8.27)
T,

where, in analogy with (2.15), the local contribution is such that
ar(Wr,vy) = / Vet W Ve e 4 st (W vy). (8.28)
Q

In the above expression, the first term in the right-hand side is the usual Galerkin
contribution responsible for consistency, while sy : Uk x U5 — R is a local
stabilisation bilinear form that satisfies the following conditions, adapting those in
Assumption 2.4 to the vector case.

Assumption 8.10 (Local stabilisation bilinear form sy) The local stabilisation bi-

linear form sy : U ; x U '72 — R satisfies the following properties:

(S1) Symmetry and positivity. sy is symmetric and positive semidefinite;

(S2) Stability and boundedness. There is a real number C, > 0 independent of h
and of T such that, for all v € Qk,

Gl 7 < ar(vy.vy) < Callvg i 7 (8.29)
(S3) Polynomial consistency. For all w € P**!(T) and all v, € U%, it holds
st(Lyw.vy) = 0.

As for the Poisson problem, viable local stabilisation bilinear forms can be obtained
penalising, in a least square sense, the high-order differences obtained through the
operators 6? : Ql} — PX(T)¢ and, for all F € Fr, 6§F : Ql} — P¥(F)? such that,
forall v, € Q§

Oy, =2l kv, —vr),  hpvy =l @k v, —vE) VF e 7. (830)

Specifically, the vector versions of the stabilisation bilinear forms discussed in Ex-
amples 2.7 and 2.8 are, respectively,

sr(ug,vy) = Z hg! /F(‘S§F£T — 671y )67 pyy —87vy)
Fefr

and

=2 [ sk k -1 k k
sr(ur,vy) = hy /6TET'6TKT+ Z hy /5TFET'6TFKT-
T Fe¥fr F

Lemma 8.11 (Properties of a;,). The bilinear form a;, enjoys the following proper-
ties:

(i) Stability and boundedness. For ally, € U K

1.0 it holds with C, as in (8.29) that
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_ . 1
G, l”Kh”lz,h < ”Kh”:ih < Ca”Kh”lz,h with “Kh”a,h = ah(Kh,Kh)z‘ (8.31)
(ii) Consistency. It holds for all r € {0,...,k} and all w € H)(Q)? N H™*(7;)¢
such that Aw € L>(Q)?,

sup 1Ea Wi v,)l S B Wiy, (8.32)
v, €Uk vy, lhon=1

where the hidden constant is independent of w and h, and the linear form

Eanw;-) : U ’;l o — R representing the consistency error is such that, for all
k
v, €U

Ean(wiy,) =~ / Aw vy — ap(Lyw,v,,). (8.33)
Q

Proof. Property (8.31) readily follows summing (8.29) over T € 7},. The proof of
property (8.32) is obtained repeating the arguments in Point (ii) of Lemma 2.18, with
the sole difference that the second factor in (2.47) is bounded by ||y, ||1,, instead of
¥}, lla,» (this is possible thanks to the norm equivalence proved in Point (i)). a

8.3.3 Pressure—velocity coupling

The pressure—velocity coupling is realised through the bilinear form by, : U’ fl X
P*(7;,) — R such that, for all v, € U} and all g, € P*(7,),

bu(v),.qn) = - Z /TD]%ZT qr, (8.34)

TeT,

where we have set, for all T € 7, gr = (gn)|r. The properties of the bilinear form
by, relevant for the analysis are summarised in the following lemma.

Lemma 8.12 (Properties of b,). The bilinear form by, enjoys the following proper-
ties:

(i) Consistency/1. For all v € H'(Q)?, it holds that
buLyv.qn) = b(v.qn)  Vqn € PX(Tp). (8.35)

(ii) Inf—sup stability. There is a real number Cy, > 0 independent of h, but possibly
depending on Q, d, o, and k, such that

br (¥ qn)
Vgn € Py, Gollgnllz2) < sup e

: (8.36)
v, €Uy \{0} v, ll1.n

(iii) Consistency/2. It holds, for all r € {0,. ..k} and all ¢ € H'(Q) N H"*(Ty,),
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sup 1E6.1(q: v )| < W glprn (g5, (8.37)

Yu EQﬁ,O,Ilzh l,n=1

where the hidden constant is independent of q and h, and the linear form
Evnlg;-) U ';l — R representing the consistency error is such that, for all

Y, € gﬁ»
Evnlq;vy,) = /QVq-Vh —by(¥,,. 7 ). (8.38)

Proof. (i) Consistency/I. It holds

buthr.an =~ Y [ Dithv ar

TeT, T

- Y, [
TeT, T

== Z (V-v) gr = b(v.qn),
Te7;, /T

where we have used the definition (8.34) of the bilinear form by, in the first line, the
commutation property (8.21) of the local discrete divergence operator in the second
line, the definition (1.56) of ﬂg’k together with the fact that g7 € PX(T) forall T € 7,
to pass to the third line, and the definition (8.4) of the bilinear form & to conclude.

(ii) Inf—sup stability. We start by noticing that the properties (8.25) and (8.35) express
the fact that I' ];l is a Fortin (or B-compatible) operator; see [193] and also [57, Section
5.4]. Let now g, € Pﬁ. From Lemma 8.3, we infer the existence of v, € H& Q)4
such that —=V-v,, = g, and B||vy, lm1 @« < llgnll 2 (@), with constant 8 depending
only on Q. Using the above fact, we get

||qh||1%2(g) == L(V'VQIz) qn = b(th,qh) = bh(!ﬁv‘Ih’qh)’

where we have used the definition (8.4) of the continuous pressure—velocity coupling
bilinear form b and the consistency property (8.35) of its discrete counterpart by,
with v = v, to conclude. Hence, denoting by S, the supremum in the right-hand
side of (8.36) and using (8.25), we can write

||61h||iz(g) <SullLivg, i < Sullva, e < Shllanllzzc)-

Simplifying yields (8.36).

(iii) Consistency/2. Integrating by parts element by element, and using the fact that
the jumps of ¢ € H'(Q) vanish across interfaces (use Lemma 1.21 with p = 2) and
that v is single-valued for all F € ﬁl while it vanishes on any F € 7—;}’ to insert it
into the second term, we can write
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/QVCI'Vh = _T;Th (/Tq (Vovr) + Z ‘/Fq (vr - VT)'"TF) . (8.39)

Fe¥r

On the other hand, recalling the definition (8.34) of b, and expanding, for all T € 7y,
D];KT according to (8.20) with ng’kq instead of ¢, we have that

by g) = = ( /T q(Vyr)+ Y /F n%"q(vF—vr)-nTp), (8.40)

TeT Fefr

where we have used the definition (1.56) of ﬂ;)-’k together with the fact that (V-vr) €
PK1(T)) ¢ PX(T) to remove the projector from the first term inside the summation
over T € 7j. Subtracting (8.40) from (8.39), taking absolute values, and using
generalised Holder inequalities with exponents (2,2, co) followed by [|n7 || < (p)a =
1 and hr < hr, we get

/ Vgvi - bh(zh,ﬂg"‘q)‘
Q

1 1
1 ok _1
< E E hipllg — 77 qll2ry hp” Ve = vrllapya 10T Fl Lo pya
TeT, Fe¥r

| 0k K (8.41)
< >0 > hillg =72 gl bt e = vl
TeT, FeFr
S Z h;"+]|Q|H’+‘(T)|KT|1,6T,
TeT;,

where we have concluded using the trace approximation properties (1.73) of the
L?*-orthogonal projector with [ = k, p = 2, s = r + 1, and m = 0. Using a discrete
Cauchy—Schwarz inequality on the sum over T € 7}, noticing that Ay < h for all
T € T, and recalling the definition (8.24) of the norm ||-||; » (see also (8.15)) gives

0,k
/Q Vavn = by 7% )| < K gl 19, s

Passing to the supremum over {Kh eUs, : lv,lin= 1} yields (8.37). o

8.3.4 Discrete problem and well-posedness

The HHO scheme for the approximation of problem (8.3) reads: Find (u,,ps) €
U ’;l X Pllj such that
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vah(gh,z,,)+bh(zh,ph)=/Qf'vh ¥y, € Up o (8.42a)

~bp(uy,qn) = 0 Van € PX(T). (8.42b)

Remark 8.13 (Test space in (8.42b)). Similarly to the continuous problem (see Re-

mark 8.2), it holds that —bj(v,,1) = 0 forall y, € Qﬁ o» Which allows one to take
the full broken polynomial space PX(7j) instead of its zero-average subspace P{i as
a test space in (8.42b). To check this property, lety, € U’ ';l o and use the definitions

(8.34) of the bilinear form by, and (8.19) of the discrete divergence operator to write:

bh(zh’l) == Z /D];'KT
T

TeT,

DI R

TeT, FeFr

=- Z Z /VF'nTF=0,

Fer, TeTdr Y F

where the conclusion follows using the fact that v ¢ is single-valued on every interface
F € ¥, (so that, in particular, Y7 cq; fF vr-nrp = 0), while it vanishes on every

boundary face F € 7.

Remark 8.14 (Efficient implementation). As originally noticed in [154, Section 6.2],
when solving the system of algebraic equations corresponding to (8.42), all element-
based velocity unknowns and all but one pressure unknown per element can be
locally eliminated at each iteration by computing the corresponding Schur comple-
ment element-wise. Since all the computations are local, this static condensation
procedure is a trivially parallel task which can fully benefit from multi-thread and
multi-processor architectures. As a result, after eliminating the velocity unknowns
corresponding to Dirichlet boundary conditions, we end up solving a linear system
of size

i[k+d-1

Naot.h = dcard(?ﬁ)( J-1 ) + card(7y). (8.43)

As for the continuous problem, an equivalent reformulation can be obtained setting
k ._ prk k

Xy, =Up 0 X Py, (8.44)

introducing the global bilinear form A : X;’l‘ X X}’: — R such that, for all
(Eh"’h),(ﬁh,%) € Xk’

An((Wy,s 1), W5 qn)) = vap(w,,,v,) + b (v, 1) — bu(w,,, gn), (8.45)

and writing: Find (u,,, py) € X} such that
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Ay pi)s (o) = /Q Fon V. € XE. (8.46)

To study the well-posedness of the discrete problem, we need the following dis-
crete Poincaré inequality, which immediately follows from the scalar case proved in

. k
Lemma 2.15: Forally, € U, ,

Vall2@ye < Cellvyllin. (8.47)

Lemma 8.15 (Well-posedness of problem (8.42)). Problem (8.42) (or, equiva-
lently, (8.46)) is well-posed, and we have the following a priori bounds for the
unique discrete solution (u,, py) € Qﬁ’o X P;l‘:

Vgl < CCollf e Ipnlliay < G (1+C2) Collfllaape (848)

with C, as in (8.29), Gy as in (8.36), and Cp as in (8.47).

The proof hinges on the following result, which constitutes a special case of [182,
Theorem 2.34].

Lemma 8.16 (Well-posedness of saddle point problems). Let U and P be two
reflexive Banach spaces, let a : UXU — Randb : UX P — R denote two bounded
bilinear forms, and let £ € U* and g € P*, with U* and P* denoting the dual spaces
of U and P, respectively. Further assume that:

(i) The bilinear form a is U-coercive, i.e., there exists a real number a > 0 such
that, forallv € U,
2 .
a|vlly < a(v,v);

(ii) The bilinear form b is inf—sup stable, i.e., there exists a real number 3 > 0 such
that, for all g € P,

b(v,q)
Bllglle < sup =,
veu\ {0} [IV]l

Then, the problem: Find (u,p) € U X P such that
a(u,v) +b(v,p) = (£,V)uxu Vv e,
—b(u,q) =<9, q)p+p  Vq€EP,

is well-posed, i.e., it admits a unique solution for which the following a priori bound
holds:

lully < Cill£llox + CalIgllp+, Iplle < Coll£llus + C3ligllex, (8.49)

where C; = L C, = % (1 + —”aﬂfxu), and C; = _”afl),'gxu (1 + —”aﬂfxu).

a

Proof (Lemma 8.15). We apply Lemma 8.16 withU = U ﬁ o €quipped with the norm
v%||-||1,h, P= Pﬁ equipped with the norm v‘%||-||Lz(Q), a = vay, (so that, by (8.31),
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the coercivity constant is @ = C; !"and it holds ||a|lyxy < Ca), b = by, (so that, by

(8.36), the inf—sup constant is 8 = Gy), (£, v)y»y = /Qf-v, and (g,q)px p = 0. The
a priori bounds (8.48) follow (8.49) after estimating

(£ vy o] = ' /Q fo

so that, in particular, || f|jy» < V_%CP”f”LZ(Q)d. |

_1 1
< ez el < v 26N fll2@pe v2 NIy llm,

8.4 Flux formulation

Denote by (u,p) € U x P the unique solution to (8.3) and assume, for the sake
of simplicity, that u € H*(7;)? and p € H'(7;). At the continuous level, we
have the following local momentum and mass balances: For all T € 7, and all
(vr.qr) € PYT) x PK(T),

/vVu:VvT—/p(V-vT)+Z /(—Vu + play)r nF VT :/f-vT (8.50a)
T T F T

Fe¥r

[uvar- [@rnreyer=0. @500
T F

Here, for any F € ¥r, the quantities (—vVu + pId)|T nyr and —ur-n7p can be
interpreted, respectively, as the momentum and mass fluxes exiting T through F.
Using Lemma 1.17 with 7 successively equal to the rows of (—Vu + pl;) for the
momentum flux and T = u for the mass flux, we infer that their normal traces are
continuous across interfaces: For all F € 7_—}11 such that F c 9Ty N 0T, with distinct
mesh elements 71,T> € 7y, it holds that

(=vVu + pla)ip, nryr + (—vVu + pla) g, nyr =0, (8.51a)

ui-npF + U = 0. (8.51b)

We notice, in passing, that the stronger condition u |7, = u 5, holds for the traces
of the velocity on either side of F as a result of the regularity u € U together
with Lemma 1.21 applied component-wise with p = 2. Notice that the conservation
property (8.51) can be formulated with weaker regularity, but we do not further
develop this point here as it is not relevant for our purposes.

The goal of this section is to show that discrete counterparts of (8.50)—(8.51) hold
for the discrete solution. Following the discussion in Section 2.2.5, to identify the
viscous contribution to the momentum flux, we introduce the boundary difference
space

Dy = {ay = (@p)rer, = ar €PX(F)! VF e T7},
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along with the boundary residual operator R, == (R%)res; : Uk — D, such
that, for all y,. € Q’;,

- Z /RI;"FKT'O’F =s7 (v, (0, @457)) Va,r EQ](%T' (8.52)
Fefr F

Lemma 8.17 (Flux formulation). Let M, denote a polytopal mesh in the
sense of Definition 1.4. Assume that, for any T € Ty, the stabilisation bilinear
form st satisfies Assumption 8.10. Let (w,,, p,) € Qﬁ,O X P}]; and, forall T € Ty,
and all F € Fr, define the numerical normal trace of the viscous momentum
Sflux as follows:

visc — k+1 k
Oy (ur)=v (—VrT Urntr + RTFET)’

with RY. . defined by (8.52).
Then (u;,,py) is the unique solution to the discrete problem (8.42) (or,
equivalently, (8.46)) if and only if the following two properties hold:

(i) Local momentum and mass balance. For all T € Ty, and all (vr,qr) €
PX(T)4 x PX(T),

/er?lgT:VvT—/pT (V-vr)
T 7

" Z /F ((D;i;?c(ﬂr) +PT"TF) VT = ‘/Tf~vT, (8.53a)

Fefr

/T ur-Var— Y /F e = 0 (8.53b)

Fe¥r

(ii) Continuity of the numerical normal traces of the momentum and mass
fluxes. For any interface F € ﬁ such that F C 0Ty N 0T, for distinct
mesh elements T\, T> € Ty, it holds

(cp;ﬁg(gn) T — F) + ((I)}i;lf-(gTz) p— F) -0, (854)

UFRTF + UF AT, F = 0. (854b)

Proof. The proof adapts that of Lemma 2.21 accounting for the following differences:
first, the velocity is a vector-valued unknown; second, the continuity of the mass flux
is not enforced by the scheme, but rather built into the single-valuedness of face
velocity unknowns.

The following equivalent expression for the viscous bilinear form a;, defined by
(8.27) is inferred as in Lemma 2.25, where the scalar case is considered: For all
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Y, € Qﬁ,o’
Vah(ﬂh’ﬁh)
. 8.55
= Z V/Vr];“gT:VvT— Z (D;};.E(ZT)'(VF—VT)l' (853
TeT, T FeFr

Moreover, writing the definition (8.34) of by, for g5, = pj, and expanding, for all
T € Tn, Dy, according to (8.20) with ¢ = pr, we obtain

/TPT (Vovr) + Z /FPT'lTF'(VF _VT)l~ (8.56)

Fefr

br(vy.pn) = - Z

TeT,

Plugging (8.55) and (8.56) into the discrete momentum equation (8.42a), and ex-
panding D’YE in (8.42b) (see also (8.34)) according to its definition (8.19), we see that
(@,,, pr) solves (8.42) if and only if, for all y, € Ql’i oandall g, € PX(T5),

2

TeT,

/er?*lgT:VvT—/‘pr (Vevr)
T T

* Z /((D;iis‘-*c(ﬂT)"'PTnTF)'(VT_VF)l = Z fyvr (8.57)
F Teq;, /T

Fe¥r

T;,Z ('/T ur-Vqr - Z /F(uF-nTF)qT) =0. (8.58)

FeFr

The momentum flux balance (8.53a) and conservativity (8.54a) follow from (8.57) as
in the proof of Lemma 2.25, by selecting as test vectors v, elements of the canonical
basis of U’ ];;: (8.53a) is obtained by taking v, such that v spans PK(T)? for a selected
mesh element T € 7j, while vy = 0forall 77 € 7, \ {T} and vy = 0 for all F € Fp;
(8.54a) corresponds to v, such that vy = 0 for all T € T, vp spans PX(F)? for
a selected interface F € 7—; such that F c 9T; N 9T, for distinct mesh elements
1,17, € Ty, and v =0 forall F' € F, \ {F}.

The mass balance equation (8.53b) clearly corresponds to testing (8.58) against
the canonical basis of P*(7}), obtained by selecting, for each element T € 7, gy,
such that g7 spans PX(T) while g7~ = 0 for all 77 € 75, \ {T'}. We notice here that
being able to take P¥(T’), and not just P}]:, as space for the test functions in (8.42b) is
crucial; see Remark 8.13 on this subject.

Finally, the continuity of the mass fluxes expressed by (8.54b) is an immediate
consequence of the single-valuedness of face unknowns, and the fact that ny r +
nt,r = 0 whenever F is an interface between the two cells 71, 75. |
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8.5 Error analysis

We carry out in this section the convergence analysis for the HHO scheme (8.42).

8.5.1 Energy error estimate

We start, as usual, by a convergence estimate for the discretisation error measured
in discrete norm of X;’f which we take such that, for all (v e qn) € X, k, in accordance
with (A.17) and the choice of norms made in the proof of Lemma 8.15,

1
1 gl = (VI + v lanlZagy) (8.59)

Theorem 8.18 (Discrete energy error estimate). Ler (M},), cq¢ denote a reg-
ular mesh sequence in the sense of Definition 1.9. Let a polynomial degree
k > 0 be fixed. Let (u, p) € U X P denote the unique solution to the continuous
problem (8.3) (or, equivalently, (8.7)), for which we assume the additional
regularity u € H™**(7;,)% and p € H'(Q) N H"*Y(Ty,) for some r € {0, .. .,k}.
For all h € H, let (w,,pp) € Q’Z’O X Pﬁ denote the unique solution to the
discrete problem (8.42) (or, equivalently, (8.46)) with stabilisation bilinear
forms sy, T € Ty, in (8.28) satisfying Assumptions 8.10. Then,

k 0,k
(e, = Ly, pr = 7, p)lx

- 1 _1
< Cﬂlhr+1 (V2 |u|Hr+2(771)d +v 2 |p|H”1(7ﬂ)) s (860)

where the hidden constant is independent of u, p, h and v, while C 5 depends
on the stability constants of aj, (see (8.31)) and by, (see (8.36)) according to

2
Ca = [cg (1 +2Cg2c§) +4cg2] . (8.61)

D=

Proof. We invoke Corollary A.13 withU = U,P = P, U, = U ’;1,0 equipped with
the norm v2 |I-|li.» and the velocity interpolator I, = I' ’;l, P, = P;l‘ equipped with
the norm v~2 [Ilz2(qy) and the pressure interpolator J, = 7%k a, = vay, (so that, by
(8.31), @ = C;! and ||aply,xu, < Ca)s bn = by (so that, by (8.36), B = Cp). With
these choices, it follows from Lemma A.11 that A, satisfies an inf—sup condition
on X{l‘ with constant given by (8.61). Moreover, since (8.1) holds almost everywhere

in Q, we have f = —vAu + Vp and the consistency error defined by (A.22) can be
written
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&, (. p): (v,.q1)) = /Q Fon—van(IEu,v,) - bu(v,. 7 p)

+ by (L5 u,qn) (8.62)

=v (—/Au-vh - ah(y;lu,gh))
Q

+ (/ Vpvy — bh(Kh,n'g’kp)) +bu(Iku,qn).  (8.63)
Q

Using the definitions (8.33) of the viscous consistency error and (8.38) of the
pressure—velocity coupling consistency error for the first two terms in parenthe-
ses, along with the consistency property (8.37) of by, together with the mass balance
equation (8.3b) to write bh(L';lu, qn) = b(u,qp) = 0, we obtain

Sh((u,P); (Kh’ q}z)) = V8a,h(u;Kh) + 8b,h(]7;£h)~

Hence, by the consistency properties (8.32) and (8.37) of the bilinear forms a; and
by, respectively, it is inferred, with ||-||x » + denoting the norm dual to ||-||x ,

1 _1
18, (. p): (v gi)lIx s < B (vzlulyr+2<7z>d +v72 IleM(m)’ (8.64)

and the conclusion follows. O

8.5.2 Improved L*-error estimates for the velocity

In this section we derive improved L2-error estimates for the velocity. For the sake
of simplicity, this is done under the assumption

v=1 (8.65)
As for the Poisson problem, we need further regularity for the continuous operator,

as made precise by the following assumption.

Assumption 8.19 (Elliptic regularity for the Stokes problem) For all g €
L*(Q)?, the unique solution of the problem: Find (wg,rg) € X such that

Awgr) )= [ gy Vo9 eX (8.66)
satisfies the a priori estimate

Iwellz2 e + gl @) < CligliLaqs (8.67)
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and the real number C depends only on Q.

Conditions under which this elliptic regularity property holds can be found, e.g.,
in [13, 100].

Remark 8.20 (Elliptic regularity for the dual problem). We notice that Assumption
8.19 implies elliptic regularity also for the dual problem. Specifically, given g €
L*(Q)4, the dual problem reads: Find (zg»Sg) € X such that

A((v,q),(zg,5g)) = ‘/Qg~v Y(v,q) € X. (8.68)

The definition (8.6) of A shows that (zg,—sg) solves the primal problem with the
same right-hand side so that, by (8.67), we have the a priori estimate

lzglla2 e + lIsellai) < Cligllaa- (8.69)

The L2-error estimate is expressed in terms of the global velocity reconstruction
rpth Uy — PA1(7,)? such that, for all v, € U},

v =iy, VT e Ty (8.70)

Theorem 8.21 (L-error estimate for the velocity). Ler (M, ) denote a
regular mesh sequence in the sense of Definition 1.9. Let a polynomial degree
k > 0 be fixed. Let (u,p) € X denote the unique solution of the continuous
problem (8.3), for which we assume the additional regularity u € H"**(7;)?
and p € H\(Q) N H*\(T,) for some r € {0,...,k}. For all h € H, let
(w,,pn) € le denote the unique solution to the discrete problem (8.42) with
stabilisation bilinear forms sy, T € Ty, in (8.28) satisfying Assumption 8.10.
Under Assumption 8.19, and further assuming that f € H\(7;)¢ if k = 0, it
holds

P2\ S e (g5, ifk =0,

; 8.71)
/’lr+2 (lulHr+2(7;l)d + |p|Hr+1(771)) lfk > 1,

k+1
||rh+ uy —ullpxqe S {

with hidden constant independent of h, but possibly depending on Q, d, o, and
k.

The proof of Theorem 8.21 follows the arguments of the proof of Theorem 2.32
(not repeated here for the sake of brevity) where the following lemma plays the role
of Lemma 2.33.
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Lemma 8.22 (Superconvergence of velocity element unknowns). Under the as-
sumptions and notations of Theorem 8.21, it holds that

R e (75,4 ifk =0,
= 7 iz 53,00 (1 . (8.72)
h (|u|HH2(W + |p|H,+,(m) ifk>1,
where, for any v € L'(Q)4, ﬂg’kv is the L*-orthogonal projection of v on the broken

polynomial space PX(T;)¢ obtained applying the scalar version defined by (1.57)

component-wise, that is, (Jr?l’kv)w = n%kvV forall T € Ty,

Proof. The result follows from Lemma A.14 with the same setting as in Theorem
8.18 after accounting for (8.65), thatis U = U,P = P, U, = Q’;L o €quipped with
the ||-|l1,,-norm and the velocity interpolator I, = Lﬁ, P, = P;’f equipped with
0,k
h b
additionally let L = L*(Q)? with velocity reconstruction rj, equal to the mapping
Ul 3y, vy € PKT,)A.

With this setting, taking (gg, sg) the solution to the dual problem (8.68) with given

body force g € L*(Q)¢ and letting, for the sake of brevity,

the L?-norm and the pressure interpolator J, = & an = ay, and b, = by,. We

P 4 5, = 0K 5 .—Jk s . -0k
i, =Lu, Ph =T, D, 2gn = Iz, Sg.h =T, Sg,

the error estimate (A.27) translates into

lwn = @nllr2q)e

N A d .
< (wy, = @y, pn = pi)llx.n sup 1€, (zgs5¢)3 x.hx
2eL2Q).lgll, 2y <!

&1

+ sup E,(w.p)i (2, ,-8g.0) (8.73)
2ELXQ), gl 2gpa <1

&

where the primal consistency error &, ((, p);-) is given by (8.63), while the dual
consistency error is such that, for any (v,,qn) € Xk,

8 ersei 00 = [ 8= A0 By ien) 870

The error estimate (8.72) follows from (8.73) after bounding the terms in the right-
hand side.

(i) Estimate of &1. The first factor in &; is readily estimated using (8.60) as follows:

Iy, = ity = Pr)llxn < B (|u|Hr+2(¢,,)d + |p|Hr+1('77,)) : (8.75)
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Noticing that the dual consistency error (8.74) is identical to the primal consistency
error (8.62) with (u, p, f) replaced by (zg, 5g,g) and the terms by, replaced by —by,,
the second factor in &, is estimated by using (8.64) with r = 1 and invoking the
regularity property (8.69):

sup €8 (zgs 5g); lx v < . (8.76)
gL Q)7 llglly 2 gy <1

Combining (8.75) and (8.76), we get

&1 < W ([ulpgrogyya + Plirerc) - 8.77)

(ii) Estimate of &,. To estimate the primal-dual consistency error, we distinguish two
different cases: k > 1 and k = 0.

(ii.A) The case k > 1. Recalling that (8.1a) is satisfied almost everywhere in Q,
we can replace f by —Au + Vp in the expression (8.63) of the consistency error
evaluated at (v,,,qn) = (2 e Sg.n) to write

&, (0.0 Gy o Se) = = [ Bt —unliy 2 ,)

T
+va‘2g,h_bh(zg,;ﬂp’\h)+bh(§g’ha§g,h)-
—
T I

Proceeding as in Point (ii.A) of the proof of Lemma 2.33 and using (8.69), we get
for the first term
1Tul < B |l gy e llg -

For the second term, using (8.41) with g = pand v, = gg , together with hy < h

for all T € 7, and a discrete Cauchy—Schwarz inequality on the sum over T € 7},
we obtain

1

:

1 5 2 2

%2l < W plgro ) ( >, |gg,,,|1,aT) S W2 plgr )|z s
TeT,

where the conclusion follows estimating the discrete boundary seminorm as in (2.76).
Finally, by the consistency property (8.35) of b, applied to v = z5 and g, = §g 1,
and since V-z, = 0, we have

I3 =0.

Using the above bounds for Ty,. .., T3, we conclude that
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& < W2 (|u|H,+2(Th)d + |p|Hr+1(¢h)) ifk>1. (8.78)

(ii.B) The case k = 0. This time we start from a different decomposition of the
primal-dual consistency error. Proceeding as in Point (ii.B) in the proof of Lemma
2.33, we notice that

0,0 0,0
/f'”h zg:/”h fzg
Q Q

- [ r -z [ 12

= /Q (@)°f = f)(zg 70 z) + /Q (—Au + Vp)-z,
= /Q(nz’of = f)(zg - ﬂ(,)l’ozg) + /QVu:Vzg - Zg),

where we have used f = —Au + Vp and the definition of the L>-orthogonal projector
to insert 71'2’02 ¢ in the third line, an integration by parts to pass to the fourth line, and
recalled the fact that V-zg = 0 to cancel the last term in the right-hand side. Plugging
this expression into the definition (8.62) of the consistency error with v, = Z,, we

can write

Sh((u»p);(ég’h, fg,h)) = [)(ng’gf _f)'(Zg _ 772’01g)

T

b [ VT iy ) On(Ey ) + 01y S
i , ,

5 s
For the first term, using the approximation properties (1.72) of the L?-orthogonal
projector with X successively equal to the elements in 7, = k, p =2, and m = 1,
it is readily inferred

1T1] S 121 |1 | 2g L e
For the second term, proceeding as in Point (ii.B) of the proof of Lemma 2.33, we
get

%2l S 1Pl |z gy
Finally, recalling the consistency property (8.35) of b;, and the fact that V-u =
V-zg = 0, we have for the third term

I3 =0.

Using the above bounds for Ty,..., T3 to estimate the dual norm of the primal-
dual consistency error, and recalling that, by the elliptic regularity estimate (8.67),
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lulg2 ) + 1Pl @) S 1 l2)e < Il (g;)4. we conclude that

& < W\ f llpp(gyya if k = 0. (8.79)

(iii) Conclusion. Plug the estimates (8.77), (8.78), and (8.79) into (8.73). |

8.5.3 Other hybrid methods

Several hybrid methods have been developed for the Stokes problem on standard
meshes. In the Hybridisable Discontinuous Galerkin method of [241], polynomials of
total degree k are used for the flux, velocity, and pressure variables, and convergence
in W**1 is experimentally observed for the L?-norm of the error in each variable
(recall that, in our case, the L?-norm of the velocity converges as h5*2 see Theorem
8.21). Similar considerations apply to the methods considered in [125]. In [220], the
authors propose a Hybridisable Discontinuous Galerkin method where the velocity
unknowns are polynomials of total degree k at mesh elements and faces. Also in this
case, the L?-norm of the errors on both the velocity and the pressure converges as
1**1. In [181], on the other hand, a method based on polynomials of total degree
k for the velocity and (k — 1) for the pressure is proposed, and its ip-convergence
analysis is carried out. In this case, both the L?-norms of the strain rate and of the
pressure converge as h*. Moving to general polyhedral meshes, we can cite: the
original HHO method of [8], which hinges on the hybridised version of the Mixed
High-Order method for the viscous terms (see Section 5.4) and an equal-order, fully
discontinuous approximation of the pressure; the nonconforming Virtual Element
method of [93], which takes element-based velocity unknowns one degree less
than face-based velocity unknowns and pressure unknowns; the two-dimensional
H (div; Q)-conforming Virtual Element method of [51], where the velocity degrees
of freedom include, for any T € 7;, and k > 2, nodal and edge values, moments with
respect to the L?-orthogonal complement of VP*~!(T) in P*=%(T)¢, and polynomial
moments of the divergence up to degree (k — 1).

8.5.4 Numerical example

We close this section with a numerical example that corroborates the theoretical
results. We let Q = (0,1)> and consider the exact solution with v = 1, velocity
components

u1(x) = —e* (xp cos xp + sin x»), ur(x) = ' x sin xy,

and pressure
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p(x) =2¢e*" sinx; —2(e — 1)(1 —cos 1).

The domain is discretised by means of a refined sequence of unstructured triangular
meshes, the first four refinements of which are depicted in Fig. 3.1a. We consider
polynomial degrees k € {0,...,3}. We report in Table 8.1 the following quantities:
@) |y, = I flu |la,n, the error on the velocity measured in the norm associated with
the viscous bilinear form a; — notice that, recalling the norm equivalence (8.31),
an estimate analogous to (8.60) holds for this quantity; (ii) ||uj — ng’ku lL2(q)a» the
L?-error on the velocity; and (iii) ||py, — 7r2’k Pllr2 @) the L?-error for the pressure. All
errors are relative to the corresponding norms of the discrete solution. The number
of degrees of freedom Ngor,, corresponds to the number of unknowns after static
condensation and is defined by (8.43). In each case, we display the Estimated Order
of Convergence (EOC) which, denoting by e; an error on the ith mesh refinement, is

computed as

_ loge; —loge;t

EOC (8.80)

~ log h; —log hiyy

As expected, the first two error measures converge as #*!, whereas the third one

converges as K52 For the last two mesh refinements with k = 3, a saturation of the
error is observed, with a decreased convergence rate for the velocity (but not for the
pressure).

8.6 A pressure-robust variation

In this section we consider a variation of the HHO method (8.42) which delivers
an estimate of the velocity independent of both the pressure and the viscosity, and
which is therefore referred to as pressure-robust.

8.6.1 A key remark

We start by highlighting a key property of the continuous problem, namely that
modifying the irrotational part of the body force only affects the pressure, not the
velocity.

Proposition 8.23 (Independence of the velocity from irrotational body forces).
For any y € H\(Q), if (u, p) € U x P solves the weak problem (8.3) with body force
[ then, denoting by (@i, p) € U X P the solution of the weak problem with body force

f+Vy, it holds (@1, p) = (u,p + ).

Proof. By definition, (i, p) sastisfies
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Table 8.1: Two-dimensional test case. Starred orders of convergence are affected by
machine precision.

Naot,n | lleey, = I¥ullay BOC |lluey, = 70 ull 2 pa EOC |llpn = 72* pllp2i) EOC

k=0
134 4.54e-01 - 2.10e-02 - 2.25e-01 -
574 2.60e-01 0.81 5.98e-03 1.82 9.95e-02 1.18
2366 1.42e-01 0.87 1.67e-03 1.84 4.58e-02 1.12
9274 7.19e-02 0.98 4.29¢-04 1.96 2.27e-02 1.01
38048 3.56e-02 1.01 1.05e-04 2.03 1.11e-02 1.03
k=1
268 2.46e-02 - 4.06e-04 - 1.32e-02 -
1148 6.68e-03 1.88 5.79e-05 2.81 4.09e-03 1.69
4732 1.81e-03 1.88 8.00e-06 2.86 1.06e-03 1.95
18548 4.58e-04 1.98 9.98e-07 3.00 2.62e-04 2.02
76096 1.15e-04 2.00 1.24e-07 3.01 6.50e-05 2.01
k=2
402 1.11e-03 - 1.50e-05 - 7.07e-04 -
1722 1.35e-04 3.04 8.81e-07 4.09 8.51e-05 3.05
7098 1.88e-05 2.85 6.13e-08 3.84 1.11e-05 293
27822 2.39e-06 2.97 3.90e-09 3.97 1.40e-06 2.99
114144 2.91e-07 3.04 2.38e-10 4.03 1.72e-07 3.03
k=3
536 2.51e-05 - 3.10e-07 - 1.77e-05 -
2296 1.70e-06 3.88 9.58e-09 5.02 1.09e-06 4.03
9464 1.22e-07 3.80 3.65e-10 4.72 7.67e-08 3.82
37096 3.48e-08 1.81* 4.75e-11 2.94* 4.84e-09 3.99*
152192 8.49¢-08 -1.29* 5.70e-11 -0.26" 4.64e-10 3.38"

va(ﬁ,v)+b(v,ﬁ)=/(f+Vx/x)-v Vv e U,
Q
—b(it,q) =0 Vg € L3(Q).

Integrating by parts the second contribution in the right-hand side of the momentum
equation and recalling the definition (8.4) of the bilinear form b, we can write

/ Vv = — / (V) + M = b(v, ), (8.81)
Q Q

where n denotes the unit normal vector field on Q with exterior orientation, and we
have used the fact that v has zero trace on dQ to cancel the boundary term. Hence,
rearranging, we have that
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va(ft,v)+b(v,ﬁ—w)=/f~v Vv eU,
Q
—b(it,q) =0 Vg € LX(Q).

From the well-posedness of problem (8.3) we deduce that (u, p) = (i, p — ), so that
(@,p) = (u,p + ). O

8.6.2 An abstract modification of the right-hand side

It can be checked that a discrete counterpart of the property highlighted in the
previous section does not hold for the scheme (8.42). The reason is that relation
(8.81) fails at the discrete level. This remark prompts us to consider the following
variation of the scheme: Find (&, py) € U ’;l X P,’j such that

vap(u,,.v,) +bu(vy.pn) = Gu(f.v,) Vv, € Uj (8.82a)
~bu(,,qn) =0 Van € PX(Th), (8.82b)

where the discretisation of the body force satisfies the following assumption.

Assumption 8.24 (Pressure-robust discretisation of body forces) The bili-
near form €, : LA(Q)¢ x U Z o — Rsatisfies the following properties:

(L1) Velocity invariance. For all € H'(Q),
G(Vv,) = ba(v. iy y) Vv, e Up (. (8.83)
(L2) Consistency. It holds for all r € {0,...,k} and all w € H" (T;),

sup (8 wivy)| S B W e a, (8.84)
Yn Egz,()»”!h [l1,n=1

where the hidden constant is independent of w and h, and the linear form
Een(w;-): U Z o — R representing the consistency error is such that

Eenwiy,) = fh(w,zh)—/QW-Vh- (8.85)

Condition (L1) restores (8.81), while condition (L2) guarantees that the new
discretisation of body forces preserves the original accuracy of the scheme.
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8.6.3 Pressure-robust error estimate

In the following theorem, we investigate the effect of the novel formulation of the
right-hand side in (8.82a) on the error estimate.

Theorem 8.25 (Pressure-robust energy error estimate). Ler (M) cq de-
note a regular mesh sequence in the sense of Definition 1.9. Let a polynomial
degree k > 0 be fixed. Let (u,p) € U X P denote the unique solution to
the continuous problem (8.3), for which we assume the additional regularity
u € H*2(7;)% and p € H\(Q) N H*'(T) for some r € {0,. .., k}. For all
h € H, let (u;,pn) € Q’Z’O X Pﬁ denote the unique solution to the discrete
problem (8.82) with stabilisation bilinear forms sy, T € Ty, in (8.28) satisfying
Assumptions 8.10 and bilinear form €y, satisfying Assumption 8.24. Then,

1
Iy, — Low i — 25 p)lixn s B2 ulgroogyas  (8.86)

where the hidden constant is independent of u, p, h, and v.

Remark 8.26 (Robustness of the error estimate (8.86)). The error estimate (8.86)
reveals a crucial difference with respect to (8.60), namely that the multiplicative
constant in the right-hand side is independent of the pressure. Accounting for Propo-
sition 8.23, this shows that the approximation error ||(%, — Ll}‘lu,ph - ng’kp)Hx,h is
unaffected by the presence of irrotational body forces, which leave the continuous ve-
locity (hence the factor multiplying A" *! in the right-hand side of (8.86)) unchanged.
As remarked in [228], this is a practically relevant feature for, e.g., buoyancy-driven
flows such as the one considered in [166], or when the Coriolis force is added to the
incompressible Navier—Stokes equations as in [135, 136].

A related property is viscosity-robustness of the velocity estimate. Expanding the
|||lx.»-norm according to its definition (8.59), we can write the following separate
estimates for the velocity and the pressure:

k 1 0,k 1
llu), = Lullin < W™ |ulgrog e, lpn = 7, Pllray S VA |ulgra(gya
Crucially, the multiplicative constant in the first bound is independent of the viscosity.

Proof. Proceeding as in the proof of Theorem 8.18, we infer the following expression
for the consistency error:

E,(w.p): (v,.qn)) = Ca(f.,) = vaLhu,v,) = b (v, 1" p) + by (L u, gp).

Using the fact that f = —vAu + Vp along with the linearity of ¢, in its first
argument, inserting + fQ vAu-vy, and recalling the definitions (8.33) and (8.85) of
the consistency error linear forms, we can go on writing
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Sh((u,p);(zh,qh))=fh(—vAu,zh)+/vAu~vh—/vAu~vh—vah(£’f,u,zh)
Q Q

Een(—vAuy, ) vEa n(u;vy,)

+ Ch(Vp. 2y —brtv,. 7, p) + bu L v,),

we have used, respectively, (L1) and the consistency property (8.35) of by, together
with (8.3b) to cancel the terms in the last line. Passing to the ||-||x ;. +-norm and
using the consistency properties (8.32) of a;, and (L2) of ¢, (8.86) follows. |

8.6.4 A discretisation of body forces based on a
Raviart-Thomas—Nédélec velocity reconstruction

In this section, following the ideas of [69, 73, 153], we build a discrete bilinear form
¢, matching Assumption 8.24 when 7, is a matching simplicial mesh in the sense of
Definition 1.7.

8.6.4.1 The Raviart-Thomas—Nédélec space

The formulation of the discrete bilinear form ¢, hinges on a local velocity recon-
struction in the Raviart-Thomas—Nédélec [240, 251] space

RTNK(T) := PX(T)? + xPX(T).

Functions in RTN¥(T') have divergence in P*(T") and normal traces in P¥(F) for all
F € Fr; see, e.g., [195, Lemma 3.6]. For further use, we note the following estimate,
which results from a scaling argument:

wrli3 = 3 wrlld + " helwrnrel}  Vwr e RINKT),  (8.87)
Fefr

with hidden constant independent of s, T, and wr, but depending on the mesh
regularity factor o (see Definition 1.9).
The global Raviart-Thomas—Nédélec space is defined as

RTN*(7,) = {vy € H(div; Q) : (v,);r € RINN(T) VT € 7} .

8.6.4.2 A H(div; 2)-conforming velocity reconstruction

Let T € j,. The velocity reconstruction t% : U — RTN¥(T) is defined such that,
forall v, € Q’;,
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/ kv, —vr)w=0 vw € PKI(T)4, (8.88a)
T
/(r'}gT —vp)nrpq =0 VF € Fr, Vq e PKF). (8.88b)
F

The fact that these relations define t’;KT uniquely is a consequence of [57, Propo-
sition 2.3.4]; see also [195, Theorem 3.3]. Recalling the definition (1.56) of the
L*-orthogonal projector along with the properties of the local Raviart-Thomas—
Nédélec space, itis also immediate to see that (8.88) can be equivalently reformulated
as follows:

ap vy =2y lve and  (Gyp) e =venre VF €T, (8.89)

From these relations, it follows that, for any v, € U 5 and any g € Pk(T),

[otna=-[dvvas 3 [rponmerg

Fefr

:—/vT~Vq+ Z (VF'nTF)qz'/DIY(’KT q,
T T

Fe¥fr F

where we have used an integration by parts in the first line, followed by (8.89)
together with Vg € P*"/(T)? and g € P*(F) to obtain the second equality. The
conclusion is a consequence of the definition (8.19) of D?. Hence, since both V-r'} Vr
and D’;KT belong to PX(T),

Vethy, =Dy, Vv, eUj. (8.90)

A global velocity reconstruction tﬁ U ﬁ — RTNK(7},) is obtained patching the
local contributions: For all v, € U’ I;w

(”zlh)lT = r?zT VT € T,.

Notice that, by Lemma 1.17, rﬁgh indeed belongs to H(div; Q) since its normal
component across each mesh interface is single-valued as a consequence of (8.89).

8.6.4.3 Pressure-robust bilinear form ¢,

We define the bilinear form ¢, : L>(Q)? x U , — R such that, for any f € L*(Q)?

andany y, € U}

b(fovy,) = /Qf-t’;izh- (8.91)
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Lemma 8.27 (Pressure-robust bilinear from ¢},). The bilinear form €, defined by
(8.91) satisfies Assumption 8.24.

Proof. Hereafter, hidden constants have the same dependencies as in the statement
to be proved.
) Proof of (L1). With ¢ as in the statement of property (L1), it holds for all

eUhO,

(Vp),) = /QV‘/f"ﬁKh

S RN 7]
=-> /lp(VrTvT)

TeT,

=— Z /wD vy
TeT,

== Z /ﬂT Y DTVT = bh(Khsﬂ'g’k‘//),
TeT,

where we have used an integration by parts to pass to the second line along with
the fact that, by (8.89), the normal traces of the velocity reconstruction vanish on
0Q, (8.90) to pass to the fourth line, the definition (1.56) of the local Lz—orthogonal
projector to pass to the fifth line, and the definitions (1.57) and (8.34) of the global
L?-orthogonal projector and of the bilinear form by, to conclude.

(i) Proof of (L2). With w as in the statement of property (L2) it holds, for all

k
v, € Uh 0
|Eenwsv,)| = Z /W(YTVT—VT)
TeT,
0,k— 1
Z / w—n; (tTvT vr)
TeTh
1 1
2 2
0,k—1 2 k 2
< (Z llw — w||T) (Z ||rTzT—vT||T)
T<T, T,
%
k 2
< W \Wlgr 75y (Z l[tky, —lelT) : (8.92)
TeT

where we have used the definition (8.88) of t’}gT to insert n(%’k_lw in the second

line, a Cauchy—Schwarz inequality in the third line, and the approximation properties
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(1.72) of the local Lz-orthogonal projector with X =T, =k-1,p=2,5s =,
and m = 0 to conclude. Let now T € 7, and observe that, applying (8.87) to
wr = t/}KT — vr € RTNK(T) and recalling (8.89), we have

k 2 k 2
vy —vrlF < > hell@hyy = ve)nrell}
Fe¥r

= > hellvr =vr)nrelE < hilerlf o (8.93)
Fe¥r

where the conclusion follows from hr < hr, a Holder inequality together with
InTFllp =y« = 1, and the definition (8.15) of [v,[1 o7. Plugging (8.93) into (8.92)
and recalling the definition (8.24) of the global discrete H'-like norm, we arrive at

1
|Eenwsv )| < W Wl yalleg -

Passing to the supremum over v, € U’ ﬁ o such that |y, [[1» = 1 yields (L2). O

8.6.5 Numerical examples

We illustrate with numerical examples taken [153] the difference between the original
HHO scheme (8.42) and the modified version (8.82). For further numerical tests we
refer the reader to [153].

8.6.5.1 Viscosity-independence

To illustrate the viscosity-independence of the velocity approximation discussed in
Remark 8.26, we consider on the unit cube domain Q = (0, 1)3 the exact solution
such that u = V¢ with harmonic function ¢ such that, for all x € Q,

w(x) = 5x8 — 90x!x3 + 120x7x; + 15x]x3
+5x5 = 90x3 x5 + 120x5x3 + 15x7x5 — 16x5 — 180x7x3x3

and p(x) = xJ + x; + xJ — 3. We show in Fig. 8.3 the velocity and pressure error
corresponding to v € {1,0.1,1 - 1072,1- 10‘3} and polynomial degrees k € {0,1,2}.
All computations are realised on a fixed unstructured grid with 360 tetrahedra. The
pressure-robust variation (8.82) yields significantly better results compared to the
original version 8.42. The independence of the velocity approximation from the
viscosity highlighted in Remark 8.26 is confirmed while, as expected, the pressure
approximation does depend on the viscosity.
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Fig. 8.3: Results for the numerical example of Section 8.6.5.1.

8.6.5.2 Convergence

We next confirm the theoretically predicted convergence rates by considering the
following solution on the unit cube domain Q = (0, 1)*:

% sin(2mrxy) cos(2mxy) cos(2mx3)
u = %cos(2nx1)sin(27rx2)c0s(27rx3) ,  p(x) =sin(2ax;) sin(27x;) sin(27x3).
—cos(2mx;) cos(2mx;) cos(2mxs)

The viscosity is taken equal to 1, while the value of the inhomogeneous Dirichlet
boundary condition as well as that of the body force are inferred from the expressions
of u and p. As for the numerical example of Section 8.5.4, for polynomial values k €
{0, 1,2}, we display in Table 8.2: (i) ||u,, —1 ’;l u|la.n, the error on the velocity measured
in the norm associated with the viscous bilinear form a; — notice that, recalling the
norm equivalence (8.31), an estimate analogous to (8.60) holds for this quantity;
@Gi) ||pn — ng’k Pl o) the L?-error for the pressure. Each quantity is accompanied
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by the corresponding EOC defined according to (8.80). The convergence rates are

coherent with those predicted by the error estimates (8.60) and (8.86).

8 Stokes

Table 8.2: Results for the numerical example of Section 8.6.5.2

Classical HHO scheme (8.42)

Pressure—robust HHO scheme (8.82)

card(7;) |y, = I¥ullan EOC [Ipp — 7y* pllr2o) EOC| ey, - I¥ulle.n EOC |Ipn — 7% pll EOC

k=0
44 4.36 — 0.68 — 3.05 — 1.58 —
360 3.52 0.31 0.48 0.51 3.4 -0.15 0.87 0.87
2,883 1.97 0.84 0.27 0.81 1.97 0.78 0.41 1.09
23,077 1.02 0.95 0.15 0.90 1.05 0.92 0.2 1.00
k=1
44 4.34 — 0.82 — 3.52 — 2.18 —
360 1.46 1.57 0.28 1.57 1.24 1.50 0.66 1.72
2,883 0.45 1.71 8.71 -1072 1.66 0.4 1.62 0.18 1.92
23,077 0.12 1.95 2.33-1072 1.90 0.11 191 4.36-1072 2.01
k=2
44 2.17 — 0.55 — 1.68 — 0.88 —
360 0.52 2.06 0.1 2.46 0.39 2.09 0.2 2.13
2,883 6.78 - 1072 2.94 1.93-1072 239 5.31-102 289 2.93-1072 2.77




Chapter 9
Navier—Stokes

In this chapter we discuss HHO discretisations of the steady incompressible Navier—
Stokes equations. These equations, which model the motion of fluids, were originally
derived by Navier [238] and Poisson [247] using a molecular approach, while a more
specific derivation is due to Saint—Venant [34] and Stokes [258] based on a linear
relation between the stress tensor and the strain rate tensor. The main difference with
respect to the Stokes equations treated in Chapter 8 is the presence of a nonlinear
contribution in the momentum balance equation modelling convective inertial forces.
Our focus is therefore on the design and analysis of HHO trilinear forms to discretise
this term. From a mathematical point of view, a relevant property of the convective
term is that it does not contribute to the kinetic energy balance, obtained taking the
velocity as a test function in the momentum equation. This property, referred to as
“non-dissipativity” in what follows, is mimicked at the discrete level, as it plays an
important role in the analysis.

The presence of the nonlinear term also entails relevant differences in the analysis
with respect to the Stokes problem. Specifically, uniqueness of the discrete solution
and error estimates require a data smallness condition to be satisfied. Convergence for
general data, on the other hand, can be proved resorting to the compactness techniques
introduced in Chapter 6, which do not deliver an estimate on the convergence rate.

The material is organised as follows. In Section 9.1 we establish the continuous
setting for the model, state the weak formulation of the incompressible Navier—Stokes
equations, discuss the non-dissipativity of the continuous convective trilinear form,
and derive two equivalent reformulations to be used as inspiration for its discrete
counterpart.

In Section 9.2 we formulate an HHO discretisation based on an abstract discrete
convective trilinear form. Under the proposed design conditions, we prove the ex-
istence of a discrete solution using a topological degree argument, then show that
uniqueness holds under a data smallness condition. In Section 9.3 we prove an en-
ergy error estimate under a data smallness assumption. Specifically, for sufficiently
regular exact solutions, we prove convergence in #5*! (with 7 and k > 0 denoting,
as usual, the meshsize and the polynomial degree) for the H'-like norm of the error

379
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on the velocity and the L2-norm of the error on the pressure. We close this section by
briefly describing how convective stabilisation can be incorporated into the scheme.

In Section 9.5 we discuss two examples of discrete convective trilinear forms
that match the design conditions of Section 9.2. The first example is obtained from
a skew-symmetric reformulation of the continuous trilinear form by replacing the
continuous gradient operator with a discrete gradient reconstructed in the space of
polynomials of degree 2k. The second discrete trilinear form is inspired by [264],
with reconstructions of the advective derivative of degree k and of the divergence of
degree 2k replacing the corresponding continuous operators.

In Section 9.6 we prove convergence for general data using a compactness ar-
gument. Specifically, after proving preliminary results concerning the compactness
of sequences of HHO functions bounded uniformly in the discrete H'-norm and
the strong convergence of the interpolates of smooth functions, we prove: strong
convergence of the discrete velocity in L4(Q)¢ with ¢ € [1,00)if d = 2, ¢ € [1,6) if
d = 3; strong convergence of the gradient of the reconstructed velocity in L2(Q)#*¢;
strong convergence of the pressure in L>(Q); convergence to zero of the stabilisation
seminorm.

Finally, in Section 9.7 we numerically demonstrate the performance of the method
on classical benchmark problems.

9.1 Model

We start by discussing the continuous setting for the model.

9.1.1 The Navier-Stokes problem

Let d € {2,3}, and take Q C R that satisfies Assumption 1.3. As in Chapter 8, this
domain is assumed to have a Lipschitz-continuous boundary. Let v > 0 denote a real
number representing the kinematic viscosity, and let f : Q — R< denote a body
force. The steady incompressible Navier-Stokes problem for a uniform density,
Newtonian fluid consists in finding the velocity u : Q — R and the pressure
p : Q — R such that

—vAu + (u-VYu+Vp=f in Q, (9.1a)
Vu=0 in Q, (9.1b)
u=>0 on 09, 9.1¢)

/p = 0. 9.1d)
Q

In (9.1a), we have introduced the convective derivative such that, if u = (u;)1<j<a,
then (u-V)u = Z;’zl u;0ju. As for the Stokes problem, equation (9.1a) expresses
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the momentum balance where, with respect to (8.1a), an additional nonlinear term
appears accounting for convective effects. This term is the source of nonlinearity
in the Navier—Stokes equations, and is at the root of physically relevant phenomena
such as turbulence. We will focus, for the sake of simplicity, on the homogeneous
Dirichlet (wall) boundary condition (9.1c): other standard boundary conditions can
be treated without difficulties. Finally, condition (8.1d) is introduced to uniquely
identify the pressure, which would otherwise be defined only up to a constant.

Remark 9.1 (Conservative reformulation of the momentum equation). Recalling the
definitions (7.1) of the tensor product of two vectors and (7.3) of the divergence of
a tensor, the momentum equation (9.1a) admits the following reformulation:

V- (—vWVu+uu+ply)=f in Q, 9.2)

which highlights the expression of the conserved momentum flux under the diver-
gence operator. To derive (9.1a) from (9.2), it suffices to observe that

V-(u®u) = (u-Vu +uvuj,

where we have used the mass balance equation (9.1b) to cancel the second term.

9.1.2 Weak formulation
Recalling the velocity and pressure spaces defined in (8.2), that is,
U:=H) QY  P:= :q e L*(Q) : /Qq = 0},
a classical weak formulation of problem (9.1) reads: Find (u, p) € U X P such that

va(u,v) + t(u,u,v) + b(v,p) = /f-v, Vv elU, (9.3a)

Q
—b(u,q) =0 Vg € L*(Q), (9.3b)
with bilinear forms a : UXU — Rand b : U x LZ(Q) — R defined by (8.4), that is,

a(w,v) = / Vw:Vv, b(v,q) = - /(V~v) q,
Q Q

and trilinear form ¢ : U X U X U — R such that

t(w,v,2) = /(W'V)vz, 9.4
Q

where we remind the reader that, if w = (W;)1<i<d, v = (Vi)1<i<a> and 2 = (zi)1<i<d>
d <d
then (w-V)v-z = 317, ijl(wj[ijvi)zi.
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The existence of a solution to problem (9.3) will be a side result of the convergence
analysis in Section 9.6; see Remark 9.32. Uniqueness, on the other hand, can be
classically proved assuming that the L?-norm of the body force f is small enough,
the so-called data smallness condition; see, e.g., [198, Eq. (2.12), Chapter IV].
In the analysis, besides the properties of the bilinear forms a and b discussed in
Section 8.1.2, a key role is played by the non-dissipativity of the trilinear form ¢.
This property deserves a more in-depth discussion, which makes the object of the
following section.

9.1.3 Non-dissipativity of the convective term

Let us examine the non-dissipativity property of ¢ in order to illustrate the strategy
adopted to design its discrete counterpart. We start by noting the following integration
by parts formula: For all w,v,z € H'(Q)4,

/Q(w-V)v-z +/Q(w-V)z-v +/Q(V~w)(v~z) = /ag(w-n)(v-z), 9.5)

where n denotes the outward unit normal vector to dQ. Writing (9.5) forw = v =
Z = u (with u velocity solution to (9.3)), we get

t(u,u,u) = ‘/Q(u-V)u-u = —% ‘/Q(V-u)(wu) + %Lg(wn)(wu) =0, (9.6

where we have used (9.3b) to infer V-u = 0 and cancel the first term and the fact
that u vanishes on 9Q to cancel the second. This relation expresses the fact that the
convective term does not contribute to the kinetic energy balance, obtained taking
v = u in (9.3a).

When attempting to reproduce property (9.6) at the discrete level, a difficulty
arises: the discrete counterparts of the terms in the right-hand side of (9.6) may
not vanish, since the discrete solution may not be “sufficiently” divergence-free (see
Remark 9.20) and/or it may not be zero on 9. To overcome this difficulty, the
following modified expression for ¢ can be used as a starting point, an idea which
can be traced back to Temam [264]:

f(w,v,z) = ‘/Q(w-V)v-z + % ‘/Q(V-w)(v-z) - % /aQ(ww)(v-z). 9.7)

With this choice, the skew-symmetric nature of convective terms becomes appearent,
as we can write

f(w,v,z) = %'/S;(W'V)V'Z

- % (— [z(w-V)v-z - ‘/S;(V-w)(v-z)+ /ag(w-n)(v-z))
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and, using (9.5) to reformulate the term in parentheses,

f(w,v,z) = %/Q(W-V)v-z - %./Q(W'V)Z'V. (9.8)

It is a simple matter to check that the expressions (9.7) and (9.8) for the convective
trilinear form can be used in place of (9.4) in (9.3) without modifying this weak
formulation. From a numerical standpoint, they are more appropriate as a starting
point to derive a discretisation of the convective term, as they satisfy the following
generalised version of property (9.6): For all w,v € H'(Q)¢,

f(w,v,v) =0.

This means, in particular, that 7 is non-dissipative even if w is not divergence free
and v does not vanish on dQ (as may be the case for the discrete velocity).

9.2 Discrete problem

In this section we formulate an HHO scheme based on a set of design properties for
the discrete convective trilinear form and we discuss existence and uniqueness of the
discrete solution.

9.2.1 Discrete problem and design properties for the discrete
trilinear form
Let the discrete velocity and pressure spaces be defined by (8.26), that is
Uio=1{v, €U : vp =0 YFeF’},  P;=PT)NP,

with U ];l defined by (8.22). Let the viscous bilinear form a; be given by (8.27) with
local stabilisation bilinear forms in (8.28) matching Assumption 8.10, and let the
pressure—velocity coupling bilinear form by, be given by (8.34). We consider the
following HHO approximation to (9.3): Find (u,,, p,) € Qfl’o X Pﬁ such that

vah(gh,zh)+th(zh,gh,zh)+bh(zh,ph)=/Qf~Vh Vv, €Uy, (9.92)

~bp(uy.qn) = 0 Van € PX(Th).  (9.9b)

Assumption 9.2 (Trilinear form t,) The trilinear form t, : U’ ';l xU I;; x U’ ]’; — R
satisfies the following properties:
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(T1) Non-dissipativity. Forall w,,v, € Q’;l o it holds that
th(wy,,v,.v,,) = 0. (9.10)
(T2) Boundedness. There is C; > 0 independent of h such that, for all WiV %, €
Uk
“ho

[t (W, v, 2,)| < Cillwy, 1k llyy 1ell2), 110 9.11)

with ||-||1,n-norm defined by (8.24) and (8.15).
(T3) Consistency. For all r € {0,...,k} and all w € U 0N WL T)? such that
Vw=0,

sup
2, €U} o1z, lh,n=1

/(W'V)W'Zh - th(!ﬁwslﬁw’ih)
Q

S W W llwraqa Wl ragyas (9.12)

with hidden constant independent of both w and h.
Some remarks are of order.

Remark 9.3 (Efficient implementation). Assume that the trilinear form is designed
so that its stencil is the same as that of the diffusive bilinear form, that is, the coupling
between neighboring elements is only established through the unknowns attached
to a common face (this is the case for the two examples of trilinear forms provided
in Section 9.5). Then, when solving the system of nonlinear algebraic equations
corresponding to (9.9) by a first-order (e.g., Newton) algorithm, all element-based
velocity unknowns and all but one pressure unknown per element can be locally
eliminated at each iteration by computing the corresponding Schur complement
element-wise. As all the computations are local, this static condensation procedure is
a trivially parallel task which can fully benefit from multi-thread and multi-processor
architectures. This procedure has been described in detail for the Stokes problem
in [153, Section 6.2]. The only variation here is that also the linearized convective
term appears in the matrices therein denoted by Ar. After further eliminating the
boundary unknowns by strongly enforcing the wall condition (9.1c), we end up
solving at each iteration a linear system of size

k+d-1

dcard(ﬂi)( d-1

) + card(7,).

Remark 9.4 (Weak enforcement of boundary conditions). An interesting variation of
the HHO scheme (9.9) is obtained by weakly enforcing the wall boundary condition
adapting Nitsche’s techniques [242]. The weak enforcement of boundary conditions
can improve the resolution of boundary layers, since the boundary unknowns are not
constrained to a fixed value, and it can simplify the parallel implementation of the

method. We do not develop further this subject here, and refer the interested reader
to [68].
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Remark 9.5 (Pressure-robust variations). As we did in Section 8.6 for the Stokes
problem, it is possible to devise pressure-robust variations of the HHO scheme (9.9)
for the Navier—Stokes problem. In addition to modifying the right-hand side in order
to comply with Assumption 8.24, a corresponding modification of the convective
trilinear form is required in this case. We refer the reader to [98] for further details.

9.2.2 Existence and uniqueness of a discrete solution

The existence of a solution to problem (9.9) can be proved using the following
topological degree lemma (cf., e.g., [138]), as originally proposed in [186] in the
context of Finite Volumes for nonlinear hyperbolic problems; see also [147, 190]
concerning the incompressible Navier—Stokes equations.

Lemma 9.6 (Topological degree). Let W be a finite-dimensional functional space
equipped with a norm denoted by ||-|lw, and let the function ¥ : W x [0,1] —» W
satisfy the following assumptions:

(i) ¥ is continuous;
(ii) There exists pu > O such that, for any (w,p) € W x [0,1], ¥(w, p) = 0 implies
Iwlw # w
(iii) ¥(-,0) is an affine function and the equation ¥(w,0) = 0 has a solution w € W
such that ||w|lw <

Then, there exists w € W such that ¥(w, 1) = 0 and ||w|lw < u

We preliminarily recall the following Poincaré inequality, which is the vector
version of the one proved in Lemma 2.15: There exists Cp > 0 depending only on

k
Q, d, and o such that, for all v, € Qh,o’

lvall < Colly,lh,n (9.13)

Theorem 9.7 (Existence and a priori bounds). There exists a solution
(w).pn) €U ﬁ 0 X P}]: to (9.9), which satisfies the a priori bounds
viiwg,llie < CaCell fll2)as

_ 9.14)
Ipnllzzq@ < € (Il + Y2 g )

with C, as in (8.31), Cp as in (9.13), and C > 0 real number independent of
both h and v.

Proof. We consider the finite-dimensional space X}': = Q;‘l o X Pﬁ (see (8.44))
equipped with following the norm (notice that this definition is slightly different
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from the one considered for the Stokes problem, see (8.59), hence the triple-bar
notation):

@ a)lllxn = vlv, e +lgnliog Y90 € X,

and the function ¥ : X}l‘ x [0,1] — X;f such that, for given (w,,r,) € X”f and
p € [0,1], (ih,{h) = Y((w,,,rn),p) is defined as the unique element of X;l‘ that
satisfies: For all v, € Q;‘l ,andall g, € P,’f,

(&, vn)on = van(W,,v,) + ptu(W, W, v,) +bu(vy,, rm) = ‘/Qf~vh (9.15a)
(&> qn)r2) = —br(W),, qn), (9.15b)

where (-, -)o.;, is the L2-like scalar product on U’ fl such that, forall w,,v, € U’ ﬁ,
Wy v3)on = / WhVp + Z Z hr /(WF —wr)-(vF = vr).
Q TeT, Fefr F
We next check the assumptions of the topological degree lemma.

(i) Since X,]; is a finite-dimensional space, the bilinear forms a; and by, the
trilinear form t;, and the scalar products are continuous, and so is the case for
the function V.

(i) Let (w,.rn) € X} be such that W((w,,,r), p) = (0,0) for some p € [0,1]. We
next show that

N, r)llx,n < (CaCp + Ol fllp2 e + Cvlelflliz(g)d,
and Point (ii) in Lemma 9.6 is verified for
f = (CaC + Ol f 2y + Cv S o e + €

with € > 0. Make v, = w, in (9.15a). Recalling the coercivity of aj, expressed
by the first inequality in (8.31), that t;,(w,,w,,w, ) = 0 by the non-dissipativity
property (9.10), and that b,(w,,r,) = 0 owing to (9.15b) with g, = ry, we
have

-1 2
Gy R < vantw,) = [ fown
< N ll2@alwrllz@ye < Cellf llz@ya 1wy,

where we have used the discrete Poincaré inequality (9.13) to conclude. The
bound on w, follows. To prove the bound on r,, we proceed as follows:
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Irnllrz ) < sup bu (v, 1)
Yy GQZ,O’ ”Kh ||1,h:1

= sup (/ fvn—vanw,,,v,) = pta(Wy,. w,,,v,)
Q

Vi EQZ’()’”Kh ll,n=1

N

2
Ifllz2@a + VIIwW,llin + pllw,ly

< “f”LZ(Q)d + V72||f||i2(g)d’

where we have used the inf—sup condition (8.36) on by, in the first line and
(9.15a) to pass to the second line; the Cauchy—Schwarz and the discrete
Poincaré inequalities together with the boundedness of a; and t; expressed
by the second inequality in (8.31) and by property (T2), respectively, are used
to pass to the third line; finally, the bound on ||w, || » and the fact that p < 1
allow to conclude.

(iii) W(-,0) is an affine function from X;’l‘ to X;’l‘ The fact that ¥(-,0) is invertible
corresponds to the well-posedness of the HHO scheme for the Stokes problem.
Additionally, the unique solution (w,,7;,) € X}': to the equation ¥((w,,,74),0) =
(0,0) satisfies [[|(w,,,7n)llx,n < u as a consequence of Point (ii).

The existence of a solution to (9.9) is then an immediate consequence of Lemma
9.6 after observing that, if (u,,pn) € X}’lC is such that ¥((,,, pn),1) = (0,0), then
(@,,, pr) solves (9.9). The bounds (9.14) follow from Point (ii) above. m|

We next consider uniqueness, which can be classically proved under a data small-
ness condition.

Theorem 9.8 (Uniqueness of the discrete solution). Assume that the body
force verifies, for some y € [0, 1),

2

4
e 9.16
X GG (9.16)

If 2@ <

where C,, Cy, and Cp are as in (8.31), (9.11), and (9.13), respectively. Then,
the solution (u,,, pp,) € QZ’O X P}’: of (9.9) is unique.

Proof. Let (u; ;. p1,n).(Uy 5. p2.n) € Up o X PK solve (9.9), and set
Wy = Uy, — Uy g and 1 = P = pohe

Uniqueness if proved if we can show that (w,,r;) = (0,0).
We start by proving that w,, = 0, which expresses uniqueness for the velocity. Tak-
ing the difference of the discrete momentum balance equation (9.9a) written first for

(), pn) = (w4, p1,n) then for (w,, pn) = (u, ;. p2,n), inserting £ty (u, ;. u, ;. v,,),
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and using the linearity of t; in its first and second arguments, we infer that it holds
k

forally, e U; .
Vah(mh’Zh) + th(ﬂlyh’mh’zh) + th(ﬁh,ﬂzyh»ﬁh) + bh(Kh’rh) = O (917)

Making v, = w, in the above equation, observing that t,(u, ,.w,.w,) = 0 owing
to the non-dissipativity property (9.10), that b,(w,,r,) = 0 as a consequence of
the discrete mass balance equation (9.9b) written for u m and Uy with g5, = ry,
and using the coercivity of a; expressed by the first inequality in (8.31) and the
boundedness of t;, expressed by (9.11), we obtain

-1 2
(vCi = Cilluy ylln) w7, <.

By the first a priori bound in (9.14) and the assumption (9.16) on f, the first factor
in the left-hand side is > 0. As a result, w,, = 0.

Usingw, = 0in(9.17), itis inferred thatitholds, forall y,, € QZ’O, bu(v,,.rn) = 0.
The inf—sup stability (8.36) of b, then gives

lrall2@) < sup bp(v),.rn) =0,
v, €U vy, =1

which proves uniqueness for the pressure and concludes the proof. O

9.3 Energy error estimate for small data

We prove in this section an energy-norm error estimate valid under a small data
assumption. To state this assumption, we introduce the continuous Poincaré constant
Cq, which depends only on Q and is such that, for all v € U,

“V“LZ(Q)d < CQ”VV“LZ(Q)dxd. (918)

Theorem 9.9 (Discrete energy error estimate for small data). Let (M, )y e
denote a regular mesh sequence in the sense of Definition 1.9. Let a polynomial
degree k > 0 be fixed. Assume that the forcing term f satisfies, for some

x €1[0,1),
2

v
< _—

1 1lz2 @y < X G C.CCo

with Cy, C,, C; and Cq as in (8.25), (8.31), (9.11) and (9.18), respectively.
Let (u,p) € U x P and (u,,pp) € QZ’O X P}’i solve problems (9.3) and (9.9),

respectively. Assume, moreover, the additional regularity u € W**(7;)¢ n
H ™ 2(T)? and p € H'(Q) N H*\(T) for some r € {0, .. .,k}. Then,

9.19)
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0,k
vilwy, = Iiullin + lpn = 7, Pl
< 01 (Vg + sy lalyro sy + 1plary) - ©9:20)

where the norm ||-||1. is defined by (8.24) and (8.15), and the hidden constant
is independent of h and v, but possibly depends on d, Q, k, o, x, C1, Cy, C;
and Cq.

Remark 9.10 (Global regularity for the velocity). Notice that, since the exact velocity
isinU = Hé (Q)4, both its jumps across interfaces and its trace on boundary faces
vanish. Hence, the regularity u € W4(7;) implies u € W'*(Q)¢ owing to Lemma
1.21 with p = 4.

Remark 9.11 (Convergence rate for high Reynolds). The error estimate (9.20) is valid
only for small data, which correspond to small Reynolds numbers. In order to get
an idea of the convergence rate for high Reynolds numbers, one can consider the
linearised version corresponding to the Oseen problem. It has been shown in [9]
that, in this case, a similar behaviour as the one outlined in Theorem 3.32 is to be
expected: mesh elements 7 € 7}, for which diffusion dominates contribute with a

term in h];“, whereas mesh elements for which convection dominates contribute
. . k+d
with a term in Ay 2.

Proof. Let, for the sake of brevity,
~ k A 0,k . ~ . A
a, =Iu, Dn =1, p, e, =u, —i, €n = Ph — Dh-

The proof proceeds in three steps: (i) in the first step, we identify the consistency error
and derive a lower bound in terms of ||¢,, ||, using the data smallness assumption;
(ii) in the second step, we estimate the error on the velocity; (iii) in the third step, we
estimate the error on the pressure.

(i) Consistency error and lower bound. Even though the problem is nonlinear and
the results of Appendix A cannot be directly applied, the principles in this appendix
can be adapted, as we did in Chapter 6 for the p-Laplace equation. For starter, the
consistency error is designed to be the right-hand side of an error equation on the
difference between the approximate solution and the interpolate of the exact solution
(see (A.7) in the linear setting). Here, a first error equation is readily inferred from
the discrete momentum equation (9.9a): For all y, € U ];;,0’
Vah(ghalh) + th(lhaﬂhﬁﬁh) - th(ﬁh»ﬁh»ﬁh) + bh(Kh’ &) = Sh((u’P)§Kh), 9.21)

with consistency error &, ((u, p); ) : Q’;LO — R such that, forall v, € glﬁ,o’

Sh((u,P);Kh) = ‘/(;f'vh - Vah(ﬁh’zh) - th(ﬁh’ﬁh’z}l) - bh(Kh’pAh)-
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The second error equation is: For all g, € PX(7},),

bu(e,.qn) = bp(u,. qn) — bp(@,, qn) =0, (9.22)

which follows from the discrete mass conservation (9.9b) together with the consis-
tency property (8.35) of the pressure—velocity coupling bilinear form and the contin-
uous mass balance equation (9.3b), that allow us to write by, (@, gr) = b(u,g,) = 0.
Make v, = e, in (9.21) and g, = €, in (9.22). Observing that t,(u,,u,.e,) =
ty(u,,@,,¢e,), owing to the linearity of t, in its second argument along with the
non-dissipativity property (9.10), we infer

2 N
&, ((u,p);e,) = V||£h”a,h +tn(e,. iy, €,)
-1 2 N 2
vC, th”l,h - Ct”!]q”l,hllﬁ}l”l,h
-1 -1 2
(veit = CCrCav ™ If ) ey 1

> (1= X)C; Ve, 7 s

I\

(9.23)

\

where we have used the coercivity of a; expressed by the first inequality in (8.31)
together with the boundedness (9.11) of t;, to pass to the second line, the boundedness
(8.25)of I ,’; together with the standard a priori estimate || 1 (q)a < Cov £ L2(Q)d
on the exact velocity to infer

N, llin < Crlulgay < CrCav ™ If 2@ (9.24)

and pass to the third line, and the data smallness assumption (9.19) to conclude.

(ii) Estimate on the velocity. Observing that f = —vAu + (u-V)u + Vp almost
everywhere in Q (cf. (9.1a)), it holds for ally, € U ,’j’o,

E,((u,p)iy,) =—-v (/Q(Au)vh + ah(ﬁh,zh))

T

" / (W V)uvn — iy i, v,) + / Vv — by, ).
Q Q

T T3

Using the consistency property (8.32) of the viscous bilinear form a;, we infer for
the first term
1
|Ti| s A" viu|greagya vy, lhn-

Assumption (9.12) on the discrete convective trilinear form gives for the second term
1
1ol S B e llwragqya [l g a2 10

Finally, the consistency property (8.37) of the pressure—velocity coupling bilinear
form by, yields
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1T3] < W Pl gl -
Collecting the above bounds, we get

S = sup &y, (. p); vyl

Yn EQZ’O’ v, ll1,n=1

(9.25)

N

1
W (v|u|Hr+2(f,-h)d Nl sy |2 hyronsggp ya + |p|H,+.(m),
so that, in particular,

8h((u,p);gh)
< Slleglh.n

< h! (VIule(fr,,)d + lullwr.sya |ty roraeya + |P|Hr+'<7z>) ey lln- (9:26)

Combining (9.23) with (9.26), the estimate on the velocity in (9.20) follows.

(iii) Estimate on the pressure. Let us now estimate the error on the pressure. We have

A

sup bn(v),, €n)

lenllz2)
v, €U vy, =1

= sup (Sh((u,lﬂ);zh) - Vah@h’zh) - th(ﬂh’ﬂhvzh)
Y EQ’IE,O’ ”Kh ”l,h=1

iy,

= s (k) - van(er,) — ey
v €UR ollv, I n=1

~ (o e02,))
S S+ (v Dyl + ) ey ln

$ S+ (v + v f ) eyl

<5 S +vle,llin. (9.27)

In (9.27), we have used the inf—sup inequality (8.36) on by, in the first line and the error
equation (9.21) to pass to the second line; to pass to the third line, we have inserted
*tp(@,,u,,v,) and used the linearity of t, in its first and second arguments; to pass
to the fourth line, we have used the boundedness properties (8.31) of a; and (9.11)
of ty,; to pass to the fifth line, we have used the a priori bounds (9.14) on ||, [|,»
and (9.24) on ||@,, ||1,»; the data smallness assumption (9.19) gives the conclusion.
The estimate on the pressure then follows using (9.25) and (9.20), respectively, to
further bound the addends in the right-hand side of (9.27). a

As usual, from the discrete error estimate (9.20) we can derive an error estimate
based on the global velocity reconstruction r<*! : Qfl — PK1(7;)? defined by

il
(8.70), that is, for all v, € Q’Z,
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@ty =ity VI e, (9.28)

Corollary 9.12 (Energy error estimate for small data). Under the assumptions
and notations of Theorem 9.9, and denoting by V), the broken gradient operator
acting on vector fields and defined as in (1.20), it holds

v (||Vhl'ﬁ+1£h - VuHLZ(Q)dXd + |£h|s,h) +lpn - P||L2(Q) s
I’lr+] (V|u|Hr+2(7;l)d + ”u||W1,4(Q)d|ulwr+l,4(7;l)d + |p|Hr+](771)) N (929)

where we have defined the stabilisation seminorm such that, for allv, € U fl,
1
2

vpls.n = ( Z sT(zT,gT)) : (9.30)

TeTh

Proof. The estimate on the bracketed term in the left-hand side of (9.29) is done ex-
actly asin the proof of Theorem 2.28: insert £V, r’;l“gh into ||V, r’;l“gh = Vul|p2qyaxa
and +#&, into |u, s x, apply a triangle inequality then use (9.20) together with the
norm equivalence (8.31) to estimate ||V, rf ' (w, — &, )| 2(qyaxa + |, — 8 |s.n, and
bound the remaining term ||Vhrfl+lgh = Vull;2qpaxa + @y, |s,n as Ty in the proof of
Theorem 2.28.

To estimate ||py, — pll 2(q), insert iﬂ'g’k p into the norm, use a triangle inequality,
and use (9.20) and the approximation property (1.72) with Lebesgue exponent p = 2,

l=k,s=r+1landm=0:
lpn —P||L2(Q)
0,k 0.k
< lpn = 7, pllizg) + llm, " P = Pl

. 1
Sh™ (V|u|Hr+2(T,,)a + llullwrsqyallwrosga + |P|H"*‘(’7h>) Pl 0

9.4 Convective stabilisation

When dealing with high-Reynolds flows, it is sometimes desirable to strengthen
stability by penalising the difference between face and element unknowns. Fix p :
R — [0, 00) a Lipschitz-continuous function and a vector of discrete unknowns w, €
U fl, and define the convective stabilisation bilinear form j,(w,;-,") : U fl xU ’;l - R
such that, for all Vo2, € Q,’;,

InWyv.2,) = Z Z /Fip(PeTF(WF))(VF -vr)(zr —zr).  (9.31)

TeT, FeFr
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Here, for all T € 75, and all F € %7, the local (oriented) Péclet number Perp :
P¥(F)¢ — R is such that, for all w € PK(F)4,

PCTF(W) = hF w.:l/TF .

As already pointed out in [49, 103, 143], using the generic function p in the definition
of the convective stabilisation terms enables a unified treatment of several classical
discretisations (in the notations of [49], A(s) = p(s) + %s and B(s) = —p(s) + %s;
in the notations of [143], p = %|A|). Specifically, the HHO version of classical
convective stabilisations is obtained with the following choices of p:

* Centred scheme: p = 0.
e Upwind scheme: p(s) = %|s|. In this case, the definition (9.31) of ju(w,;",")
simplifies to (compare with (3.72))

inwyiv,.2,) = Z Z /

IWFZlFl(VF -vr)(zF — 27).

TeT, Ferp ¥ F

e Locally upwinded 0-scheme: p(s) = %(1 — 6(s))|s|, where 6 € C}(~1,1),0 <
0 <land @ =1 on [—%, %] This choice in (9.31) corresponds to the centred
scheme if |Pe(wp)| < % (dominating diffusion) and to the upwind scheme if
|Pe(wg)| = 1 (dominating advection).

* Scharfetter-Gummel scheme [253]: p(s) = 5 coth(5) — 1.

The advantage of the locally upwinded 6-scheme and the Scharfetter—Gummel
scheme over the upwind scheme is that they behave as the centred scheme, and
thus introduce less numerical diffusion, when Pe(w r) is close to zero (dominating
viscosity). See, e.g., the discussion in [170, Section 4.1] for the Scharfetter—-Gummel
scheme.

The HHO scheme with convective stabilisation reads: Find (u,,, p,) € U’ ﬁ,o X P}'f

such that, for all (v, qn) € Qﬁ’o x PK(Tp),

vap (U, vy,) + (g, wy,,v,) + (s u,,v,) + br(v,, pp) = /Q fvn  (9.32a)
~bu(u,,qn) = 0. (9.32b)

Both the error estimate of Theorem 9.9 and the convergence analysis of Theorem 9.31
can be adapted to incorporate the convective stabilisation terms. These developments
are not further pursued here for the sake of conciseness; the interested reader can
consult [68].
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9.5 Examples of discrete convective trilinear forms

We present here two examples of discrete convective trilinear forms that match the
design properties in Assumption 9.2. A gradient reconstruction GIT, which gener-
alises (4.37) to polynomial degrees different from k, is first introduced and analysed.
It is then used to construct a discrete version of (9.8), which leads to the first ex-
ample of convective trilinear form. The second example consists in discretising the
form (9.7) based on Temam'’s device, using for the divergence the trace of G%k and
for w-V a directional derivative inspired by (3.64) for scalar advection—diffusion—
reaction models. The major difference between the two examples of t;, we construct
here is that, contrary to the first one, the second one enables us to write a flux
formulation of the scheme (9.9); see Remark 9.27.

9.5.1 A local gradient reconstruction

Let [ > 0 be an integer. We define here a generalisation of the gradient used in
Section 4.2 and Chapter 6, consisting in a tensorial gradient reconstruction in a local
polynomial space of degree [ instead of k. Precisely, given a mesh element T € 7},
and following (4.37), we define the gradient operator GIT U ’; — P(T)¥4 such
that, for all y,. € Q’},

/GITKTZT=—/VT-(V‘T)+ Z /VF~(TnTF) vr e P(T)™4.  (9.33)
T T

FeFr F

By the Riesz representation theorem in P!(7)?*¢ endowed with the L*(T)?*?-inner
product, GITKT is uniquely defined. Integrating by parts the first term in the right-
hand side of (9.33), we obtain the following characterisation of GZT: Forally, e U ;
and all T € P/(T)?*4,

/GngTz‘rz/VvT:T+ Z /(vF—vT)-(TnTF). (9.34)
T T F

Fefr

Taking two polynomial degrees /,m > 0 and applying the definition (9.33) of GlT
and GJ' to T € Pmi“(l”")(T)dXd, the two right-hand sides are identical and thus, for
alv, € Uk,

/GITKT T = /G?KT i Vr e prindm)(ydxd, (9.35)
T T

In other words,

ngjmin(l,:n)(GévT) _ ﬂ%min(l’M)(Gjn}KT)' (9.36)
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The other properties of this gradient reconstruction relevant for the analysis are
summarised in the following proposition.

Proposition 9.13 (Properties of the local gradient reconstruction). For any T €
Tn and any | > 0, the gradient reconstruction defined by (9.33) satifies the following
properties:

(i) Boundedness. For all vy, € Q;, it holds with local seminorm ||-||1.T defined by
(8.15):

G v ll2eyaxa < llvglli (9.37)

(ii) Consistency. Foranyr € {0,..., 1+ 1} ifl < k, r € {0,...,k} ifl > k, it holds
that

IGHI%Y = Vvl 2ryaxa S Wplvlgragya Vv € HH(T)Y. (9.38a)

Moreover, if r > 1,

1
IGHIEY = Vvl 2aryaxa S hy 2 |Wlgragya ¥v € HNT)T. (9.38b)

Above, the hidden constants are independent of both h and T, but possibly depend
ond, o, k, and l.

Proof. (i) Boundedness. Making T = GITKT in (9.34), using a Cauchy—Schwarz
inequality for the volumetric term, a generalised Holder inequality with exponents
(2,2, 00) together with ||[n7F || ~(F)« = 1 and the discrete trace inequality (1.54) with
p = 2 for the boundary terms yields the conclusion, in a similar way as in (6.22).

(ii) Consistency. Letv € H™*(T)?.If | < k, applying (9.36) tom = k and v, = I%v,
and recalling that G’}L’}v = ﬂOT’k(Vv) (see (4.40)), we have GITL’}V = ng’l(Vv). The
estimates (9.38) immediately follow from the approximation properties of the L>-
orthogonal projector; see Theorem 1.44.

Consider now / > k. We start by noticing the following estimate, which is deduced

from a triangle inequality and (3.91) with w = components of v:

0.k 0.k 0.k 0,k
lmp™ v = vllpapya < lwgv — a7 viigagya + 17y = vl
r4l (9.39)
< hT |V|H’+1(T)d'

Forall T € P/(T)%*, plugging the definition (8.14) of I%v into (9.33) and subtracting
/T Vvt = - /T v (V1) + Ypes, fF v-(tnrFp), we get

‘/T(GITL]}V -Vv)r=- /T(n'g’kv -v)(V-1) + Z /F(ﬂ%kv —v)(tnrp).

Fefr

Make T = GITL ?v - n(}’l(Vv) and notice that, by orthogonality property of ng’l,
the term Vv in the left-hand side can be replaced with n(%’l(Vv). Using a Cauchy-
Schwarz inequality for the volumetric term and generalised Holder inequalities with
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exponents (2,2, o) together with ||n7 ||« (e = 1 for the boundary terms, we obtain
0,1 0,k 0,1
IGTLG =77 (V)1 2 gyaa < A Y=Vl 2y | V- (va -y (Vv)) L2y
0,k 0,1
+ D Iy = vlleallGEIEY = a3 (Il s

Fefr

Invoking the discrete inverse (1.45) and trace (1.54) inequalities (both with p = 2 and
v = components of GZTL iv - zrg’l(Vv)), together with the approximation property

(1.72) of a%* (with s = r + 1) and (9.39), we infer
G-Iy — Y (VW) 2ryaxa S HplVlgra rya. (9.40)

Hence, using the triangle inequality and the approximation properties (1.72) of ng’l,
we obtain

IGLLEy = Vvl 2iryaxa < IGRLEy — 2% (VW) 2ryaxa + 15 (V) = V9|2 yaxa

< h;‘ller”(T)d’
and (9.38a) follows. To prove (9.38b), we observe that it holds

IGF L5y = Vvl 27 yaxa
0,1 0,1
< NGLLyv — 7y (VV)l 2 aryaxa + 173 (V) = V¥l L2 a7yaxa

1 1
-3 [ 7k 0,1 =3
< 2 NGLLEy — 29 (V) | agyaa + By 2 9| s

where we have inserted in(;’l(Vv) inside the norm and used the triangle inequality
in the first inequality, followed by the discrete trace inequality (1.54) with p = 2
together with the approximation properties (1.73) of nOT’l in the second. Using (9.40)
to estimate the first term in the right-hand side of the above inequality, (9.38b) is
proved. O

9.5.2 A skew-symmetric trilinear form using a gradient-based
approximation of the convective derivative

The first discrete trilinear form that we consider, originally introduced in [156], is
inspired by the skew-symmetric formulation (9.8) of the continuous trilinear form.
The key idea consists in replacing the gradient operator by the discrete counterpart
G%k , which amounts to using a gradient-based approximation of the convective
derivative.
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9.5.2.1 A gradient-based discrete directional derivative

We preliminarily study a gradient-based discrete directional derivative. Specifically,
for w = (Wi)1<i<a € L*(T)?, we define w-G3* : U% — L*(T)? by

d
WGy = | D wi(GFrp)y Vv, € UK. (9.41)
J=1 1<izd
Recalling that (G%k vr)ij approximates the partial derivative with respect to the jth
space variable of the ith component of the function represented by v, w~G%k can
be regarded as a discrete version of w-V.

Lemma 9.14 below states the properties of the operator (9.41) that are relevant
to our analysis. The proof of this lemma hinges on the following discrete Sobolev
embedding, obtained by applying Theorem 6.40, with p = 2 and ¢ = 4, to v, =
components of v, :

Ivallzsa < vgllin Yy, € U o, (9.42)

where the hidden multiplicative constant depends on Q, d, o, k, and g. We note
in passing that the continutous Sobolev embeddings are essential, in the theoretical
analysis of Navier—Stokes equations, to deal with the nonlinear term. It is therefore
no surprise if a discrete version thereof is required for the numerical analysis of these
equations.

Lemma 9.14 (Properties of the gradient-based discrete directional derivative).
The operator defined by (9.41) satisfies the following properties:

(i) Boundedness. For all WiVy%, € QI;L,()’ it holds

S lwyllallyy, lhsllz, s, (9.43)

Z (WT'G%k)KT‘ZT
Teq, *T

with hidden constant independent of h, W, Y, and Z,
(ii) Consistency. If r € {0,...,k} and w € H}(Q)* N W*14(T,)? then, setting
W, = Ifw, it holds

‘ /Q CANZTEDY /T (b7 GH iy zr

TeT,

< hr+1|Wlwr+],4(r];l)d|W|W1,4(Q)d||zh||L4(Q)d Vzn € Pk('ﬁl)d, (9.44)

where z7 = (zp)|r for all T € Ty, and the hidden constant is independent of h,
w and Zh

Proof. (i) Boundedness. We have
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2 /T(WT'G%")KrZT

TeT,

2%
< § Wt llLacrya llGT Yo ll2ryaxallzr [l paerya
TeTn

D7 Iwrllgaayallezlhrllzr s
TeTh

A

IN

IwnllLa@ v, llinllzellLag)e

S wyllrlly hosllz, g,
where we have used Holder inequalities with exponents (4, 2,4) on the integrals in the
first inequality, the boundedness property (9.37) of the local gradient reconstruction
in the second inequality, discrete Holder inequalities with exponents (4,2,4) on the

sums over T € 7}, in the third inequality, and the discrete Sobolev embedding (9.42)
with g = 4 to conclude.

(ii) Consistency. Inserting t(w~G%k )W into the integrals, we have
N 2k A
/ (w-V)w-zj — Z (br-GF )27
Q Ten IT

= /T[(w.V)w—(w-G%")ﬁT] 4 ) /T[(w—wT)-G%"]@T-zT

TeT, TeT,
=T+ 3. (9.45)

For the first term, we start by noticing the following Euler equation, obtained applying
(9.35) to (I,m) = (2k,k) and y;. = W, and recalling that G'}QT = ng’k(Vw) (see
(4.40)):

/ (G, —Vw)r =0  VrePYT)™ (9.46)
T

Recalling the definition (7.2) of the Frobenius product and using (9.46) with T =
zr @ 10w € PK(T)¥*?, we infer

I = Z (Vw = GFw,):(zr @ w)
Te7, YT
= Z /(Vw - G%kﬁT):(zT ®(w- ng’ow)).
Teq, *T

Hence, using Holder inequalities with exponents (2,4,4), we obtain

2k A 0,0
T < D VW = Gy llpagryaallzr lipsrya Iw = 23 wllpsrya
TeTh

1
< Z e W e cpya 127 Wl gy W lwagrya
=

1
< h |W |H”1(7;l)d ”Zh ||L4(Q)d |W |W1.4(Q)d,
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where we have used the consistency property (9.38a) of the discrete gradient re-
construction with / = 2k together with the approximation properties (1.72) of the
L?*-orthogonal projector ﬂ%o with X =T,p =4,5 =1, and m = 0O to pass to the
second line, and a Holder inequality with exponents (2,4,4) on the sum over T' € T,
to pass to the third line.

For the second term, we can write

c A 2k
Tl < D7 W = W7l IGF By llaryaa lzr sy

TeT
1 A
$ D W Wyl rlzr s
TeT,
1
< n |W|Wr+h4(7;,,)d|w|1-11(9)d ”Zh”y&(g)d,

where we have used Holder inequalities with exponents (4,2,4) in the first line, the
approximation properties (1.72) of the L2-orthogonal projector with X = T, [ = k,
p=4,5s =r+1,and m = 0, together with the boundedness (9.37) of the local
gradient reconstruction to pass to the second line, and a discrete Holder inequality
with exponents (4,2,4) on the sum over T € 7, together with the boundedness
property (8.25) of the global interpolator to conclude.

Estimate (9.44) follows by gathering the above bounds on ¥; and T, in (9.45),
and by noticing that [w|g1 (e < [Wlwiaqye and [Wlgra(gya S [Wlyreagya. O

9.5.2.2 Discrete trilinear form

We define t;° Qﬁ xgﬁ ng — Rsuch that, forall w,.v,.z, € Q];L

1
6 W) 2)02,) = 5 > [/T(WT-G%")KT-ZT —/T(wT-G%k)§T~vT], (9.47)

TeTh

Remark 9.15 (Implementation of the trilinear form (9.47)). In the practical imple-
mentation, one does not need to actually compute G%k to evaluate t;°. Instead, the
following expression can be used, obtained by applying (9.33) twice to expand the
terms involving G%k:

< 1
G (W, v,.2,) = 3 Z /T[(WT'V)VT'ZT —vr-(wr-V)zr]
Tleﬂ (9.48)
+5 Z Z '/F(WT'nTF)(VF'ZT —VrZF)
TeT, FeFr

Proposition 9.16 (Properties of the convective trilinear form (9.47)). The convec-
tive trilinear form t;° defined by (9.47) satisfies Assumption 9.2.
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Proof. (T1) Non-dissipativity. This property is straightforward from the inherently
skew-symmetric definition of t;°.

(T2) Boundedness. Apply (9.43) twice, swapping v, and z, the second time.

(T3) Consistency. For the sake of brevity, setw, = I' ﬁw. Integrating by parts element
by element, recalling that V-w = 0, and using the single-valuedness of (w-np)w at
interfaces together with the fact that z = 0 on boundary faces to insert z into the
third term, we have

/Q(wV)w-zh = % Z (/T(wV)w-zT —/T(W'V)zr-w)

TeT,

_% Z Z /F(W'nTF)(zF —2Z7)W.

TeT, FeFr

(9.49)

On the other hand, using inside each element T € 7, the characterisation (9.34) of
G%k with y, = Zr and T = wr @ W, we have

1
G Oby, W,,2,) = 3 Z (‘/T(WT'G%'k)ﬁT'ZT —/T(WT'V)ZT'WT)

TeT,

_% Z Z /F(WT-nTF)(ZF—ZT)‘WT-

TEE FeFr

(9.50)

Subtracting (9.50) from (9.49) and inserting into the right-hand side of the resulting
expression the quantity

i% Z (/T(WT-V)ZT-W +

TeTn

Z /F(W'nTF)(ZF—ZT)'WT),

Fe¥r

we arrive at
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./Q(W.V)w'zh — 0. ),.2,)

! o 2k
"2 2 /T(W'V)W'ZT _/T(WT'GT )mr'le
TeT,
Y
+ ! Z /(WT'V)ZT'(WT -w)+ ! Z (W —w)-V)zr-w
2 T 2 T
TeT, T T,
po) T3
1 A A~
5 20 0 [rr=wrnredar — i
TeT, FeFr
T
] A
t3 Z Z (w-nrp)(zr —z7)-(br —w). 9.51)
2 F
TeT, FeFr
s

The first term is estimated using (9.44) together with the discrete Sobolev embedding
(9.42) (with g = 4) to bound ||z || .+(:

|zll < hr“ |w|Wr+I,4(7;l)d |W|W1,4(Q)d ”ghlll’h' (9.52)

Proceeding similarly as for the estimate of T, in the proof of Lemma 9.14, after
applying Holder inequalities with exponents (4,2,4) and invoking the approximation
properties of the L?-orthogonal projector, we have for the second and third terms

1Tl + (T3] < 17! (||Wh||L4<Q)d + ||W||L4(Q)d) Wl re1.a(75)2 IV rznll L2(qyaxa

1 A
< /i (“Ehul,h + “W”Hl(g)d) |W|Wr+l,4(77")d ”Eh”l,h
< hr+1l|w“H1(Q)‘i|w|W"+1’4(‘7;,)‘1”§h”l,h, (953)

where we have used discrete (9.42) and continuous Sobolev embeddings to bound
the terms in parentheses together with the definitions (8.24) of the ||-||; ,-seminorm
(see also the definition (8.15) of ||-||1,7) to bound the third factor when passing to the
second line, and the boundedness (8.25) of I to further write || W, Il < W1 (q
and conclude.

Finally, for the fourth and fifth term, using Holder inequalities with exponents
(4,00,2,4) together with ||nrF|| =« = 1 and the trace approximation properties
(1.73) of the L2-orth0gonal projector (with/ = k, p =4, s =r + 1, and m = 0), we
obtain
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|Ta| + [ Ts]

1-1 A
S D 2 W E ey (97l + 1l ) Izr = 27l
TeT, Fe¥r

1 1
1 2
< hr+1|w|Wr+1,4(frh)d Z hr (||WT”4L4(5T)d + Hw”i“(aT)d)l (Z |£T|%"9T)

TeT, TeT;,

< W wlyreragga W lwraya 12, s, (9.54)

where, to pass to the second line, we have used a discrete Holder inequality with

_1 1 _1
exponents (4,4,2) and distributed /,.* as h;. on (||wT|| iy wllies F)lz) and h;’
on |[zr — 27|l 2(F)a; to pass to the last line, we have used the continuous (1.50) and

discrete (1.54) trace inequalities with p = 4 and the L*-boundedness of n'OT’k (see
(1.75)) for the second factor, whilst the definitions (8.24) and (8.15) of the ||-||;.»- and
|||l1,r-seminorms have been used to bound the third factor. Taking absolute values
in (9.51), and using (9.52)—(9.54) to bound the right-hand side, (9.12) follows after
observing that [|w||g1 (e < [[Wllw14q)a- O

9.5.3 A trilinear form incorporating Temam’s device for stability

The second trilinear form discussed here, originally introduced in [68], is inspired
by Temam’s formulation (9.7), where the operator (w-V) and the divergence are
respectively replaced by a discrete reconstruction of the directional derivative and
the trace of the gradient G%k defined by (9.33).

9.5.3.1 Discrete directional derivative

Givenw, € Uk, the directional derivative reconstruction g’}(mT; ) Uk — PYT)?
is such that, for all y,. € UX,

/ Gr(wyvr)z
T

= /(WT-V)VT~Z+ Z we-nrp)ve —vr)z Yz e PXT)Y. (9.55)
T FeFr F

This expression mimics (3.65) with the role of the advective velocity inside the
element and on its faces is played by wr and w , respectively. For all z € PX(T)4,
writing (9.34) for/ = 2k and T = zQwr, recalling the notation (9.41) for (wT'G%k W
and comparing with (9.55), one can see that it holds
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/ GrWpivy)z = / (wr-GT vz
T T

+ Z wr —wr)nrp(ve —vr)z ¥z e PKT)
Fe¥r F

(9.56)

This shows that g’}(mT; v;) differs from (wT'G%k)gT in that w  replaces wr in the
boundary term. The approximation properties of the discrete directional derivative
relevant in the analysis are summarised in the following proposition.

Proposition 9.17 (Properties of the discrete directional derivative). The discrete
directional derivative defined by (9.55) satisfies the following properties:

(i) Boundedness. Forallw,.v,.z, € Qﬁ,o, it holds

> /Tgi(w;zﬁu

TeTh

S wy sl sz, s, 9.57)

with hidden constant independent of h, w,,, v, and z,,.
(ii) Consistency. If r € {0,...,k} and w € HJ(Q)* n WX Tp)4 then, setting
W, = Lﬁw, it holds

Y, [l -6hain) @

TeT

S K WlyroiagaWiwiaoallznllis@e  Yzn € PXTR)Y, (9.58)

where 27 = (zp,) | for all T € Ty, and the hidden constant is independent of h,
w and zj,.

Proof. (i) Boundedness. Using (9.56), we can write

> /T Grwysve)zr

TeT,
< Z /(WT’G%k)KT'ZT + Z Z /(WF_WT)'nTF(VF —vr)zr|.
re7, T Tt Ferr U F
S wplleallyyhoeliz, s + T, (9.59)

where we have used (9.43) to pass to the second line. To estimate T, we write
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Ly
A

D 2 we = wrllisalve = vellgallzrllse
TeT, FeFr

_1
lznllzse Y D et Iwe = wrllpsgeyaIve = vl
TeT, Fefr

_1 _1
< lznllzse D0 D et IFIE IwE = wrllpageya Ve = v llagee
TeT, FeFr

A

_1 _1
S llznllpsa Y Y h? Iwe = wrllizged he Ve = vl
TeT, Fefr

S Nz lnllwy honllvy, s, (9.60)

where we have used a Holder inequality with exponents (4,c0,2,4) together with
InTFll=py« = 1 in the first line, the discrete trace inequality (1.54) with p = 4
followed by |lz7 |l 4¢r)e < 1znll 4y« for all T € 7j in the second line, the inverse
Lebesgue embedding (1.33) with X = F (this choice is possible in view of Remark

1_d-1

SRR
1.27), g = 4, and m = 2 in the third line, the bound h.*|F| * < h' % < hp! =

h;% h;% (valid since d < 3) in the fourth line, and the discrete Sobolev embedding
(9.42) with g = 4 followed by a discrete Cauchy—Schwarz inequality on the sums
over T € 7, and F € Fr, and the definitions (8.24) and (8.15) of [|-||;,, and ||-||1.7 to
conclude. Plugging the bound (9.60) into (9.59) yields the estimate (9.57).

(ii) Consistency Writing (9.56) for w,. = v, = W, we get

Y, [l ow-Ghwpin) zr = 3 [ (009w - 7 Gy ] zr

TeT, TeT,
T
- Z Z /(WF —wr)nrr(Wr —Wr)-Zr . 9.61)
TeT, Ferp
T
The first term is estimated using (9.44):
1T1] $ W Wz W lwisoya | 2all sy - 9.62)

For the second term, we first observe that, owing to the linearity, idempotency, and
boundedness of ﬂ%k (see Lemma 1.43), it holds, for @ € {2,4},

N N 0,k 0,k 0,k
||wF _wT”La(F‘)d = ||7rF (w _ﬂ'T w)”La(F)d $ ||W _”T w”L(x(F)d. (9.63)

Hence, Holder inequalities with exponents (2, 00,4,4) along with ||r7F || e = 1
give
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0,k 0,k
RIS E E lw =" w2y llw — " wllpapyallzr |l o eya
TeT, FeFr

< b Wk (gya W lwrs@ye 1znll @) (9.64)

where we have used the trace approximation properties (1.73) of the L?-orthogonal
projector with [ = k and, respectively, (p,s,m) = (2,r+1,0) and (p, s,m) = (4,1,0) to
bound the first two factors inside the summation, the discrete trace inequality (1.54)
with p = 4 to bound the third one, and another Holder inequality with exponents
(2,4,4) on the sums to conclude.

Combining (9.61), (9.62) and (9.64) yields (9.58). m|

9.5.3.2 Discrete divergence and integration by parts formula

Given a mesh element 7 € 7}, and a polynomial degree / > 0, we next define the
generalised discrete divergence such that, for all v, € U’ i,

d
Dfyy = tr(Ghyy) = > (Ghvp)i = Ghyy : I, (9.65)

i=1

where I ; denotes the identity matrix of R4*4_For further use, we record the followin g
characterisation of D’T, obtained from (9.34) with v = gl 4: For all v, € U ’;,

/TDITKT q= /T(V-VT)cH > /F(vF —vr)nrpqg  Yq € P(T).  (9.66)

FeFr

This formula shows that for / = k we indeed recover the discrete divergence used in
Chapter 8 (see (8.20)). With this definition, we can prove a discrete integration by
parts formula which plays the role of (9.5) at the discrete level.

Proposition 9.18 (Discrete integration by parts formula). Forallw,,v,.z, € U fl
it holds

2, /T (65 wrivp)zr +vr-Ghwpizy) + D w,(vr-21)

TeT,

= _ Z Z /F Wrnrr)(vE —v7)(2F — 27) 9.67)

TeT, FeFr

+ Z Wr-np)VE-ZF).

F
Fef

Remark 9.19 (Comparison with (9.5)). Compared with its continuous counterpart
(9.5), formula (9.67) contains one additional term in the right-hand side where the
differences between face and element unknowns in y, and z, appear. This term
reflects the non-conformity of the HHO space.
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Proof (Proposition 9.18). Let an element T € 7, be fixed. Expanding first

g'}(ET;gT) according to its definition (9.55) with z = z7, then integrating by
parts the volumetric term, we obtain

/Q?(&T;zr)-zT
T

/(WT'V)VT'ZT + § wWrnrp)(vr —vr) 2T
T Fe¥; F
T

—/VT'(WT'V)ZT—/(V'WT)(VT-ZT)
T T
+ Z ‘/F[(WF'nTF)(VF'ZT)_(WF'nTF)(VT'ZT)+(WT'”TF)(VT'ZT)]

Fefr
T+ T+ T5. (9.68)

Using again (9.55) this time with v, = z,. and z = v7, we obtain for the first term
T = —/vr-gi(mT;gT) + Z (Wrnrr) vr-(zr — 27). (9.69)
T Fey F

Invoking the characterisation (9.66) of the discrete divergence reconstruction with
| =2k and g = vr-z1, we get for the second term

I = —/D%kET(VT~ZT)+ Z /(WF —wr)nrp(vr-zr). (9.70)
d Fefr F

Plugging (9.69)-(9.70) into (9.68) and rearranging, we obtain

/T (g’%(mT; ve)ar +vrGr(wyiz,) + D%"mT(vrzT))

= Z /(WF'nTF)(VT'ZF - V12T + VEZT).
F

Fefr

Summing the above equality over T € 7, and adding the quantity

B Z Z '/I;(WF'nTF)(VF'ZF)"'F;E L(WF'nF)(VF‘ZF)zo» 9.71)

TeT, FeFr

the conclusion follows after observing that vr-zp — vr-2r + VF2r — VFZp =
—(vg —vr)-(zF — z7). Formula (9.71) is justified observing that, for any internal
face F € 9‘2 such that F' € ¥, N Fr, for distinct mesh elements 71,7, € 7y, it holds
that (Wr-nr,r)(Vr-2F) + Wr-n1,r)(vr-2F) = 0 owing to the single-valuedness of
wWr,vE,and zZf. O



9.5 Examples of discrete convective trilinear forms 407

9.5.3.3 Discrete trilinear form

We can now define the discrete convective trilinear form ;™ on U’ l;l x U l;l x U l;l
inspired by (9.7): Forall w,.v,.z, € Uy,

. k .
Pz = ) [ Ghwivgra

TeT,
1
"2 2,

T,

/TD%"&T(VT-ZTHZ /F(wF-nTF)(vF—vT)~(zF—zT) . (9.72)

Fefr

where the terms in the second line embody Temam’s device for stability.

Remark 9.20 (Discrete incompressibility constraint and Temam’s device). Equation
(9.9b) is equivalent to D’YE u; =0forallT € 7, and expresses at the discrete level the
fact that the HHO velocity field solution to (9.9) is incompressible. Notice, however,
that the fact that DX.u,. = Oforall T € 7, does not imply, in general, that D% u,. = 0,
which justifies the introduction of the second term in (9.72).

Remark 9.21 (Implementation of the trilinear form (9.72) and link with (9.47)).
Expanding the discrete directional derivatives appearing in (9.75) below according
to their definition (9.55), we arrive at the following reformulation of t'™, which shows

that, in the computer implementation, one does not actually need to compute Q’;(' 50)
k. k
nor D7*: For any WiV Z, € gh,

1
2z =5 D /T (07 V)72 — vr-Owr-V)zr ]
TeT,

+% Z Z /F(WF"!TF)(VF'ZT —Vr°ZF).

T€7ﬂ FeFr

(9.73)

Comparing with (9.48), it can be seen that the only difference is that wr replaces
wr in the boundary term, and the following relation holds:

G (W) 5:2,) = 6 (W), 7,,,2,)

1
3 2 2 /F(WF —wr)nrp(vpzr —vrzr).  (9.74)

TeT, FeFr

Proposition 9.22 (Properties of the convective trilinear form (9.72)). The convec-
tive trilinear form tg“ defined by (9.72) satisfies Assumption 9.2.

Proof. (T1) Non-dissipativity. Using the discrete integration by parts formula (9.67),
we can write, for any w,,v, € Q’;l 0
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>

TeTh

/TD%kKT(VT'ZT)Jr Z /F(WFWTF)(VF - vr)(zF —zT))

Fefr

= —% Z /(Q?(ET;KT)-ZT +VT'§§(£T§§T))-

Te7;, /T

Plugging this equation into the definition (9.72) of '™, we arrive at the following
reformulation, which makes the skew-symmetry of t;lm evident:

1
oz =5 Y [ (Ghwprzr -vre6heiz). 019
TeTh

The conclusion then follows letting z, = v,,.

(T2) Boundedness. Accounting for (9.75), the boundedness follows applying (9.57)
twice, with v, and z, swapped the second time.

(T3) Consistency. Set, for the sake of brevity, w, = I '];w. Recalling the definition
(9.72) of t'!™, we decompose the argument of the supremum in (9.12) into the sum
of the following terms:

Ti= ) | [V = Gh by wp)] 2,

Teq;, /T
1 PR
T = ~5 Z /D%kKT(WT'ZT)
T
TeT,
1 N . .
T3 = ) Z Z /(WF'nTF)(wF - Wr)(2F — 27)-
F
TeTn FeFr

Using the approximation properties (9.58) of the discrete directional derivative
followed by the discrete Sobolev embedding (9.42), it is inferred for the first term:

1T1] < AW lreragpya W lwraya lz, - (9.76)

After observing that D%k Wois L?*-orthogonal to functions in P¥(T’) as a consequence
of V-w = 0 together with (9.46) written for T = gI; with g spanning P¥(T), and that

ﬂg’ow-zr € PX(T), we can write

1
|Ta] = 5

Z /(V~w ~D¥w, )by — 730w)zr
T

TeT,

e . 0.0
< g IV-w = DF Wil lWr — w7 wllpseryallzr |l parya
TeT,

< W Wl g ya W lwaya 12, s 9.77)
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To pass from the second to the third line, we have used: the approximation properties
of the divergence reconstruction resulting from (9.38a) with / = 2k to bound the
first factor; the linearity, idempotency, and L*-boundedness of ﬂg’k followed by the
approximation properties (1.72) of the L?-orthogonal projector with [ = 0, p = 4,
m =0, and s = 1 to estimate the second factor

. 0,0 0.k 0.0
Wr — 7 wllpsqya = lmp™(w — " wllpaya

0.0 .
Slw=n"wlpagya S hrlwlwiag)a;

a discrete Holder inequality on the sum over T’ € 7;, with exponents (2,4,4), and the
discrete Sobolev embedding (9.42) on z, to conclude.

To estimate the third term, using a Holder inequality with exponents (4, c0,4,2)
we obtain, after accounting for ||r7F||p oy = 1,

1 . N N
Wl 5 D0 D) Wrllgalve —brlisallzr = 2rllga.
TeTn FeFr

For the first factor inside the summations, we use the L*-boundedness of n%k

followed by the local trace inequality (1.50) with p = 4 and the fact that hy <
diam(Q) < 1 to write

1
W EllLspya S IWllagpye < byt (||W||L4(T)d + hT||Vw||L4(T)d><d)

_1
S hptwllwaqrya -

For the second factor, using (9.63) with @ = 4 followed by the optimal approximation
properties of ﬂ%k we obtain

. - 0,k r+3
||WF - wT||L4(F)d < ||W - ﬂ'T w||L4(F)‘i < hT 4|W|Wr+1,4(T)d.

Collecting the above estimates, we can go on writing

_1 )
Tl D0 >t Iwllwsaya By Whyroaaya l2e = 27llage
TeT, FeFr

1
2
! 2
S W llwraqye [W lwra(g;,)a ( Z |§T|1,ar)
TeTh

< hr-%—1 ||w ||W1’4(Q)d |w |W”+1v4(‘77,)d ”g ||1,h’ (978)

where we have used Holder inequalities with exponents (4,4,2) on the sums over
T € 9, and F € 7 together with hrp < hy < h to pass to the second line, and the
definitions (8.24) of ||-||;,, and (8.15) of ||-||;,7 to conclude.

Collecting the bounds (9.76), (9.77), and (9.78), and observing that [w | gr+1 (7 )¢ <
[l r+1.4(;,)a the conclusion follows. O
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Remark 9.23 (Comparison with Hybridisable Discontinuous Galerkin methods). Let
k > 0 and define the enriched space of unknowns

Uk = { v, = (v1)res, (VF)Fes)

yr € PYT) VT € 75, and vy € PX(F)? VF € ﬁ}

where the difference with respect to (8.22) is that element-based unknowns are
polynomials of total degree (k + 1) instead of k. The reformulation (9.73) enables
a comparison with the Hybridisable Discontinuous Galerkin (HDG) trilinear form
tHDG U, k+lk xU, k+lk xU, k+lk , originally proposed in [249] (cf., in particular,
Deﬁmtlon 33 therem and also [101])

CTRIEREE DY / (00 V)wr-zr - vr-Owp-Vzg]

TeT,
1
+ 5 (WF nrr)VE-ZT = ZFVT)
TeT;, FETT
n
+5 Z Z / We-nrel(ve —vr)(2F — 27).
TeT, Ferp Y F

The main differences with respect to the HHO method discussed in this section are
that: (i) in the HDG method, the element-based unknowns are polynomials of degree
(k + 1) instead of k. Correspondingly, the viscous term is discretized as in [224,
245] in order to improve the convergence rates to match the ones of HHO methods;
see [117] for further details, in particular Remark 2.2. This variation corresponds to
the HHO method with enriched element unknowns discussed in Section 5.1. (ii) an
upwind convective stabilisation term is present; see the discussion in Section 9.4 on
this point.

9.5.3.4 Flux formulation

Recalling Remark 9.1, local balance relations with continuous fluxes can be identified
for the Navier—Stokes problem in a similar way as we did for the Stokes problem in
Section 8.4. Specifically, denoting by (u, p) € U X P a solution to (9.3) and assuming
sufficient regularity for the boundary integrals to be well-defined, it holds: For all
T € 75, and all (vr, gr) € PX(T)? x PK(T),
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‘/TvVu:VvT—‘/T(u-V)vru—‘/Tp(V'vT)

+ Z (-Vu+u®u+ pld)|T nrpvr = | fr (9.79a)
F T

Fe¥r

[wvar - [@rnrerar =0 (9.79b)
T T

Compared to (8.50), the balance relations (9.79) contains two additional terms
accounting for the nonlinear convection: the volumetric term # ® u:Vvr, and the
contribution (# ®u) 7 nr F to the momentum flux (-Vu + u ® u + ply)r nrr. Also
in this case, the normal traces of the fluxes are continuous across interfaces, i.e., for
all F € 7—; such that F' ¢ dT; N 0T, with distinct mesh elements 71,7> € 75, it holds
that

(—vVu+u®u+ply)g nrir +(-vVu+u®u + pla) g, n,r =0, (9.80a)

i, -nnF +ug-npr =0, (9.80b)

The interest of the trilinear form (9.72) built on Temam’s device over the trilinear
form defined by (9.47) is that the former enables a flux formulation that reproduces the
relations (9.79) and (9.80) at the discrete level. This can be essential for discretisations
of coupled systems involving these equations and advection processes.

Lemma 9.24 (Flux formulation). Let M), denote a polytopal mesh in the
sense of Definition 1.4. Let the viscous bilinear form aj, be given by (8.27),
with local stabilisation bilinear forms in (8.28) matching Assumption 8.10. Let
the pressure—velocity coupling bilinear form by, be given by (8.34), and the
trilinear form tzn be given by (9.72).

Let (w;,pn) € Q’Z’O X P;f and, for all T € Ty, and all F € Fr, define
the numerical normal traces of the viscous and convective momentum flux as
follows:

visc o k+1 k
Orp(ur)=v (_VrT Upntr + RTFET)’

Ur +ur
5P () =t (T

2

Up +u
® uF) nTF = ﬂ%k [(uF'”TF)% 5
with RY. . defined by (8.52).
Then (u,,, pp,) solves (9.9) if and only if the following two properties hold:
(i) Local momentum and mass balance. For all T € Ty, and all (vy,qr) €
PX(T)4 x PK(T),
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/er’}+lgT:VvT—/(uT'V)vT‘uT
T T

1
—/TPT (V'VT)—E/TD%kET(uT'VT)
+ Z (<I>Vi5°@ )+ @ () + prn )-v =/ fv (9.81a)
- TF T TF \&T1 TNTF T . T .

FeFr

[urvar= Y, [@enrear=0.  ©s1)
T

FeFr F

(ii) Continuity of the numerical normal traces of the momentum and mass
fluxes. For any interface F € ¥, such that F' C 0T\ N 0T, for distinct mesh
elements T\, T, € Ty, it holds

(@5 () + D g, + pryre )

+ (‘I’ﬁsﬁ (up,) + OLF (ug,) + prznm) =0, (9.82a)
Up'RTF + UF AT, F = 0. (9.82b)

Before proving this lemma, some remarks are in order.

Remark 9.25 (Extension to convective stabilisation). This lemma is also valid if a
convective stabilisation term is added to the scheme, that is, for the HHO scheme

(9.32). In this case, an additional term —n%k [#p(Pe(u p))(up —ur)| must be

added to @57 (u;), see [68, Proposition 16].

Remark 9.26 (Finite Volume momentum balance). In (9.81a), an additional term
fT D%k u,(ur-vy) is present with respect to the continuous momentum balance
(9.79a). This term, however, does not appear in the lowest-order version of the
discrete momentum balance obtained taking vy € PY(T)¢ since, using (9.35)
with (I,m) = (2k,k) and recalling that DZT = tr(GlT), we have in this case
[ D¥v(ur-vr) = [ Dy (ur-vr) = 0, where the conclusion follows using
(9.9b). Hence, the HHO scheme (9.9) with convective trilinear form t;lm given by
(9.72) satisfies the following Finite Volume-like local momentum and mass balances:
Forall T € 7,

Z /F (‘I’ﬁ?(zf)+®%°£V(£T)+prnrp)= /T f (9.83a)

Fe¥r

Z (up-nrp) =0, (9.83b)

as can be checked taking vy in (9.79a) successively equal to the vectors of the
canonical basis of R? and g7 in (9.79b) equal to 1.
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Proof (Lemma 9.24). The proof follows that of Lemma 8.17, after assessing what
additional terms the trilinear form tz"(g o WysY,y,) brings to (8.53a) and (8.54a).

Using the discrete integration by parts formula (9.67), for any v, € Uk Uy, o we have

Gy 0, = = )

TeT,

1
/urg'}(gT;KTHE/D%kgT(ur-vT)
T T

/(HF nre)urp —ur)(ve — VT)]

Fe'fT

Hence, expanding gl}(gT; v;) according to its definition (9.55) with w,. = u, and
z = ur for all T € 7}, in the previous expression and rearranging the terms, we
obtain

UM ESSY

TeTn

1
/T(uT'V)VT'uT + ELD%kET(”T'VT)

> <D°T°£V(ET>~(vF—vT)l,

Fe¥Fr

(9.84)

where we have further observed that (v — vrr) € PK(F)? to insert n(I);k into the
expression of the convective flux. We then easily realise that, using element basis
functions (resp. face basis functions) for Voo b t Lh, u h,vh) is responsible for the
terms —fT(uT Vivrur — + f DZ¥ur(ur-vr) and @ (uy)-vr in (9.81a) (resp.
the terms (I)C"“V(uT ) and (I)C"“V(uT ) in (9.82a)). O

Remark 9.27 (Lack of a flux formulation for the gradient-based scheme using the
skew-symmetric trilinear form (9.47)). Recalling (9.74), the relation (9.84) gives the
following expression for t;':

tif(ﬂhaﬂh,zh) =- Z

TeT,

1
/(uT‘V)VT'uT + E/D%sz(ur~vT)
T T

+ ) /F OSR (y)- (v = v7)

Fefr

i Z /(uF—uT)nTF(uF vr —ur- VF)]

FE7:T

To identify continuous fluxes (that is, fluxes satisfying (9.82a)) for the gradient-based
scheme using t;°, one has to gather the terms in the scheme that multiply the face
test function vy. This would lead here to setting, as fluxes for the gradient-based
scheme,

1
(I)conv,SS(ET) — (I)%OFHV(ET) + E(uF — uT)-nTFuT.
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The balance relation for these fluxes would then be obtained by considering the
terms in the scheme involving the element test function v. Here, these terms can be
written

/er’}”gT:VvT —/(uT-V)vT-uT —/pT (V-vr)
T T T

1 1
3 /T D up(urvr) |5 /F(”F —urdnrr(uE —ur)vr| (g gs)

Fefr

+ Z ‘/F (®¥;C(£T) + @7 (uy) +anTF) vr = /Tf'VT-

Fefr

As seen for example in Lemmas 2.25, 3.17 and 3.30, the balance equations for flux
formulations of HHO methods are expected to contain a volumetric contribution
that vanishes when v7 is constant inside 7', and face contributions solely involving
the fluxes. The boxed term in (9.85) does not fall into any of these two categories.
On one hand, it cannot be integrated into the local balance equation as it does not
necessarily vanish for vz € PO(T)?. On the other hand, if we integrated it into the
fluxes, the latter would no longer be continuous. This shows that the gradient-based
scheme using t;* does not admit, contrary to the scheme using ', a flux formulation.

9.6 Convergence for general data

The error estimate of Theorem 9.9 is valid only under the data smallness assumption
(9.19). In this section, we prove convergence for general data using compactness
techniques which, as discussed in Chapter 6, do not require additional regularity
on the exact solution or the data, at the expense of not delivering estimates on the
convergence rate. For the sake of simplicity, throughout this section we focus on
the skew-symmetric discrete trilinear form t;* defined by (9.47), and leave it as an
exercice to the reader to adapt the proofs to the trilinear form tgn defined by (9.72)
and based on Temam’s device.

9.6.1 Discrete compactness and strong convergence of the
interpolates

In this section we establish two important preliminary results, namely a compact-
ness property for sequences of vectors of discrete unknowns uniformly bounded
in the ||||; »-seminorm, and the convergence of gradient reconstructions applied to
interpolates of sufficiently smooth functions.

To state these results, we will need the global velocity reconstruction rfl“ :

U fl — P**1(7;,)¢ defined by (9.28) and, for a given integer [ > 0, the global gradient
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reconstruction G}, : U * — P!(7,)% such that, for all y,, € U},
Gy, ) =Ghy, VI e,

The following lemma is the equivalent of Theorem 6.41 with p = 2 and GIT instead
of Gk.

Theorem 9.28 (Discrete compactness). Let k > 0 be a polynomial degree
and (Mp)nen be a regular mesh sequence in the sense of Definition 1.9. Let
(V) hen € (gﬁ,o)hg}{, and assume the existence of a real number C > 0
independent of h such that ||v,|l1,n < C for all h € H. Then, there exists
v e H& (Q)? such that, up to a sequence as h — 0,

(i) v, — v strongly in LY(Q)? for all g € [1,00) if d = 2, and all q € [1,6)
ifd =3;
(ii) Gigh — Vv weakly in L>(Q)¥*¢ for any integer 1 > 0;
(iii) Vurktly, — Vv weakly in L*(Q)*.

Remark 9.29 (Extension to the non-Hilbertian setting). It is possible to extend this
compactness result to the non-Hilbertian setting considered in Theorem 6.41. The
details are left to the reader as this extension will not be needed in the following
discussion.

Proof (Theorem 9.28). Applying Theorem 6.41 with p = 2 to the components of y,,,
we find the existence of v € H(} ()4 such that, for ¢ as in Point (i) of the statement,
up to a subsequence, v, — v and r¥*ly, — v in L9(Q)?, and G}, — Vv weakly in
LZ(Q)dxd_

It remains to prove the convergence of GL v,,, for a generic / > 0, and Vhrfl+1 v,
The norm equivalence (8.31), the boundedness of ||y, [I1,x, and the estimate (9.37)
show that both (V,rk*1y, ), cqr and (G} v, Jnes are bounded in L*(Q)®¢, and thus
converge up to a subsquence weakly in this space to T and &, respectively. The proof
is complete if we show that T = £ = Vv.

Let us first identify £. For all ® € C2(Q)%*?, setting n := min(/, k), we have

/ngh:d)z /Gigh:ﬂg’"®+/GLgh:((I)—n'g’”d))
Q Q Q

Ti.n

- / Gy, )" ® + Ty, (9.86)
Q

where we have inserted ing’"(l) in the first line, and used the orthogonality property

(9.35) with m = k in the second line. By regularity of ® and Theorem 1.44, it holds
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ng’"d) — @ in L2(Q)?¥*? as h — 0. The boundedness of (G} v, )ne in L2(Q)?*¢
then shows that T; ;, — 0 as h — 0. Taking the limit in A of (9.86) and recalling
that Gﬁgh — Vv weakly in L*(Q)%*? thus yields (£, ®) = (Vv,®), which proves
that £ = Vv as required.

We now turn to 7. Let 7 € 7j,. Recalling Remark 4.9, we see that Vr&*!y,. is the
L*-orthogonal projection of Gy, on VP**!(T)?. Projecting further on PO(7)%*¢ =
VPI(T)? < VPI(T)4, we obtain nOT’O(Vr’;”KT) = nOT’O(GI}KT). Patching these
relations yields 71y *(Vrk+ly,) = a"*(Gky,). We can then follow the reasoning
above, applying (9.86) with n = 0 and Vr’;l’rl v,, instead of GLK ,,» to deduce that
T =Vy. O

The second preliminary result, the strong convergence of the discrete gradients
for interpolates of smooth functions, is stated in the following proposition.

Proposition 9.30 (Strong convergence of the interpolates). Let (My,),cqy be a
regular mesh sequence in the sense of Definition 1.9 and let the global interpolator
Lﬁ be defined by (8.23). Let | € N be such that

[=0ifk=0,1>20ifk > 1. (9.87)
Then, for all v € H' (Q)?,
G, Ifv — Vv strongly in LX(Q)¥* as h — 0 (9.88)
and
Vhrﬁ”g‘lv — Vv strongly in L>(Q)*4 as h — 0. (9.89)

Moreover, denoting by (st)req;, a family of stabilisation bilinear forms matching
Assumption 8.10, for all v € H'(Q)4 n H*(T,)? it holds that

I}yl — 0ash — 0, (9.90)
with seminorm |-|s 5, defined by (9.30).

Proof. Throughout the proof, hidden constants are independent of both 4 and v.

(i) Proof of (9.88) and (9.89). We reason by density. Specifically, we let (v¢)eso

denote a sequence in H>(Q)? that converges to v in H'(Q)? as € — 0 and we write,

inserting i(GilL ’;lvE — Vv,) into the norm and using the triangle inequality,

||G§l£l,;v - VV”LZ(Q)dxd
< IGLIL» = v)llaayaa + 1G], Lve = Vv ellpqyaxa + IV e = vl qpaxa
S =velpau + 1GLINe = Vrellp2qaxds (9.91)
where we have used the boundedness (9.37) of the gradient reconstruction and (8.25)

of the global interpolator to write ||GLL’;£(V = vlliaqyaxa < ||L';l(v - vI)llin <
[v = velgi(qye. Using, for all T € 7y, the consistency properties (9.38a) of the
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gradient reconstruction with r = 1 (this choice is possible under assumption (9.87)),
we get for the second term

IGLI}ve = Vvellpaapaxa S hIvelpaays

which shows that this term tends to zero as & — 0. Taking, in this order, the
supremum limit of (9.91) as &7 — 0, then the limit of the resulting inequality as
€ — 0 concludes the proof.

The proof of (9.89) is obtained in a similar way, with the norm equivalence (8.31)
replacing (8.25) in the estimate of the first term in the second line of (9.91) and the
approximation properties (1.76) of the elliptic projector (together with r’;l” ol ];l =
n}l’k”, see (2.14) for the scalar case) replacing (9.38a) in the estimate of the second
term in the third line of (9.91).

(ii) Proof of (9.90). Proceeding as in the proof of Proposition 2.14 (where the scalar
case is considered), one gets, for all T € 7y, STQZV,LZV) < h%|v|§_12(r>d, where the
hidden constant is additionally independent of 7. Summing the above bounds over
T € 7, taking the square root, and letting 7 — 0 yields Ilﬁvls,h — 0, thus proving

(9.90). O

9.6.2 Convergence by compactness

We are now ready to prove the convergence of the HHO scheme for general data.

Theorem 9.31 (Convergence for general data). Let (M),),cq( denote a reg-
ular mesh sequence in the sense of Definition 1.9, let k > 0 be a polynomial
degree, and let ((u,,, pn))new be such that, for all h € H, (u,,pp) € Q;{z,o X P}]:
solves (9.9). Then, up to a subsequence as h — 0, it holds

(i) up, — u strongly in L49(Q) for all g € [1,00) if d = 2 and q € [1,6) if
d=3;
(ii) Vhr;‘l“gh — Vu strongly in L>(Q)%*4;
(iii) |£h|s,h — 0;
(iv) pn — p strongly in L*(Q),
where (u,p) € U X P is a solution to the continuous problem (9.3). If, in
addition, the solution to (9.3) is unique (which is the case, e.g., if the smallness

condition detailed in [198, Eq. (2.12), Chapter IV] holds for f), convergence
extends to the whole sequence.

Proof. The proof proceeds in four steps: (1) we start by proving the existence of a
limit for the sequence of discrete solutions; (2) we next show that this limit is indeed
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a solution of the continuous problem (9.3); (3) we then prove the strong convergence
of the velocity gradient and of the jumps; (4) we conclude by proving the strong
convergence of the pressure.

Step 1. Existence of a limit. Since, for all h € H, (u,,pn) € Qﬁ 0 X P,’j solves (9.9),
we infer combining the a priori bounds (9.14) and Theorem 9.28 that there exists
(u,p) € U x P such that, up to a subsequence as & — O:

(@) up — u strongly in LI(Q)? forall ¢ € [1,00)if d =2 and ¢ € [1,6) if d = 3;
(b) Gflgh — Vu weakly in L>(Q)?*4 for all [ > 0;

(c) Vhrfl“gh — Vu weakly in L>(Q)%¢;

(d) pn — p weakly in L*(Q).

Step 2. Identification of the limit. We next prove that (u,p) € U X P is a solution to
(9.3). To do so, we examine the convergence of each term in the discrete problem
(9.9) when the test function is the interpolate of a smooth function, then conclude
by a density argument.

Let ¢ € C2(Q)¢ and consider the discrete momentum equation (9.9a) with
v, =1 ﬁ¢. For the viscous term, we have

an(u,, INg) = /QVhl‘ﬁ“Ehthl‘ﬁ”!'NJf Z sr(ug Lydpr) = T + T
TeTh

For the first term, a weak-strong convergence argument (recall Point (c) in Step
1 for the first factor and (9.89) for the second) readily gives T — fQ Vu:Vé.
For the second term, we can write, using a Cauchy—Schwarz inequality together
with the definition (9.30) of the |-|s ,-seminorm and the norm equivalence (8.31),
|Ta| < |1y ls,n |LZ¢|s,h < Nlayllvn |l’f,¢ls,h. This, combined with the uniform a priori
bound (9.14) on the first factor and the strong convergence (9.90) of the second
factor, shows that |T,| — 0 as &z — 0. In conclusion, we have

an(u,, 15 ¢) — /QVu:w; =a(u,p). (9.92)

For the convective term we have, recalling the definition (9.47) of t;* and (7.1) of
the tensor product,

1 1
G, 150 =5 [ Gl pou -3 [ G rieuou =1+

Since uy, — u and x"*¢ — ¢ strongly in L*(Q)¢, 7)*¢ ® u, — ¢ ® u strongly in
L*(Q)%*“_ Hence, recalling that Glzzk u, — Vu weakly in L*(Q)%*4 owing to Point
(b) in Step 1, we infer that T, — % fg(u-V)u-(b. For the second term, observing
that u;, ® uj, — u ® u strongly in L>(Q)%*¢ (since uj, — u strongly in L*(Q)¢) and
G}Zlkg‘l(p — V¢ strongly in L>(Q)%*4 (see (9.88)), we get T — —% fQ(u-V)(])-u. In
conclusion, recalling the definition (9.8) of the continuous skew-symmetric trilinear
form 7, we have



9.6 Convergence for general data 419

1 1 ~
G @, 1) = 5 /Q CAT /Q WV)pu = iwu.d).  (9.93)

For the pressure—velocity coupling term in the momentum equation, recalling the
definition (8.34), using a weak-strong convergence argument, it is readily inferred
that

b5 pn) = — /Q GEL:ppnly — /Q (V-6) p = b$.p). 9.94)

where we have additionally used the fact that, by definition (9.65), D'} vy = tr(G’} V)
forall 7 € 7, and all y,. € Q;.
Collecting (9.92), (9.93), and (9.94), and observing that fgf-zrg’kq} — fgf-q)

0,k

since 71, ¢ — ¢ strongly in L2(Q)?, we conclude that (u, p) satisfies

va(u, ) + f(u,u,¢) + b(¢, p) = /Q fo VoeCIQ (9.95)

Moving now to the mass equation, we observe that it holds, for all ¢ € C°(Q),
~bn(ay, 7y ) = /Q Gy Wl — /Q (V-u) § = =b(u,u),

where we have used the weak convergence in L2(Q)?*¢ of the first factor to Vu,
resulting from Point (b) in Step 1, together with the strong convergence ﬂg’kl// -y
in L?(Q). Hence, the limit u satisfies

—bu,p)=0 Vg € C(Q). (9.96)

Combining (9.95) and (9.96), and using the density of C.° (Q)¢in U and of C2(Q)
in L*(Q), we conclude that (u, p) € U x P is a solution to (9.3).

Step 3. Strong convergence of the velocity gradient and of the jumps. Making y, =
u;, in (9.9a) and observing that t;’(u;,u,,u;) = 0 owing to the non-dissipativity
property (9.10), and that by (u,, pr,) = 0 owing to (9.9b) with g = py,, we have

k+1 2 2
IV, s s + 10 < vantatyoa) = [ o

Since uj, converges to u strongly in L>(Q)¢ and u is a solution to (9.3), we have

A

. k+1 2 2 :
viimsup (19t} 2 gy + L ) < timsup [ £,
0 h—0 Q

h—

/Q fote = VIVa g (9:97)
This implies in particular

lirzl Sélp ||Vhrfl+1£h ”iZ(Q)dxd < |Vu ”iz(g)dxd . (9.98)
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Combined with the weak convergence V;,ri*'u, — Vu in L2(Q)**“, this inequality
establishes the strong convergence Vhrk“u u, — Vu of the velocity gradient in
L*(Q)%*4_ Hence, the inequality in (9.98) is an equality which, plugged back into
(9.97), gives

w12, — 0. (9.99)

Step 4. Strong convergence of the pressure. Observing that p;, € P, from Lemma
8.3 we infer the existence of v, € U such that

Vvp, =pnand [|[vp, lg1 e < 1Pnllzg)- (9.100)

We study the properties of the sequence (I ’;lv pn e For all h € H, it holds

v pullin < vpulmi@d s Ipnlizg) < Il + v 2IF I7a g (910

where we have used the boundedness (8.25) of I ﬁ in the first inequality, (9.100)
in the second, and the a priori bound (9.14) on the pressure to conclude. Then, by
Theorem 9.28, there exists v, € U such that !i"ph — v strongly in L1(Q)? for
all ¢ € [1,4], G;*Ifvp,, — Vv, weakly in L2(Q)?*?, and V,rk* I}y, — Wy,
weakly in L?(Q)?“. Moreover, by uniqueness of the limit in the distributional sense,
it holds that

Vv, =p. (9.102)

We can now write

”thzZ(Q) = _b(vph’ph)
= _bh(L]];Vph’ph)

= vay(u,, I5vp,) + 6, u,, L5 vy, ) — /fﬂOkvp,l (9.103)

where we have used the consistency property (8.35) of b, to pass to the sec-
ond line and the discrete momentum balance equation (9.9a) with y, = I Vo
to conclude. We study the limit of the three terms on the right of (9. 103) us-
ing the convergence properties for the discrete solution proved in the previous
steps. Combining the strong converge of Vhrk+1 u, with the weak convergence
of VurktI}y,  gives /QVrfl“gh.Vrﬁ”Lkvph — [, Vu:Vv,. Moreover, the
convergence (9.99) of the jumps of u, and the uniform bound (9.101) imply
|sh(gh,g‘lvph)| < |£h|g,h|g‘1v,,h ls.. — 0, so that, in conclusion, we have for the
viscous term
ah(gh,Lﬁvph) — a(u,vp).

Observing that the convergence properties of the sequences (u;)rcss and

v, Jneq are sufficient to mimick the reasoning for the convective term in Ste
L3y, nes flicient to mimick th ing for th tive term in Step 2
of this proof, we deduce that
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SS k
t;:(gh’ﬁh’thph) - t(u’ u7vp)‘

Finally, by the strong convergence %Ky pn = Vp in L*(Q)?, we readily infer for the

h
source term

0,k
/f-nh vph—>/f-vp.
Q Q

Collecting the above convergence results in (9.103) and using the discrete momentum
balance equation (9.3a) together with (9.102) leads to

hrl? S:)lp ”ph”iZ(Q) < Va(”ﬂ’p) + t(u, u, vp) - ‘/g;f'vp = _b(Vp,P) = ||P||iz(g),

and the strong convergence p;, — p in L*(Q) classically follows. O

Remark 9.32 (Existence of a solution to the continuous problem). A by-product of
Theorem 9.31 is the existence of a solution to the continuous problem (9.3).

9.7 Numerical examples

In this section we showcase the performance of the method on classical benchmark
problems. The numerical results are taken from [68] and are obtained using the
discrete trilinear form (9.72) incorporating Temam’s device for stability. Numerical
examples for the skew-symmetric trilinear form (9.47) can be found in [156, 157].

9.7.1 Kovasznay flow

We start by assessing the convergence properties of the method using Kovasznay’s
analytical solution; see [217]. Specifically, in dimension d = 2 we solve on the
square domain Q := (—0.5,1.5) x (0,2) the Dirichlet problem corresponding to the
exact solution (u, p) such that, introducing the Reynolds number Re := % and letting

1
A= Re — (Re? + 472)? , the velocity components are given by
% .
uy(x) =1 —exp(dx;) cos(2mxy), ur(x) = 7 exp(Adxy) sin(2mxy),
s
while the pressure is given by
1 A
px) = -5 exp(2Axy) + > (exp(42) - 1).
We take here v = 0.025, corresponding to Re = 20, and consider polynomial

degrees k € {0,...,5} over a sequence of uniformly A-refined Cartesian grids with
2i i€ {2,3,...,7}, elements in each direction. We report in Tables 9.1 the results
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for the method (9.32) with upwind convective stabilisation; see Section 9.4. The
following quantities are monitored: Nyof, ,, the number of degrees of freedom after
static condensation (see Remark 9.3); Ny, 5, the number of nonzero entries of the
matrix to be inverted at each nonlinear iteration; ||z, —Lﬁu Iy = y3 ||z, —Lﬁu [la,rs
the energy norm of the error on the velocity (combining the norm equivalence
(8.31) with the error estimate (9.20), we readily infer an estimate in #**! for this
norm under the assumptions of Theorem 9.9); ||u;, — ﬂg’k ullp2qa, the L?-error

on the velocity; and ||py, — ﬂg’k Plliraq), the L?-error on the pressure. Denoting by
e; and h;, respectively, the error in a given norm and the meshsize corresponding
to a refinement iteration i, the estimated order of convergence (EOC) is obtained
according to the following formula:

_ loge; —loge;y;

EOC= ——=——.
log h; — log hi41

The numerical results essentially confirm the theoretical estimate of Theorem 9.9,
and a convergence in 7%+ is additionally observed for the L2-norm of the velocity.
It can be numerically checked that the slightly suboptimal order of convergence
observed for the velocity, in particular for k = 0, is to be ascribed to the upwind
stabilisation (which, in turn, facilitates convergence on the coarser meshes). Indeed,
the highest jumps between element and faces unknowns are observed for under-
resolved low degree computations.

9.7.2 Lid-driven cavity flow

We next consider the lid-driven cavity flow, one of the most extensively studied
problems in fluid mechanics. The computational domain is the unit square Q =
(0,1)?>. Homogeneous (wall) boundary conditions are enforced at all but the top
horizontal wall (at x, = 1), where we enforce a unit tangential velocity, that is,
u = (1,0). We note that this boundary condition is incompatible with the formulation
(9.3), even modified to account for non-homogeneous boundary conditions, since
the corresponding exact solution does not belong to H'(Q)2. This is however, as
mentioned, a very classical and well-understood test that informs on the quality of
the numerical scheme.

In Figs. 9.2, 9.3, 9.4, and 9.5 we repolrt the horizontal component u; of the

velocity along the vertical centreline x = 5 and the vertical component u, of the

velocity along the horizontal centreline x, = % for the two dimensional flow at
Reynolds numbers Re := )1, respectively equal to 1,000, 5,000, 10,000, and 20,000.
The reference computation is carried out on a 128 x 128 Cartesian mesh with k = 1.
For the sake of comparison, we also include very high-order computations with
k =T on progressively finer Cartesian grids: 16 x 16 for Re = 1,000, 32 x 32 for
Re = 5,000, 64 x 64 for Re = 10,000, and 128 x 128 for Re = 20,000. The high-order
solutions corresponding to Re = 1,000 and Re = 20,000 are displayed in Fig. 9.1.
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Table 9.1: Convergence results for the Kovasznay problem at Re = 40 with upwind
stabilisation.

Naot.i | Nuow |y, = IXully o EOC|llup, — 7 ull 20 EOC||l€n llp2() EOC
h (Q)

1

k=0
65 736 9.37e-01 = 1.40e-01 — | 6.84e-01 -
289 3808 1.13e+00  -0.27 5.50e-01 -1.98| 1.96e-01 1.80
1217 | 17056 9.14e-01 0.31 2.26e-01 1.28| 1.02e-01 0.94
4993 | 71968 6.26e-01 0.55 7.89e-02 1.52| 3.52e-02 1.54
20225 | 295456 3.87e-01 0.70 2.47e-02 1.68 | 9.78e-03 1.85
81409 | 1197088 2.47e-01 0.65 8.06e-03 1.61| 3.09¢-03 1.66
k=1
113 2464 7.31e-01 - 5.37e-01 — | 2.49-01 -
513 13056 3.83e-01 0.93 1.54e-01 1.80| 4.29¢-02 2.54
2177 | 59008 1.02e-01 1.90 2.13e-02 2.85| 3.98e-03 3.43
8961 | 249984 2.93e-02 1.80 2.97e-03 2.84| 6.54e-04 2.61
36353 | 1028224 8.23e-03 1.83 3.99e-04 2.90| 1.28e-04 2.35
146433| 4169856 2.26e-03 1.86 5.21e-05 294 2.65e-05 2.27
k=2
161 5216 3.50e-01 - 2.09e-01 - | 6.42e-02 -
737 27872 3.76e-02 322 1.34e-02 3.96 | 2.07e-03 4.95
3137 | 126368 6.96e-03 243 1.31e-03 3.36| 1.48e-04 3.80
12929 | 536096 1.06e-03 2.72 9.48e-05 3.79| 1.77e-05 3.07
52481 | 2206496 1.55e-04 277 6.36e-06 3.90| 2.27e-06 2.96
211457| 8951072 2.21e-05 2.81 4.13e-07 3.95| 2.72e-07 3.06
k=3
209 8992 7.93e-02 - 4.41e-02 - | 7.58e-03 -
961 48256 6.23e-03 3.67 1.98e-03 448 2.97e-04 4.67
4097 | 219136 4.16e-04 3.90 6.43e-05 4.95| 1.32e-05 4.49
16897 | 930304 3.09e-05 3.75 2.20e-06 4.87| 8.19¢-07 4.01
68609 | 3830272 2.28e-06 3.76 7.40e-08 4.89| 5.12e-08 4.00
276481|15540736 1.63e-07 3.81 2.42e-09 4.93] 3.14e-09 4.03
k=4
257 13792 1.42e-02 - 7.89e-03 - | 1.83e-03 -
1185 | 74208 4.24e-04 5.07 1.14e-04 6.11| 2.05e-05 6.48
5057 | 337312 1.81e-05 4.55 2.57e-06 5.48 | 6.39¢-07 5.00
20865 | 1432608 6.90e-07 4.71 4.55e-08 5.82| 2.28e-08 4.81
84737 | 5899552 2.59e-08 4.74 7.59%-10 591 7.64e-10 4.90
341505|23938848 9.53e-10 4.76 1.23e-11 5.95]| 2.42e-11 4.98
k=5
305 19616 2.28e-03 - 1.05e-03 — | 1.70e-04 -
1409 | 105728 4.01e-05 5.83 1.05e-05 6.65| 2.05e-06 6.37
6017 | 480896 7.21e-07 5.80 8.98e-08 6.87 | 3.21e-08 6.00
24833 | 2043008 1.37e-08 5.72 7.89%-10 6.83| 5.43e-10 5.88
100865 | 8414336 2.56e-10 5.74 6.72e-12 6.88 | 9.14e-12 5.89
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Fig. 9.1: Lid-driven cavity flow, velocity magnitude contours (10 equispaced values
in the range [0, 1]) for £k = 7 computations at Re = 1,000 (left: 16x16 grid) and
Re = 20,000 (right: 128x128 grid).

When available, also references solutions from the literature [184, 196] are plotted
for the sake of comparison.

We remark that the solid blue and red lines outlining, respectively, the behavior
of low-order (k = 1) and high-order (k = 7) velocity approximations are perfectly
superimposed at low Reynolds numbers, while significant differences are present
starting from Re = 10,000. In particular, at Re = 20,000, £k = 1 computations are
in better agreement with reference solutions by Erturk er al [184]. Nevertheless,
since high-polynomial degrees over coarse meshes provide accurate results at low
Reynolds numbers, we are led to think that k¥ = 1 HHO computations are over-
dissipative at high Reynolds. Indeed, strong velocity gradients observed close to
cavity walls and multiple counter-rotating vortices developing at the bottom corners
are known to be very demanding, both from the stability and the accuracy viewpoints.
Note that the thin jet originating at the top-right corner is contained in exactly one
mesh element, both on the 16 x 16 grid for Re = 1,000 and on the 128 x 128 grid for
Re = 20,000, see Fig. 9.1.
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Fig. 9.2: Lid-driven cavity flow, horizontal component u; of the velocity along the
vertical centreline x| = % and the vertical component u, of the velocity along the
horizontal centreline x; = % for Re = 1,000
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Fig. 9.3: Lid-driven cavity flow, horizontal component u; of the velocity along the
vertical centreline x| = % and the vertical component u, of the velocity along the
horizontal centreline x; = % for Re = 5,000
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Fig. 9.4: Lid-driven cavity flow, horizontal component u; of the velocity along the
vertical centreline x| = % and the vertical component u, of the velocity along the
horizontal centreline x; = % for Re = 10,000
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Fig. 9.5: Lid-driven cavity flow, horizontal component u; of the velocity along the
vertical centreline x| = % and the vertical component u, of the velocity along the
horizontal centreline x; = % for Re = 20,000
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Appendix A

Error analysis setting for schemes in fully
discrete formulation

We recall here the basic setting and results from the theory presented in [142].

A.1 General case

A.l.1 Setting

We consider a setting where the continuous and discrete problem are both written
under classical variational formulations. For the continuous problem, we take

* A Hilbert space U,
¢ A continuous bilinear forma : UXxU — R,
¢ A continuous linear form 1 : U — R.

The problem we aim at approximating, and whose unique solution is assumed to
exist, is
Find u € Usuch that a(u,v) = 1(v) Vv eU. (A.1)

This problem is referred to as continuous problem, since U is usually infinite-
dimensional.

The approximation is written in fully discrete formulation, using a finite-
dimensional space that is not necessarily a space of functions — it is not necessarily
embedded in any natural space in which U is also embedded. We consider thus

* A space Uy, with norm ||-||y, .

¢ An interpolator I, : U — Uj,.

¢ A bilinear form aj, : U, X U, — R.
¢ A linear form 1; : U, — R.

The space Uy, is always finite-dimensional in applications. Note that I, is not required
to be linear or even continuous. Likewise, the continuity of a; or 1 is not directly
used, but is always verified in practice, and of course usually required to ensure
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the existence of a solution. The index & represents a discretisation parameter (e.g.,
the meshsize) which characterises the space Uy, and such that convergence of the
method (in a sense to be made precise) is expected when 7 — 0.

The approximation of (A.1) is

Find uy, € Uy, such that  ay,(up,vy) = 14(vy) Vv, € U, (A.2)

In what follows, (A.2) will be referred to as the discrete problem, in reference to the
fact that the space Uy, is usually finite dimensional.

We intend to compare the solutions to (A.1) and (A.2) by estimating u;, — Iu,
where u is the solution to (A.1).

A.1.2 Third Strang Lemma

We now describe a notion of stability of a; that yields a bound on the solutions to
(A.2)

Definition A.1 (Inf-sup stability). The bilinear form ay, is inf—sup stable for ||-||y,
if

Jy > O such that  sup an(un, vi)

> Yllunll, Yun € Up. (A.3)
veeu\ (03 lvallu,

Remark A.2 (Uniform inf-sup stability). In practice, one typically requires that the
real number vy is independent of discretisation parameters such as the meshsize,
hence condition (A.3) is verified uniformly. This is needed to have optimal error
estimations.

Remark A.3 (Coercivity). The inf-sup stability is of course satisfied if aj, is coercive
in the sense that aj (v, vy) = y||vh||[2]h for all v, € Uy, where y does not depend on
vp,. To check it, it suffices to write for any u;, € Uy,

2 an(Up,vp)
Ylunllg, < an(up.un) < | sup ———|llunll,.
veeup\ {0y vally,

If Z is a Banach space with norm ||-||z, the dual norm of a linear form u : Z — R
is classically defined by
|p(2)]

zezvgoy llzllz

Proposition A.4 (Stability of (A.2)). If aj, is inf-sup stable in the sense of Definition
A.l, my : Uy, — Ris linear and wy, satisfies

lullzs = (A4)

an(wp,vi) = my(vy) for all vy, € Uy,

then
-1
Iwallo, < ¥~ limpllyx-
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Proof. Take vy, € U,\{0} and write, by definition of ||-||U;,

an(Wn,vn) _ mn(vh) _ s
- < -
[1vallo, Vi, n

The proof is completed by taking the supremum over such v;, and using (A.3). O

The next notion of consistency enables us, in combination with the inf-sup
stability, to prove an estimate on the error uj, — Iu in the U, norm.

Definition A.5 (Consistency error and consistency). Let u be the solution to the
continuous problem (A.1). The consistency error is the linear form &, (u;-) : U, — R
defined by

&y (u;-) = 1p() — an(Tpu,-). (A.5)

Let now a family (Up,ap,1;)n—0 of spaces and forms be given, and consider the
corresponding family of discrete problems (A.2). We say that consistency holds if

|&;, (us ')”UZ — 0ash — 0.

Remark A.6 (Choice of Ij,). No particular property is required here on Iu; it could
actually be any element of U;,. However, for the estimates to follow to be meaningful,
it is expected that Iu is computed from u, not necessarily in a linear way but such
that information on I,u encodes meaningful information on u itself.

The following lemma establishes estimates on u;, — I,u, and is at the core of the
proofs of Theorems 2.27, 3.18, 3.32, 3.38, 4.16, 7.33 and 7.45. The name “Strang
3” refers to the fact that, while this result is obtained in a similar spirit of the first
two Strang lemmas [259, 260], it covers the more general case of schemes written
in fully discrete formulation.

Lemma A.7 (Strang 3). Assume that ay, is inf-sup stable in the sense of Definition
A.l. Let u be a solution to (A.1), and recall the definition (A.5S) of the consistency
error &, (u;-). If up is a solution to (A.2) then

llun = Tnullo, <7~ 18, (sl - (A.6)

As a consequence, letting a family (Up, ay, Ln)n—o of spaces and forms be given, if
consistency holds, then we have convergence in the following sense:

lun — Tnully, — 0as h — 0.
Proof. For any vj, € Uy, the scheme (A.2) yields
ap(up — Tpu,vy) = an(un, vi) — an(Tpu,vi) = 1p(vp) — ap(Tpu, vi).

Recalling the definition of the consistency error, we infer that the error uy, — I,u can
be characterised as the solution to the following problem
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ap(up — Ipu,vy) = &, (u; vy) Vv, € Up, (A7)

which is therefore referred to as the error equation. The proof is completed by
applying Proposition A.4 to my, = &, (u;-) and wy, = up, — Ipu. O

Remark A.8 (Quasi-optimality of the error estimate). Let

lan, (Wh, vi)|

llan Iy, xu, = T
" e () Wl 1vall,

be the standard norm of the bilinear form a;. The error equation (A.7) shows that
18, s )llox < Manllu,xu, lun — Tnully, -

Hence, if ||ap |y, xu, (and y, see Remark A.2) remains bounded with respect to & as
h — 0, which is always the case in practice, the estimate (A.6) is quasi-optimal in
the sense that, for some C not depending on £,

C18, s )llys < e = Tnully, < ClIE,(w: s

A.1.3 Aubin-Nitsche trick
Assume now that U is continuously embedded in a Banach space L, with norm
denoted by || - ||, and that there exists a linear reconstruction operator
r, .U, = L. (A.8)
If rj, is continuous with continuity constant C, then (A.6) readily gives
5 = Tn)lle < Cy 118, (15 )l -

Our aim here is to improve this estimate by using an Aubin—Nitsche trick. To this
purpose, we assume that, for all g € L* (space of linear forms L — R), there exists
a solution to the continuous dual problem: Find z4 € U such that

a(w, zg) = g(w) Yw € U. (A.9)

Definition A.9 (Dual consistency error). Under Assumption (A.8), let g € L* and
Zg be a solution to the dual problem (A.9). The dual consistency error of zg is

Ezg:) = goru(-) — an(, Inzg).

The improved estimate in the weaker norm is stated in the following lemma.
Examples of usage of this theorem can be found in the proofs of Lemma 2.33 and
Theorems 3.42,4.22, and 7.37.
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Lemma A.10 (Aubin-Nitsche). Assume (A.8) and that the dual problem (A.9) has
a solution zg for any g € L*. Let Byx = {g € L* : ||g|l.x < 1} be the unit ball in L*.
Let u and uy, be the solutions to (A.1) and (A.2), respectively. Then,

lln(un — Tnu)ll

< llun = Tpully, sup 1€ (zg: Moz + sup &, (s Tnzo). (A-10)

QEBL* QEBL*

Proof. Let g € BL+. We have, by definition of & (z4; -) and for wy, € Uy,

9(rhwn) = E(zg; wh) + an(Wn, Inzg)-

Applied to wy, = up, — Iu and recalling the error equation (A.7), this gives
9(rh(un — Thu)) = Ep(zg; un — Tnu) + &, (s I zg).

Taking the supremum over g € B~ and by recalling that sup, Bix g(w) = ||w||. for
all w € L, we infer

lrn(un — Tpu)llL < sup & (zgsup — Tpu) + sup &, (u; Inzg). (A.11)
geB; % geB; %

The proof is completed recalling the definition (A.4) of the dual norm to write

dg, . dg, .
&y (zgiun — Tpu) < |lup — Inully, 16, (zg: lyx- O

A.2 Saddle-point problems

A.2.1 Setting

We now consider a special situation where the continuous and discrete problems
are saddle-point equations, typically resulting from the formulation of constrained
minimisation problems using Lagrange multipliers. For the continuous problem, we
therefore take:

* Two Hilbert spaces U and P, respectively continuously embedded in Banach
spaces L and L',

¢ Two continuous bilinear forms a: UXU —> Randb:UXP — R,

¢ Two continuous linear forms 1 : L > Randm:L" — R.

We then write: Find (u, p) € U X P such that

a(u,v) +b(v,p) = 1(v) Vv €U, (A.12a)
—b(u,q) = m(q) Vg € P. (A.12b)
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Reminescent of the application to the Stokes problem treated in Chapter 8, we will
refer to u and p as velocity and pressure. Problem (A.12) can be recast into the
variational form (A.1) defining the Cartesian product space X := UX P and the global
bilinear form A : X X X — R such that, for all (u, p), (v,q) € X,

A((l/l, p)7 (V, CI)) = a(”? V) + b(V, p) - b(u7 q)a

and writing: Find (u, p) € X such that

A((u,p),(v,q)) = 1(v) +m(g)  V¥(v.q) € X. (A.13)
The approximation is based on the following spaces and forms:

* Two spaces Uy, and Py, with respective norms ||-|ly, and ||-||p,, .

* Two interpolation operators I, : U — Uy and J;, : P — Py,

* Two continuous bilinear forms a; : U, X U, — R and by, : Uy X Py,.
¢ Two linear forms 15, : U, —» Randmy, : P, —» R.

The dual norms ||-|ly, « and ||-||p,.» are defined on the dual spaces of U, and Pj,
respectively, in a similar way as (A.4).
The approximation of (A.12) reads: Find (uy, pr) € Uy, X P, such that

an(un,vi) +op(va, pr) = Ln(vp) Yy € Up, (A.14a)
—bh(uh,qh) = mh(qh) th (S Ph. (A14b)
As for the continuous problem, we can recast (A.14) into the variational form

(A.2) introducing the global space X; = Uj X P;, and the global bilinear form
Ay, - X, X X, — R such that, for all (up, pr,), (V. qn) € Xn,

An((up, pr), Vhsqn)) = ap(up, vi) + bp(vi, pr) — br(un, gn), (A.15)

and writing: Find (uy, p,) € X;, such that

An((un> pr)s Vi qn)) = 1n(va) +mu(gn) V(v qn) € Xp. (A.16)

A.2.2 Stability and energy error estimate

For saddle-point problems, it is usually easier to check the stability of the discrete
bilinear forms a; and by, separately. Equip X; with the norm such that, for all
(Vasqn) € X,

1

2
10man)l, = (Ivnl, + lanl3, ) (A17)

The following result identifies sufficient conditions on a; and by, under which the
inf—sup stability in the sense of Definition A.1 holds for Aj,.
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Lemma A.11 (Saddle-point stability). Assume that aj, is coercive and by, is inf-sup
stable, that is,

da > 0 such that ap, (v, vi,) = alIvhllgh Vv, € Uy, (A.18)

b 9
3B > 0 such that ~ sup by Vi, 1)

> Blignlle, VYan € Pa. (A.19)
v €UL\{0} ||vh||Uh

1
2 -2
Then, it holds with y = [a‘2 (1 +2872|ay, ||[2]h ><U,,) + 4,3_2] ,

A (. P). (v 1))
sup P DD S e p)ll, VCanpn) € X (A20)
(vn-qn)€Xn \{0} (vi, gn)llx,

Remark A.12 (Inf-sup stable aj). A more general set of conditions is obtained re-
placing (A.18) with the inf—sup stability of a; in the kernel of the operator on Uy,
associated to by,.

Proof. Denote by S the supremum in the left-hand side of (A.20). Using the coer-
civity (A.18) of aj; together with the definition (A.15) of A, followed by a passage
to the supremum, it is inferred that

lunllg, < o an(un,un) = @ Ap((un, pr), (n.pn)) < @ ' Sllun.pn)llx, . (A21)

On the other hand, using the inf-sup condition (A.19) on by, followed by the definition
(A.15) of Ay and the continuity of aj;, we can write

b ,
lonll, <7 sup  2nepn)
v €UR \{0} ||vh”Uh

Ay ((up, pr), (v, 0)) — ap(up, viy)

v €U, \ {0} ||vh||Uh

-1
< B7 (S + llanllo, xuy lunllo, ) -

= B!

Squaring the above inequality, summing it to (A.21), using the inequality (a + b)* <
2(a® + b*) with a = S and b = ||a ||y, xu, |4nlu, » and recalling (A.17), we have that
lluns pr)llg,, < @ Sli(un, pr)lix,, +2872S* + 287 ||anllg, xu,, lunll5,

< o Sliun. pu)lix, + 2878 + 257 lanllg, xu, Sliun. pi)lIx,
= a7t (142872 anl, v, ) Sl P, + 2672,
where we have used (A.21) to pass to the second line and rearranged the terms to

pass to the third. Using the Young inequality on the first term in the right-hand side
and rearranging, we finally arrive at
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2
)1, < [oﬂ (14262 0an, 0, ) + 4ﬁ—2] s

y2
Passing to the square root yields (A.20). O

The energy error estimate for the approximation of the saddle point problem is
stated in the following corollary, used in the proof of Theorem 8§.18.

Corollary A.13 (Abstract error estimate and convergence in energy norm for
saddle point problems). Let the assumptions and notations of Lemma A.11 hold.
Let (u, p) be a solution to (A.12) (or, equivalently, (A.13)), and define the consistency
error linear form &, ((u, p); -) : X — R such that, for all (vy, qn) € Xp,

&, (W, p); i qn)) = 1n(vn) — an(Tput, vi) — bp(vip, Inp)

(A22)
+my,(qn) + bp(Inu, qn)

or, equivalently

&, ((u, p); Vn>qn)) = Ln(vi) — An((Tntt, Inp), (Vi qn))- (A.23)

Then, if (un, pn) € Xy, is a solution to problem (A.16) (or, equivalently, (A.13)), we
have that
@n = Tnw.p = Inp)llx, <7 18,1, p); )lix - (A.24)

As a consequence, letting a family (Up, P, ap, by, 1n,mp)n—0 of spaces and forms be
given, if consistency holds, then we have convergence in the following sense:

l(ur, — I, p — Ipp)llx,, — Oas h — 0.

Proof. Combine Lemmas A.11 and A.7. |

A.2.3 Improved error estimate in a weaker norm

We derive in this section improved an improved L-norm error estimate for the
velocity. Assume that there exists a velocity reconstruction operator

rp:U, > L (A.25)

We assume that, for all g € L*, there exists a solution to the continuous dual problem:
Find (zg, 59) € X such that

A((w,7),(zg,59)) = g(w) V(w,r) € X. (A.26)

We define the dual consistency error such that, for all (v, qn),
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&1 (2g:59); Vo qn)) = 9(Tnvi) = An((Vno g, (Tnzg, Insg)).

The improve estimate in a weaker norm for the velocity unknown are stated in the
following theorem. Lemma 8.22 gives an example of application of this theorem.

Lemma A.14 (Improved velocity estimate in the L-norm). Assume (A.25) and
that the dual problem (A.26) has a solution (zq,5q) € X for any g € L*. Let Byx =
{g eL* : ||glx < 1} be the unit ball in L*. Let (u, p) € X and (up, pr) € Xy, be the
solutions to (A.13) and (A.16), respectively. Then,

lrn(un — Tnlle < 1(un — Inu, pp — Inp)llx, sup €5 ((zg59); llxs
ge€B .

(A27)
+ sup &,((u, p); (Inzg, InSg))-
QGBL*

Proof. The proof closely resembles that of Lemma A.10. Using the definition (A.26)
of the dual error with (vy,, gn) = (up, — Inu, pp — Ipp), we have that
9(rn(up — Thu))
= & ((2g:59): (V- qn)) + Bn (= Tntt, p = Inp). (Tnzg, Insg))
= 81((2g:59): (V- qn)) + An((n- p). (Tnzg. InSg)) = An((Tntt, 35 p). (Tnzg. InSg))
= &5 ((2g:59); Vi qn)) + 1(Tnzg) +M(3jy5q) — Ap((Tptt, Inp), (Tnzg, Insg))
= &5((295¢); (vh> qn)) + &, (( p); (Tnu, Ip)),
where we have used the linearity of Ay in its first argument to pass to the second
line, the problem (A.13) to pass to the third line, and the definition (A.23) of the

consistency error with (v, qn) = (In2g, JnSg) to conclude. The conclusion follows
proceeding as in the proof of Lemma A.10. O






Appendix B
Implementation

In this appendix we discuss some practical aspects concerning the implementation
of the Hybrid High-Order scheme (2.86) for the Poisson problem (2.83) with mixed
boundary conditions; see Section 2.4 for further details. The material is organised
as follows: in Section B.1 we introduce polynomial bases and degrees of freedom;
Section B.2 addresses the local construction; in Section B.3 we discuss the assembly
and efficient numerical resolution of the discrete problem.

B.1 Polynomial bases and degrees of freedom

For any mesh element 7' € 7, and any integer [ > 0, we fix a basis for P/(T') denoted
by
By = {‘PiT}lsisN;

where we recall that NV Lll defined by (1.28) is such that

N = I+d
d— d I
We assume, for the sake of simplicity, that the basis is hierarchical so that, in

particular
Bl cBr  Vme{l,...,l}.

This assumption could be removed, but we keep it here on one hand because it sim-
plifies the discussion, on the other hand because it potentially leads to more efficient
implementations: since the basis B;E for the element-based discrete unknowns (that
is, vy for v, = (vr,(VF)res) € Q;) is a subset of the basis B;” used to express
the potential reconstruction p’}”gT, it suffices to construct and evaluate the latter

basis at quadrature nodes to perform the local construction.

441
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Example B.1 (Polynomial bases defined on the physical element). HHO methods are
geared towards meshes containing polytopal elements of arbitrary shape so that, in
general, the notion of reference element cannot be used to generate the basis BlT.
We next discuss a few options to generate hierarchical bases directly on the physical
element.

Let a mesh element T € 7, be fixed, as well as a point x7 € T. A basis for the
polynomial space P!(T) can be obtained setting

d
BIT = {1_[ f;’fi P a e Ald and &r;(x) = % forallx e Tandall 1 <i < d},
i=1 T

where we recall that the set of multi-indices Aii defined by (1.15) is such that
Al ={aeN : |l <1}.

The basis BIT defined above is composed of monomial functions in the locally
translated and scaled coordinates (ér;)i1<i<q. This choice ensures that the basis
is invariant with respect to translations of the element 7, but not with respect to
rotations. This is perfectly acceptable when working with roughly isotropic meshes,
but can lead to badly conditioned systems when stretched elements are present. The
situation can be improved in this case by rotating the local reference frame so that
it is aligned with the principal axes of inertia of the element, and normalising with
different local length scales in each direction. A further improvement consists in
orthonormalising the resulting basis by a Gram—Schmidt algorithm, as originally
proposed in [36] in the context of Discontinuous Galerkin methods.

For any face F € 77, we fix a basis for P(F) denoted by
8?«" = {SOf}lsiij_l-

In this case, we do not require that Bfé is hierarchical. In practice, Blkp can be
generated as in Example B.1 provided that we consider a local set of coordinates in
the hyperplane in which the face is contained.

A basis for the global HHO space U fl is obtained taking the Cartesian product of
the bases for the local polynomial spaces:

X 5

TeTh

Bk = x| X 8k

FeF,

We next fix the degrees of freedom, i.e., a set of linear functionals that form a
basis for the dual space of Q,’;. While other choices are possible, in what follows we
take them equal to the functionals that map a given vector of discrete unknowns in
U ﬁ to the coefficients of its expansion in the selected basis. Specifically, the degrees
of freedom applied to a given HHO function
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k
Yp = ((VT)Te‘Tm(VF)FeTh) € Qh
return the real numbers

VI with1 <i <Ny andT €7,

i ! (B.1)
Vi withl1 <i <N, and F € Fp
such that
N} Ny
v = Z VIl forall T € 75, and vi = Z VF gl forall F € 7. (B.2)

i=1 i=1

For the sake of brevity, with a little abuse in terminology, we henceforth refer to the
real numbers (B.1) as the degrees of freedom of v,,.

B.2 Local construction

We describe here the practical implementation of the local construction discussed
in Section 2.1. We assume that the integrals that appear in what follows can be
computed numerically up to rounding errors if the integrand is a polynomial, or
suitably approximated if this is not the case. Numerical integration on polyhedra can
be performed, e.g., by considering a submesh composed of standard elements for
which quadrature rules are available. For homogeneous polynomial functions, one
can also resort to the techniques of [110] based on a repeated use of Stokes formula
to compute the integrals as combinations of vertex values. Throughout this section,
we work on a fixed mesh element 7 € 7j,.

B.2.1 Local potential reconstruction operator

In what follows, we adopt the convention that vectors in R” (m > 1) are denoted
in sans-serif font and matrix in boldface sans-serif font. The starting point is the
computation of the potential reconstruction operator p];fl. Lety, € Q’} be given,
and denote by V. the corresponding vector of degrees of freedom partitioned as

follows:

_ Nyot, T
V= . eR

with subvectors
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k k
Vr = [ViT]lSist e R4, Vr = [ViF]lsistil eRNa VF e 77,

where, setting Ny 7 = card(¥r), we have defined the integer
Naot,r = dim(UX) = NX + Ny N%_,

representing the number of local degrees of freedom associated with 7 and its faces,
and we have introduced a numbering of the faces of 7 from 1 to Ng 1.

We collect the coefficients of the expansion of p§+1 v on the basis B;” in the
vector Py = (PiT)lsisN§+‘ , so that

N§+]
p?lgT = Z P?(piT. (B.3)
i=1

Recall the characterisation (2.13) of p]}“ v, for a fixed non-zero number Ar. Setting

ur = A7/|T|s we have /lTﬂ';)-’OW = ur(w, )7, and (2.13) therefore reads: For all
w e PKI(T),

(Vs v, VW) + pr (P vy, Dr(w, Dy

= (VVT,VW)T + Z (VF - VT,VW-nTF)F + /,lT(VT, l)T(W, 1)7‘. (B4)
FeFr

Plugging the decompositions (B.2) and (B.3) of vz, (vr)Fes, and p’}” vy into (B.4)
applied to all w € B;E“, we obtain the algebraic realisation

(81 + urls ()T ) Pr = (Bpr + sl W) ) Ve + Y BV, (BS)

FeFr
where
Sr = [(Vel . Veir] s oo
Bpr = [(V%T,thJT)T - Z (V¢I.T.nTF,<pJT)F} ’
Fesr 1<i<Nk+1 1<j<Nk

Bp.r = [(V¢] nrr, ¢} )F|

1<i<Nk1<j<Nk |
and, for / > 0 a polynomial degree, LIT is the column vector
L [(,T
Ly = [ (4] ’1)T]1555N"i

and (LIT)T is its transposed vector.

Being a linear operator, p5*' can be represented by a matrix Py of size N5*! x

Nyot,r once we have fixed a basis for Q’} and one for Pk“(T). This matrix can be
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computed repeatedly solving (B.5) for V., = e;, 1 < j < Ngof,7, With e; denoting
the jth vector of the canonical basis of RNwt.T  In other words, the matrix Pr is
obtained solving

o+ a0 oy [ 5050 B B |
(B.6)

Remark B.2 (Choice of ur). The matrix St is singular, and has as kernel the vectors
corresponding to constant polynomials in the cell. The component g7 LA+ (LA
is therefore essential for (B.6) to be well-posed. To ensure a proper conditioning of
this system, pr should be chosen such that this component has a similar magnitude
as S7. For example,
T
[ (A

or, since St is symmetric semi-definite positive,

_ u(Sr)
ST

Remark B.3 (Alternative approach). If B5*! is hierarchical, then ¢! is a constant
function, and {V¢;},_; . i+t is a basis of VPK(T). In this case,

k+1
Nd

TR
i=2
is entirely determined by the equation (2.12), whose algebraic realisation is

SrPr =BprVr + Z Bp.rVF,
Fefr

with S denoting the (N%*! — 1) x (N%*! — 1) matrix obtained removing the first
row and column of Sr, ET is the (V. 5” — 1) X 1 vector obtained removing the first

component (row) of P, and B p,« (for = = T or F) is the matrix obtained removing
the first row of Bp .. Making V. a generic vector then leads, in a similar way as
(B.6), to

SrPr = |Bpr Bpr - BP,FNaT]-

The matrix 37 corresponds to Py with the first row removed, and the vector ﬁryT
gives the coeflicients {Pl.T }2§SN§+1 of p];“gT on {<pl.T }zsisNLI;H . The coefficient PIT

on golT can then be inferred by imposing the closure condition (2.11b):

Nk NEH
Plel 1 = Y Vi@l Dr = Y PHel e
i=1 i=2
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Note however that, when implementing the HHO scheme with original stabilisation
(2.22), the potential reconstructions p?’lgT only need to be known up to addi-
tive constants (such an additive constant disappears in the consistent component
(Vp&lu,, Vp&+ly )7 in (2.15), and also in the contributions (6K - — 6X)v,. appear-
ing in the stabilisation term). In this case, the knowledge of Py alone is sufficient to

implement the scheme.

B.2.2 Difference operators

We next discuss the computation of the difference operators defined by (2.19), that
is: Forall v,. € UK,

Sk = ﬂg’k(p?'lgT —vr), Orpyy = ﬂ%k(pl}“gT -vp) YFeFr. (B.I)

These operators are a key ingredient to devise high-order stabilisation terms. For
integers /,m > 0, we define the local element mass matrix

M2 = (o] ¢Tr]

1<i<NL1<j<NT

The element difference operator 6; : Q# — PX(T) is represented by the matrix
k
Dy € RNaXNwt.T gych that

. K,k —1ppk,k+1 ...
Dy = (M7 IMTTJr Pr - [INf? 0 0],
where the zero blocks in the rightmost term fill the columns of face unknowns.

Remark B.4 (Hierarchical matrices). Having chosen hierarchical basis functions, we
notice that these matrices are also hierarchical: M];ﬁ is a sub-matrix of MI;’}(H, and

thus only the latter needs to be computed.

Letaface F € ¥r be fixed and, for given integers /,m > 0, define the face-element
and face-face mass matrices

lm ,_ F T ILbm ._ F _F
M7 =@y )F]ISisN"ii],lsjsN";" M7 = (@9 )F]]gisN("iil,]sjgNgi] :

The face iiﬁerence operator 6§F : Q]; — PK(F) is represented by the matrix
Dyp € RNa-*Naot.T gych that

Drp = (MEk ) TMkA TPy — [0 0 lye o]’

where the identity matrix fills the column block corresponding to the unknowns
attached to the considered face F.
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Remark B.5 (Interpretation of the mass matrices). The combinations of mass matri-
ces that appear in the formula above have the following interpretations:

@) (Ml}i ‘IM;’}‘” is the matrix, in the bases B;” and B;, of the linear operator
(ﬂr(]):k)l]pkH(T) . Pk+l(T) g Pk(T)
(i) (Miz5) "MK is the matrix, in the bases 8X*! and B, of the linear operator

ﬂ%k o yi}l . PKNT) — PX(F), where y%}l . PKYT) — P*I(F) is the
restriction operator.

B.2.3 Local contribution

Recall the definition (2.15) of the local bilinear form:

ar(up,vy) = (Vpkuy, Vo5 v ) + sr(up, vy).

This form is associated with a symmetric positive semi-definite local matrix Ar,
which represents the contribution of element 7 to the system matrix (see the definition
(2.39) of aj). This local contribution can be decomposed into its consistency and
stability terms as

Ar = AP 4 AFP g RNaorm>XNaor. (B.8)

The consistency contribution reads
A;™ =P/ SrPr.

Several choices are possible for the stabilisation that satisfy Assumption 2.4. The
following expression for ASTtab corresponds to the one discussed in Example 2.7:

A= S 17 Ors — (Mt WD M 01 — () SD ), (B9
FeFr

whereas the one of Example 2.8 reads

stab _ 7.-2pT nak-k —1InT k,k
A = h7’DIME Dy + > hp'D] My Drr.
Fefr

Remark B.6. In a similar way as in Remark B.5, we notice that the matrix
(l\lillfwkP ‘1MI;’§ represents, in the bases B;? and Bf,, the restriction map )/;i Fe PK(T) —
P*(F).

The local contribution from element 7" associated with the source term is

BT Naof T
or = || e®r, B = [y
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where the 0 block fills the rows corresponding to all face unknowns.

B.3 Discrete problem

In this section we discuss the assembly and efficient numerical resolution of the
discrete problem.

B.3.1 Assembly and enforcement of boundary conditions

The following global matrix and vector are assembled element-wise, relying on the
usual technique based on a global table of degrees of freedom to ensure that interface
unknowns match from one element to the adjacent one:

A, = Z A;r B = Z Br. (B.10)

TeT, TeT,

We assume the following ordering for the degrees of freedom: first those attached
to mesh elements, then those attached to interfaces and Neumann boundary faces,
finally those attached to Dirichlet boundary faces. Recalling the definition (2.85)
of the set ﬁD collecting interfaces and non-Dirichlet boundary faces, this ordering

induces the following block structure on Kh and gh:

h h
A, = |A A A B, =
A= Ay Arory Aep | Bu=) O
Arem Arpry Arpry
Denote by U, , the vector of degrees of freedom corresponding to the HHO
function u,, 1, defined by (2.84) partitioned as follows:

0
U,p= U0 ,
G
where the zero subvectors correspond to the degrees of freedom attached to ele-
ment and non-Dirichlet faces. Define the following vector accounting for the non-

homogeneous Neumann boundary condition:

0 if F e 7,
Bix = [BrN]pegp with By = [(gN, ¢F)F] if F e FN.
! 1<i<Nk

= d-1
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Denoting by
Naof = card(?;})Ns + card(ﬂD)stl

the global number of degrees of freedom, the algebraic realisation of the discrete
problem (2.86) reads: Find U, , € RNewt.i such that

U7;Ls0
UTE,O

C,

C7:D'

h

A, 50

h

Agoro

Ag 7, A,];l?_z)
Ao, Ao

(B.11)

g

Bn,N

B.3.2 Static condensation

We discuss in this section an efficient strategy for the numerical resolution of the
linear system (B.11). A key remark is that the submatrix Aq; ¢; is block-diagonal (with
each block corresponding to one mesh element) and symmetric positive definite, and
is therefore inexpensive to invert. The block-diagonal structure is a consequence of
the fact that, for a fixed mesh element 7' € 7}, the discrete unknown uy attached to
T interacts with the other discrete unknowns only through the face unknowns ur,
F € Fr. The fact that Ag, 7, is positive definite, on the other hand, follows from
(2.16) after observing that, for any v € PX(T),

ar((vr,0),(vr,0)) 2 (v, O)lIF 7 = [IVvr i + Z h vr Iz
Fe¥r

and the quantity in the right-hand side is a norm on P*(T)). Here, the hidden constant
is independent of both # and 7.
This remark suggests to solve the linear system (B.11) in two steps:

(i) First, element-based degrees of freedom in Ug; ¢ are expressed in terms of C;
and Uzp by the inexpensive solution of the first block equation:
h

U o = ATE(CT Aﬁlﬁ]’pu?—f’o). (B.12a)

This step is referred to as static condensation in the FE literature;
(ii) Second, face-based coefficients in U()tw o are obtained solving the following

global problem involving quantities attached to the mesh skeleton:

_1 _
(ATD?D Aﬁ?ﬁAﬁﬁAﬁff)Uﬁ?’o—Cff—Aff Ajl;Cg. (B.12b)

h”h

- ASC
=AY

This computationally more intensive step requires to invert the symmetric
positive definite matrix A", whose stencil involves neighbours through faces,

and which has size N;Cf n with
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Nige, = card(FPINS_ . (B.12¢)

The fact that A}’ is positive definite can be deduced observing that it is in fact
the Schur complement of Ag; 7, in Aj,, and since Aj, is symmetric and both Ay,
and Ag; g, are positive definite, a classical result in linear algebra yields that
also AZC is also positive definite (see, e.g., [209]).

Remark B.7 (Stencil of the system). The local matrices Ar couple the unknowns in
the element 7 and on its faces F' € Fr. After element-wise assembly (B.10) and
accounting for the boundary conditions, the stencil of each unknown on a face F € 7,
in the matrix of (B.11) is made of the unknowns associated with the elements on each
side of F, as well as all their non-Dirichlet faces. This stencil is not increased after
static condensation, since it is performed element-wise. Hence, in the final system
(B.12b), each unknown on a face F is only coupled with the unknowns on the faces
that share an element with F'.

Remark B.8 (Solution of the linear system). As for standard Finite Element methods,
the condition number of the matrix in the left-hand side of (B.12b) grows with both
h and k; see Figure B.1 for an example. This typically requires the development of ad
hoc solution strategies when large problems are considered. For the numerical tests in
this book, direct solvers were used whenever possible in two space dimensions while,
for the three-dimensional tests, a variety of (direct or iterative) solution strategies
were used depending on the features of the problem at hand.

Generally speaking, the development of efficient algorithms for the resolution of
the linear systems resulting from high-order skeletal polytopal methods (i.e., meth-
ods such as HHO or Virtual Elements, for which the globally coupled unknowns
are attached to the mesh skeleton) remains an open field of research. Very recent
works on p-multilevel solution strategies for HHO, albeit in their infancy, seem ex-
tremely promising; see, e.g., [37], where the Poisson and Stokes problems in two and
three space dimensions are considered. On the other hand, geometric /-multigrid
resolution strategies seem less obvious than, say, for Discontinuous Galerkin meth-
ods, owing to the need to coarsen the space of skeletal unknowns. Important efforts
are currently being undertaken to tackle this problem; we cite, in particular, the
fast4hho project (Agence Nationale de la Recherche grant ANR-17-CE23-0019),
involving both academic and industrial partners.
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—o—k=0
—a—k=1

1012 |- a k=2
——k =3
——k=4

10° | 5
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Fig. B.1: Condition number in the 1-norm vs. i for the matrix in the left-hand side
of (B.12b) corresponding to the polygonal mesh of Figure 1.1c.
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equivalent saddle point problem,
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saddle point problem, 435

variational problem, 431
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discrete problem, 106
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strong formulation, 75
weak formulation, 95

Leray-Lions

discrete problem, 253
strong formulation, 244
weak formulation, 245
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Linear elasticity
discrete problem for £ = 0, 331
discrete problem for k > 1, 317
strong formulation, 295
strong formulation with mixed
boundary conditions, 326
weak formulation, 296
Locally vanishing diffusion, 115
Locally variable diffusion
discrete problem, 156
strong formulation, 148
weak formulation, 148

N

Navier—Stokes
discrete problem, 383
discrete problem with convective
stabilisation, 393
strong formulation, 380
weak formulation, 381

P

Poisson
discrete problem, 57
dual problem, 65
mixed weak formulation, 197
strong formulation with mixed
boundary conditions, 70
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strong mixed formulation, 196
strong primal formulation, 41
weak formulation, 134

weak primal formulation, 41, 134

S

Stokes
discrete problem, 356
dual problem, 364
equivalent discrete problem, 358
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equivalent weak formulation, 346
strong formulation, 344
weak formulation, 345
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Variable diffusion
discrete problem, 91
strong formulation, 76
weak formulation, 76
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modified elliptic projector, 169
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Bilinear forms for
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ar, 307
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ST, 307
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jn, 392
a, 381
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formulation)
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Bilinear forms for Stokes
A, 346
Ap, 357
ar, 353
ap, 353
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a, 345
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Bilinear forms for variable diffusion
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Boundary difference operator, 60, 92
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ar (Stokes), 353
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ak ., (variable diffusion), 89

t°, 400
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ty, 384

G, 395
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Broken divergence, 14
Broken function spaces
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Broken gradient operator, 14
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Cauchy-Schwarz inequality, 12
Centred scheme, 393
Closed Range Theorem, 348
Commutation property
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G%. (locally variable diffusion),
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pyrt. 172
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ak ., (variable diffusion), 89
ag.u,h» 102
by, 354, 355
st (elasticity), 308
sk (variable diffusion), 84
t°, 400
t;lm, 408
G, 395
Consistency error
abstract variational problem, 433
diffusion—advection—reaction, 109
elasticity, 316
Leray-Lions, 259
locally variable diffusion, 152
Navier—Stokes, 389
Poisson, 55
Stokes, 363
variable diffusion, 89
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Diameter, 4
Difference operators
elasticity, 308
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Poisson, 48
Stokes, 353
variable diffusion, 84
Diffusion
piecewise constant, 76
piecewise continuous, 151
Discrete compactness, 248, 415
Discrete integration by parts formula
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Dual consistency, 434
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Elliptic regularity
diffusion—advection—reaction, 117
elasticity, 321
locally variable diffusion, 160
Poisson, 65
Stokes, 363

Error estimators
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Existence of a solution
discrete Navier—Stokes problem,

385
Leray-Lions problem, 253

F

Flux
mass (Stokes), 359
momentum (Stokes), 359
numerical, see Numerical normal
trace of the flux
Poisson, 41
Flux function (p-Laplace), 245
continuity, 264
strong monotonicity, 262
Frobenius product, 293
Function spaces
H(div; Q), 13
P, 17
WP(div; Q), 13
Functions for Leray—Lions
A [Eq. (6.7)], 245
Sr, 253
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G
Gradient operator, 13, 293
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Holder inequality, 12
generalised, 12
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HHO(k, £) method, 175
Hilbert spaces, 13

scalar product, 13

Inequalities
continuous Korn, 296
continuous local trace, 24
continuous Poincaré, 388
discrete global trace, 248
discrete inverse, 22
discrete local trace, 26
discrete Poincaré, 53
discrete
Sobolev—Poincaré—Wirtinger,
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Friedrichs, 134
global discrete Poincaré, 385
global Poincaré on convex
domains, 118
local Poincaré—Wirtinger, 34, 134
uniform local Korn, 299
inf—sup stability, 432
Stokes (continuous), 347
Stokes (discrete), 354
Inradius, 4
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Interpolators
k
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k.l
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Inverse Sobolev embeddings, 23
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Jump, 14

L

Lamé coefficients, 295
constant normalised, 321
piecewise constant, 295
Lax—Milgram Lemma, 57
Lebesgue embeddings, 19
Lebesgue spaces, 11
Leray-Lions flux function, 244
p-Laplace, 245
Linear forms
1,431,435
15,431, 436
m, 435
my,, 436
Linear forms for Stokes
, 371
Local Péclet number, 393
Local stabilisation bilinear form
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Poisson, 47
Poisson (HHO(k,¢)), 173
Stokes, 353
Locally upwinded 6-scheme, 393
Locally vanishing diffusion, 115
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Mesh
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st (elasticity), 307

sk r (variable diffusion), 84

ST, 200

difference operators (Poisson), 48
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Symmetric gradient operator, 293
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Uniqueness
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