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EXISTENCE OF ENTROPY SOLUTIONS FOR MULTIDIMENSIONAL
CONSERVATION LAWS WITH L' BOUNDARY CONDITIONS

CHRISTIAN DOGBE AND C. BIANCA

ABSTRACT. This paper deals with the construction of nonlinear boundary conditions for
multidimensional conservation laws. Specifically by introducing a new type of entropy
solution matching the boundary condition, the existence and uniqueness of a solution
belonging to L° N BV is proved by using the Di Perna-Lions regularization method.
The new entropy solution, which takes advantage by the entropy criterion introduced by
Bardos-Le Roux-Nédélec for first-order quasilinear equations with boundary conditions,
is based on a weaker assumption at the boundary.

1. INTRODUCTION

This paper is concerned with the definition and analysis of suitable boundary conditions for
the following initial problem based on the scalar conservation law:

g—?(x,t) + div, f(z,u(z,t)) =0 t >0, x €N

u(z,0) = up(x)

where Q = {z = (21,...,24) ER? | 1 <0, 2’ = (2,...,74) € R}, for d > 1.

The main feature of (1.1) is the discontinuity of the flux function f in the space variable z,
which yields new important difficulties in the analysis of conservation laws. Several differ-
ent entropy conditions have been suggested, see among others [2, 21, 11]. Specifically it is
required that the solution fulfils an additional condition on its traces at the discontinuous
points of the flux function, thus requiring the existence of traces of the solution.

A well-studied boundary condition for (1.1) is the following Dirichlet type boundary condi-
tion on £2:

(1.1)

u=w(z") =0, 2/ eR¥L (1.2)

In what follows it is assumed that f does not depend explicitly on x, namely f(u(z,t)), then

the usual assumptions (for the existence of L°°-bounds) on the divergence with respect to

x are not taken into account. Bearing all above in mind the interest of this paper is focused
on the following problem:

ou

5 (x,t) + divy f(u(z,t)) =0, x1 <0

u(z,0) = uo(z) (1.3)

u|aQ S W(:U/).
The interest in the above defined problem is related to applications and specifically to
nonlinear flow problems. Indeed many physical problems are governed by such equations,
e.g. fluid mechanics and nonlinear electromagnetism (see [9], chap. 12), meteorology [22],
transport of oil [17] and gas in porous media [6], interfaces (where two different equations
are defined two distinct regions of space) and junction problems (where different branches
join at a point, and an equation on each branch is defined, see [20, 19] and the references

cited therein), traffic flow on networks [7], pedestrian dynamics models [12, 1]. The interest
1



2 C. DOGBE AND C. BIANCA

in the problem investigated in the present paper and the related convergence results play
also an important role in the numerical analysis of hyperbolic conservation laws [26].

The main reference for the existence and uniqueness results for entropy admissible solutions
of the above system is the classical paper by (BLN) Bardos, Le Roux and Nédélec [2] which
extends the analysis by Kruzkhov to initial-boundary value problems. The problem has
been firstly analyzed in [2] in order to prove that if the initial datum ug belongs to BV and
the boundary datum is C2-regular, then there exists a unique (weak entropy) solution of
(1.3).

Recently Lions [18] has been interested in how to manage the boundary in a completely
transparent way, without assumption of regularity and using only W'!. In particular the
question is how to introduce the boundary in the language of viscosity solutions. Actually,
what happens at the boundary will depend mainly on the signs. In Lions’s approach, the
Kruzkhov’s entropy inequality is written on the closure of the set, namely multiplying by
test functions and by integrating by parts on the closure of the domain, and a boundary term
f(k) on the boundary for some k € R is recovered. The main novelty of Lions’s approach
compared to BLN condition is not only the very simple rewriting of the boundary conditions
via an L'-extension but also the use of the arguments of the viscosity solutions. This paper
follows the ideas of [18] and investigates the solvability of (1.1) in the L!-framework.

The paper is organized as follows. Section 2 deals with preliminary results concerning
the formulation of this kind of boundary value problem and the notions of entropy sub-
and supersolutions are given in order to establish the forthcoming results for the problem
(1.3). There are two obvious possibilities to match the solution of the problem (1.3). We
will present subsequently a third alternative, giving a well-posed result of the problem. In
Section 3 we establish the required estimates of solution . of the regularized problem (3.1).
On the basis of these estimates, a wide range of results are established in Section 4. In
particular, we prove the L'-contractivity. Finally Section 5 presents some applications.

2. PRELIMINARIES AND BACKGROUND

This section is devoted to a short overview of some of the notation used throughout the
present paper.
Let a,b € R, then

a Ab=min(a,b),aVb=max(a,b),ut = max(u,0),u” = max(—u,0),

and signt(u) = (signu)™ (the Heaviside function), and sign™ (u) = —(signu)~. Moreover
1ysk =1lifu>kand0ifu < k, and (u—k)™ := max(u—k,0) and (u—k)~ := min(u—£k,0).

A function f € L*(Q) is said to have bounded variation in the set if/ |gradf|dz < co. The
Q

set of all functions in L'(Q) with bounded variation is denoted by BV(Q). It is well known
that BV functions are the weakest functions which have the traces. If u € BV(]a, b[; R?), then
the following left and right limits exist at every point x €]a, b[:

€ r+e
u(z_):= lim }/7 u(y) dy, u(zy) := lim 1/ u(y) dy. (2.1)

In fact, u(x_) is well defined also in x = b, while u(x4) exists also in © = a. The left and
right limits coincide a.e. with u and are left and right continuous, respectively.

Let T > 0, and Qr = Qx]0,T]. The Sobolev space W11 (Q27) will be considered, whose
inclusion in L' (Q7) is relatively compact. Moreover, W11(Qr) C BV(Qr). In particular if
Q =R x (0,00) then tr WH(Q) = L1 (R?) (see Gagliardo [14]). The reader interested to
the notion of entropy solution to scalar conservation laws is referred to Kruzhkov [15] and
Kruzhkov and Bénilan [4, 3].
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2.1. A brief review of the pertinent literature. This section is devoted to a brief review
on the analysis of the following problem:

%(th) + dlvl’ f(xvu(xvt)) = 0, x € Q,
u(z,0) = up(x), (2.2)
ulaq = 0.

The existence and uniqueness of the solution result for the problem (1.3) depends on the
formulation of the boundary condition (at the point z = 0) and on the functional space
to which a solution of (2.2) belongs. The boundary condition is necessarily linked to the
entropy condition. Thus the following question arises: What is the appropriate definition of
an entropy solution for Eq. (2.2) on bounded domains with L or W11 data? The papers
of Bardos et al. [2], Otto [21] and the lecture of Lions [18] are the main references.

Bardos-Le Roux-Nédélec (BLN ) boundary conditions (1979, [2]). Let Q be a
smooth bounded domain of R¢, and n(z) the outward unit normal vector at x € 9Q. The
initial value is up € L>°(R?) and the boundary value u® € L>(92x]0, +-o0[) (the boundary
condition are “active” only on a part of the boundary). The following strong boundary
condition has been introduced by Bardos, Le Roux & Nedelec in [2]:

sgn(u(z, 1) — u’(,1))(f (u(@, 1) - n(z) — f(k) -n(z)) > 0 (2.3)
for all k in the interval with endpoints u(z,z) and u®(z,t), (2.4)

for almost every boundary point (Z,t) € 92x]0, +o00[. It has been shown that if the initial
datum ug belongs to BV and the boundary datum is C%-regular, then there exists a unique
entropy solution u € BV(€2x]0, +00[) of (2.2) satisfying (2.3)-(2.4) on 09 and u(z,t =0) =
ug. Moreover the following entropy inequality has been established: For all k£ € R, and for
any C' test function 1) with compact support in € x [0, 7] one has:

[l = 10+ sentutnt) = ) S0 ) = 550},
—sgn(u k) 0, filk }dmdt

" / / sen(k)[f (ont) — FUR)n - dydt > 0, (2.5)
R+JOQ

where dy stands for the integration with respect to d-dimensional Lebesgue measure on the
boundary of 2.

It is worth noting that the BLN condition makes sense only if the solution u admits a trace
on JN). It is worth stressing that to assume that u belongs to BV allows to define the solution
at the boundary, in which case f(u) =0 and the derivative is a measure.

Some equivalent formulations of BLN boundary conditions have been proposed in the liter-
ature.

Otto’s boundary conditions (1996). Otto has generalized the BLN result without using
the bounded variation of solutions. In order to define a setting for more general data
(namely L data) a new definition has been given by Otto in [21]. The approach consists in
asking the boundary conditions to hold in integral form by introducing appropriate boundary
entropy-entropy flux pairs. Otto takes flux that are regulars, look at a half-space and put
on the boundary a function u = ¢ (where ¢ is given) which is just assumed to be in
LY([0,T]; LY (R4=1) N L*°(R9~1)) (time plays no role). In the case of L™ data, the author
proved the existence and the uniqueness of entropy solution. In the Otto boundary condition
treatment, the set BV is not employed. However some information are stated in order to
ensure that we have traces on the boundary, namely when div, f(u) belongs to some space,
this does not implies that w has a trace at the boundary, but it tells us that f(u) has a
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trace at the boundary, thus the convergence of f(u) when = goes to the boundary. The
information on a vector field gives information on it divergence and its normal component.
In the concept of definition of Lions, this normal component will be denoted f7. Following
Otto, let up € L>°(Q). A function u € L>®(§2r) is a weak entropy solution of problem (1.3),
if and only if u satisfies

- for all ¢ € C°(Q), ¢ > 0 for an entropy-pair (7, q)

/Q {n(u)drp + q(u) - Vo}dadt > 0. (2.6)

- For all ¢ € L'(09), ¢ > 0 and boundary entropy-entropy flux pair (H,Q), Q =
(Q1,-..,Qn), where H € C%*(R?), Q € (C*(R?))"

ess 11%17 Q(u(r + sv(r)),0) - v(r)B(r)dr =0 (2.7)
S—r 89

for all B3 € LY(09), B > 0 almost evrywhere, and all boudary entropy-entropy flux

pair (H,Q);
- the initial condition ug € L*>°(2) in the sense

ess lim / |u(z,t) — up(z)|dx = 0.
Q

t—0+

Otto’s Definition (2.6)-(2.7) generalizes BLN Definition(2.3)-(2.5).

Dubois and LeFloch’s boundary conditions (1988). The authors of [11] have intro-
duced an equivalent condition (2.3)-(2.4) of BLN whenever the solution of (1.3) has strong
trace on 0 x [0,T]

[a(u) -0)])* = q(u®) -0 — 7' (u*)[(f(u) = f(u)) -0]" >0, (2.8)
where ¢' denotes the trace of ¢ on 9Q x [0,T], with convex function 1 and related entropy
flux defined by ¢’ = f'n'.

The present paper is interested to the following question: Can we give the Dirichlet
homogeneous condition at the boundary for ensure the existence of the traditional trace
on the boundary? The advantage is that one can use the theory borrowed from viscosity
solutions (following Crandall-Lions approach [8]).

The BLN condition and alternative formulation: Lions (2016). The trick of Lions
[18] is based on the use of Gagliardo’s trace and extension theorem for BV-functions [14],
which asserts that every function f € L'(R?) is the trace of a function u € WH1(R9x (0, 00)).
The author escapes from the point of view Otto and gets rid of the boundary condition of
Dirichlet (1.2) by working with a boundary condition which belongs to L'(R?~!) through
the use of an extension such that w(z’) € W11 (R4~1). The advantage is to apply DiPerna-
Lions’s regularization methods [10] in a similar way to viscosity solutions. The idea of Lions
is to work directly on the boundary of the domain itself. From there, the author defines
conditions of entropy sub-and-supersolutions. Thus one has existence and uniqueness of
solutions. To this end, he subtracts an extension ¥ € Wh1(NL>®(R%)) to get back to
0. These considerations suggest that the boundary conditions should be reformulated. By
setting

Uy, (") =w(2'), ¢’ e RGH (2.9)
one replaces the function u(z,t) in Eq. (1.3) by a function @(z,t), solution of the equation
ou -
ai;(x,t) tdiv, f(@(z,t) =0 21 <0
i = u(a) =0, & cRi (2.10)

w e L'(RY) N L>®(RY)
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where u is defined by
u=Y+u, U, =w (2.11)

We have now a little more regular flux; we can thus reduce the boundary condition to 0.
Substituting (2.11) into (2.10), one therefore looks at the following new initial-boundary
value problem:

ou d 0
gu 9 _ d
Fr + ;Zl o2, (fi(z,u)) =0, reR

o (2.12)
up, (') =0, z’ € R!
with
fi(z,2) = fi(U(x) +2)  with e WHH(NL®[RY)). (2.13)

Remark 2.1. When we have changed our boundary condition to x1 = 0, we created an x-
dependency; hence, with the equation (2.12) we have introduced a x-dependency. The prob-
lem (2.12) is over-determinate since according to the outgoing and incoming characteristics,
the problem is nonlinear. Therefore the problem needs to be further relazed. In our approach,
we will introduce a new kind of entropy solution to match the homogeneous boundary condi-
tion in (2.10). The advantage lies in the simplicity with the boundary conditions such that
we€ LY RIY) implies the existence of the function ¥ belongs to L'((0,T); WHH(R4~1)) and
such that w= 0. One adapts the proofs without boundaries to the case with boundaries and
obtains the same results. It is worth mentioning that the previous transformation introduced
a x-dependence in the transport term which is WHY(RY). Thus, following Di Perna-Lions’s
[10], we must impose that f;(x,z) € WHL(RY, C(R)), that is

D.f(z,2) = f'(¥(z) + 2)D¥ € L' (R C(R)). (2.14)

Therefore, since DV € L', we deduce that f € C*(R% C(R)). Thus one has a little bit
reqular flux and one can thus get rid of the boundary conditions to bring back it to u = 0.

We introduce a new type of entropy solution following the line of Lions [18] to match the
above homogeneous boundary condition in (1.3). There are two ways to deal with the
corresponding problem: The BV analysis technique and the L!-framework. Our task is to
incorporate the boundary condition into the entropy conditions for the problem (1.3) in
order to define an entropy subsolution of the equation in the open set {x; < 0} (which is
a local property) and on the closed half-space provided we take positive constants: k > 0.
This means that the Dirichlet problem (1.3) can be understood in the sense of the following
inequality:

ot

in the sense of distributions for x; < 0, which is true both at the boundary and for z; < 0.
In other words, one can perform an integration by parts, without caring about the bound-
ary. Indeed, for k > 0, one has (u — k)* = 0 on 9Q. No boundary condition is necessary.
In other words, this means that what happens at the boundary will depend mainly on the
signs. As discussed below, Lions’s point of view integrates that of the Otto, but a way to
prove comparison and uniqueness is to replace the traces of the functions with integrals on
small volumes.

Equipped with these preliminaries, we now introduce an appropriate notion of entropy so-
lution to the problem (1.3) as suggested in [18].

VEZ0, (k) o | (i)~ fi(R)} L | <O, (215)



6 C. DOGBE AND C. BIANCA

Definition 2.1. A function u is called an entropy subsolution of the problem (1.8) on
the closure set of the half-space, if the following condition holds true:

Yo>20, YoeC%, ...({z1<0}), Vk=0,

compact

d

d
A k)T — ; /(fi(u) — fi(k))1lusk - Vo <0. (2.16)

A function u is called an entropy supersolution of the problem (1.3) on the closure set of the
half-space, if the following condition holds true:

Vo>=0, VpeCx ({r1<0}), VE<O,

EDm;llCt .
i 7 =3 [ bk Ve <o (217)

The function u is an entropy solution to (1.3) if it is both an entropy subsolution and an
entropy supersolution.

Remark 2.2. The Definition 2.1 gives a method to construct a solution. Actually, if u
is really zero at the boundary, for & > 0, then (u — k)™ vanishes in neighborhood of the
boundary and thus one does not see the boundary; therefore one could certainly integrate by
parts more times; the distribution (2.16) or (2.17) is supported by the law of the boundary.
The idea is to say that one cannot expect to have, in general, u = 0. The key point of
the inequalities (2.16) and (2.17), is that we carried out an integration by parts in a closed
half-plane without worrying about the boundary. There is no restriction on 9. Outside
this set, everything is zero with respect to x’ or for #; < 0. This means that the inequalities
(2.16) and (2.17) are written on the closure of the set. From Kruzkhov’s Theorem, it is well
known that the sup of two entropic sub-solutions is an entropic sub-solution; thus, thinking
about an entropy subsolution means talking about (u V k), and then taking k > 0, means
that we really care about what’s going on when u > 0.

Equivalent definition. It is well known that if v and v are entropy subsolutions of (1.3)
without the boundary condition in a convex domain, then max(u,v) (respectively min(u,v))
is also an entropy subsolution (respectively entropy supersolution). Observe that for every
real k, one has

fuV k) = (f(u) = f(k) 1wk + f(K). (2.18)
Thus, it is useful to reformulate (2.15) with (u V k) in the following way:
Vk >0, %(u VE)+0fi(uV k)] — fi(k)do(x1) <0, (z1<0) (2.19)

and in that case we recover fi(k)dp(z1) as a boundary term coming from the fact that the
constants are not solutions of (1.3). Actually, if ¥ > 0, u A k = k in the neighborhood of
the boundary, such that the flux is different to zero; this explains the presence of the term
fi(k) in (2.19). Inequality (2.17) is equivalent to (2.19). Observe, however that inequality
(2.19) does not really make sense because of the presence of the Dirac mass. We translate
therefore (2.19) in the following way: Vo € C2  (x1 <0),Vk >0,

compact

d
< [wvie- / Fi(uV k) - Vods — (k) / 0(0,2)dz' <0, (2.20)
{z1=0}
The relation (2.20) expresses the fact that the constants are not solving the problem with
the boundary conditions.
In the rest of this paper we will be mostly interested in the functions v which are sub-and
supersolutions of (1.3) in the domain Q. We have two results (Theorem 3.1, Theorem 3.2)
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depending on the regularity of the data. First we establish the convergence under lesser
regularity on the data (see Hypothesis 2.3), then use it to prove the result for data with
more regular hypothesis (see Hypothesis 2.4).

We now state our hypotheses.

Hypothesis 2.3.

(1) The flux function f is assumed to be regular from R to RY, say f € C*(R) not
necessary Lipschitzian, but locally a Lipschitz function.

(2) Let we LY(RI1), and ¥ € Wh1(n L2 (RY)).

(3) Let ug(x) € L*(R%) N L>°(RY).

Hypothesis 2.4.
(1) Let f € CY(R)
(2) Let we LY(RI1), and ¥ € Wh1 (N L2 (RY)).
(3) Let ug € BV(R?) N L>(RY).

The third part of hypothesis 2.4 ensures that u has its trace yu at almost all of the boundary
point of Qr and yu € L. By the trace yu at a boundary point we mean the limit of u at
this point taking along the normal.

3. THE VANISHING VISCOSITY METHOD

This section deals with the existence solution result of the problem (1.3) when the initial
condition belongs to BV(R?). The passage from ug € BV(R?) to uy € L'(R?) N L>®(R%) can
be obtained by employing a result of comparison, uniqueness, and contraction in L!. As it is
well known, the space BV(R?) does not entail necessarily L°°(R?) but it contains L'(R%). In
order to established an existence solution result, the vanishing viscosity method is employed.
The construction of the entropy solution of (1.3) is based on the classical vanishing-viscosity
method. Accordingly, for any positive real e, the following viscous problem related to (1.3)
is introduced:

0
3115 +divy f(ue) — eAu. =0 1 <0, 2/ eR!
ue(z,0) = ug(z) (3.1)
up € LY (R?) N L (RY)
/U/E‘GQ =0.

The existence of a function u solution of (1.3) will be provided by taking the limit on ¢ in
Eq. (3.1). It is worth observing that the over-determination is disappeared and the solution
is regular.

3.1. The entropy solution and the main result for a L'(R?) N L>(R%)-data. This
subsection is devoted to the existence of a weak solution of the problem (1.3).

Theorem 3.1. Assume that f,ug and satisfy Hypothesis 2.3. Then the sequence of
solutions of (3.1) converges a.e., as € — 0, to the unique entropy solution of (1.3).

Remark 3.1. Theorem 3.1 is proved by showing that the sequence {u.} has an a.e. con-
vergent subsequence, and its limit is an entropy solution of (1.3). We will take advantage
of the fact that u has been constructed by vanishing-viscosity method. Since the entropy
solution is unique [18], we conclude that the entire sequence of viscous approximations {u. }
converges a.e. to the unique entropy solution. Existence of an a.e. convergent subsequence
of {uc} is proved by establishing an uniform BV-estimate on the sequence u..
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Proof of Theorem 3.1. The existence and uniqueness solution result for (1.3) comes from
the fact that wu. satisfies the following property:

0 A (inf essug) < ue < (sup essug) V0, (3.2)

since x = 0 at the boundary, independent estimate of €. Thus constants are solutions. The
estimate (3.2) gives L*°-bound to the problem (3.1).
On the other hand, at least formally, one has:

d
SR Y (i)~ AR Laow) A - BT <0 (33)

We next perform an integration by parts against a test function of the form 1, ):

& [w-n 1<u>k>+z > a0 = 50D < [ G0 L <0 01

Furthermore, after integration with respect to the variable x, and taking into account the
boundary, it follows from (3.4):

%/(U— k)T Losiy + (f1(w(0)) — f1(k)L(uo)>k)) — E%(O)l(u(0)>k) <0. (3.5)

The terms f;(0) comes from the fact that « = 0 at the boundary (x; = 0). The following
quantity:

0
= (£20) = Fs()Lo)>0) = 5= (O Lu)>h) (3.6)
1

is equal to zero according to the sign of k. Thus, formally, we will recover the usual signs
of entropy inequalities only in the case where k& > 0 because the case 0 > k in (3.6) kills
terms for which we have no idea. For a test function ¢ € CS3, . . (Q) (¢ > 0), that is with

compact support in on the closure of the set, and after integrating we infer that:

d d
k20 g [0t 3 [0 Vere [ Vu-k 9o <0, 37)

since the boundary term cancel out. Integrating again by part the third part of (3.7), and
taking into account the fact that u(z;) = 0, we obtain

s/V(u )V = /(u k) (—eAy).

Consequently

V> d + - T(—eA
>0 g [emre-y [0~ Fio Vo [(a=) (—ebp) <0 (33)

Since we have the bounds at infinity and ¢ is smooth, we can let € — 0, which would cancel
out the third term of the left-hand side of (3.8) and we thus recover a valid formulation
up to the boundary of entropy subsolution. Thanks to this and the particular structure
of the problem, we obtain the definition of entropy subsolution (resp. supersolution) of
the initial-boundary value problem (3.1) as defined in Definition 2.1. This concludes the
proof. O
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3.2. The entropy solutions and the main result for a BV(R?) N L>°(R%)-data. The
section is devoted to the research of a suitable homogeneous boundary condition in (2.12)
when ug(z) € BV(R?) N L= (RY).

Theorem 3.2. Assume that f,ug satisfy Hypothesis 2.4. Then there exists a unique
solution to the Dirichlet boundary value problem (3.1) which satisfies the following uniform
estimates:

(- t) | Lo ey < Co = |[uol| poo (rays (3.9)

lu(, )l syray < lluollsrra)- (3.10)
Moreover there exists a subsequence {u._ } of the family of solutions {uc}tesqo of regular-
ized problem (3.1) which is obviously bounded in WHY(Qx]0,T[) and thus is compact in
LY (Qx]0,T]), converges strongly in L'(Qx]0,T[) and the limit function u is a entropy so-
lution of the problem (1.3).

Proof of Theorem 3.2. The existence and uniqueness result of the problem (3.1) is
obtained by the classical parabolic theory.

e > bounds. The first estimation of the theorem relies on a comparison principle [9],
Theorem 6.3.2], given a L*-estimate of the convergence rate of u.. Indeed, by the clas-
sical parabolic theory, the problem (3.1) has a unique solution w. which has L*°-bound
independent by the ¢ estimate:

[[te || oo (R x)0,7p) < Co = ||uol| Loo (rey, (3.11)
after observing that constants are solutions of (3.1) and that at the boundary one has:
= lluollze < uc(t,z) < +lluollLe~, (3.12)

such that for the comparison principle, one has a priori estimate on u. by the norm L*.
But the L*°-bound it is not enough to conclude since needs to have punctual convergence,
namely compactness in L'. Thus if we have a BV-estimate, we can deduce compactness for
a subfamily which converges in L' to the solution u of (1.3). We now turn to (3.10).

e Uniform BV-estimate. We derive BV-estimates on the approximate solution. Let us
stress that, since the problem is invariant by translation, the derivative with respect to the
variables z’ (the tangential part) does not raise any problem but remains a bit more tricky
for the derivative which is the normal part at the boundary, i.e. the derivative with respect
to 1. We drop the dependence of € for the sake of notation and we take the derivative of
Eq. (3.1) with respect to xy:

%(%u) + 0i(f] (u)(Oku)) — eAdgu = 0, (3.13)

and by passing to the absolute value, we derive that:

0

§|Vu| + 0i(f(u)|Vu|) — eA|Vu| < 0. (3.14)
Furthermore, after integration on the half-space, it follows from (3.14) that:

d
&/|Vu\ +/]Rd—1 dx’ - £1(0)|ug, | — | Vulz, <0. (3.15)

Let us observe explicitly that

Vu
Vu|z, = ul Vg, = sgn(Ug, )Us, o, -
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Thus integrating by parts, yields the following complete balance laws:

d
G 1l [ 50, = cludayysentus,) <0, (3.10)

Rd—1

In fact, going back to the Eq. (3.1), u = 0 at point x; = 0 since the tangential derivatives
are equal to 0, but not the normal derivative. Indeed computing 0; f;(ue) for ¢ = 1 there
remains the term f;(0)u,,. Consequently, for the whole equation, we get:

0=eug,z, + f1(0)ug,. (3.17)

It is worth mentioning that the second and third terms of (3.17) and (3.15) are the same.
The latter is only multiplied by the sign of u,,. Thus multiplying (3.17) by the sign of u,,
we obtain:

f1(O) e, | — eug,z 580 (ta,) = 0, (3.18)
from which we deduce the following BV-estimate:

a [ |ou
dt Rd 81‘1‘

(z,1)

dz < 0. (3.19)

Thanks to our BV-estimate (3.19), we can obtain robust compactness results that serve to
prove existence of our solutions in a BV-framework.

The existence of a strongly convergent subsequence {u., } of {u.} follows from (3.9), (3.10)
and the Kolmogorov’s Theorem. As a consequence, for € > 0, u. belongs to a bounded set
of WH1(Qx]0,T[) and then a sequence Ue,,, can be extracted, with ¢(,) tending to zero as n
tends to infinity, which converges in L*(2x]0, T'[) towards a function u lying in BV(Q2x]0, T'[).

It remains to prove that u satisfies the inequality (2.15). To this end, we analyze the
formulation (2.15) for the variable z;. Let u be as asserted by Theorem 3.2. We need
to show that the function u satisfies (2.15). We introduce the test function y. defined as
follows:

Xe(z) == (1 + %)+ (3.20)

in Eq. (2.19) in the sense of distributions. This leads, for k& > 0, to

G [ wewe-l [ (-t <o G2

19
—e<x1<0 —e<z1<0

All the tangential terms from integration by part vanish. Integrating (3.21) in time, it is
easily seen that:

[ / (u—k:)+x5}:—i/0t/ (fi(u) = f1(k))1(usryda” <O. (3.22)

—e<z1<0 —e<x1<0

The first term on the left-hand side is obviously bounded and tends uniformly to 0 when
€ — 0. Then it is follows by letting e — 0 that:

lim / [ (i) - A1 >0 (3.23)

—e<x1<0

uniformly in ¢, giving information on the boundary. Then (3.23) is reduced to the following
strong entropy solution formulation.



EXISTENCE OF ENTROPY SOLUTIONS FOR MULTIDIMENSIONAL 11

Definition 3.3. A function u is the subsolution of (1.3) if
filu) = f1(k) =0 ifu>k, Vk=>=0, (3.24)
and v is supersolution (1.3) if
filv) — f1k) <0 if v<k, VE<O0. (3.25)

It is worth noticing that these conditions correspond exactly to the condition of [2], ex-
pressing the fact that one has translated a point information by (3.24) and (3.25) from an
information on the integrals. Going back to (3.21) and multiplying by the function test
Xe in 1 and a positive function ¢ with compact support in R%~! that is, a function of
z'-variable, we get

|:/—6<3:1<0 o) (u — kVXe} ;—i /ot/—s<x1<o(f1<u) — f1(k) sk Ve dz’
d

1 t

<[ S - £ Veds <o, (3.26)
075<a:1<0 1=2

Next, we take the limit when € — 0 in the last expression to obtain

[/—s<m1<0¢(”€/)(“—k)+xey 0

0 e—0
and
1 t d
s 3 _— ; /
—e<z1<0 &
Consequently
1 t
= 7// (1) = i) smp(a)da’ 20, Vpz0.  (327)
e=0 € JoJ—e<a1<0

That means we have a punctual, but not integral information. This concludes the proof. [

The present paper is mostly interested in function u which is subsolution of (1.3) in Q
and v supersolution of (1.3) in Q according to definition 2.1. We are now able to establish
a comparison theorem for (1.3).

Theorem 3.4. Let u € C([0,T], L*(R?)) N L>(0,T);R%) be an entropy subsolution for
x1 < 0 for the problem (1.3), i.e. (5.24) holds and v € C([0,T], L*(R%)) N L*°(0,T); RY), be
an entropy supersolution for Eq. (1.8), i.e. (3.25) holds for T < oo fized. Then

(1) The following L*-contraction property is true:

d

o (u—v)tdr <0, (3.28)

which states that the semigroup operator associated to (1.8) is a nonlinear contrac-
tion in L'(RY).

(2) For every ug € L' N L, the entropy solution u € C([0,T],L') N L> of problem
(1.8) is unique.

(3) If uo has bounded variation, then u(t) € BV for all t, and ||u(t)|sv is a decreasing
function.
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3.3. Characterization of subsolutions with the traces.

In the previous sections, the assumption u € BV ensures the existence of trace of the
function w. In what follows we will characterize the sub-solutions in the case where this
trace u(0, 2") exists. We will now make a proof of the comparison, the uniqueness by really
making traces; in these proofs, it will be necessary to replace these traces everywhere by
thickened integrals.

We claimed that
d

= (u—v)*T <0. (3.29)
Proof of (3.29). If we have (3.29), that means that we have a comparison principle, we
have the uniqueness and then we have everything we want. Note that we want to do it with
traces. Since this is an entropy subsolution and supersolution, it means that we can write
the entropy equations on (u — v)™ with the flux that is what it can be. The Kruzkhov’s
method of doubling variables implies:

fi(u) = fi(v)

u—v

8(u—v)++6wi(

= (u— v)"') <0, (3.30)

in the sense of distributions. One doubles the variables and one multiplies by g.(z — y) to
have (3.30). If we want to keep local information instead of writing a report on the integrals.
Now if we have traces for u and v, we can take stock of the area of inequality (3.30) and
infer that:

G [w=07+ [(hw - A1’ <o, (3.31)

which is a mixture of the Otto’s proof [21] and Bardos et al. [2] and the main novelty being
the formulation which is very elementary. In virtue of (3.31), the inequality (3.29) would be
automatic provided that

(f1(u) = f1(0))L(us) 2 0. (3.32)

We need to check the inequality (3.32). Thus we are automatically in a situation where
u > v. We will argue “almost everywhere”:

- If v(zp) = 0, thanks to the Definition 3.24, the inequality (3.32) is verified.

- If u(zp) < 0, thanks to the Definition 3.25, the inequality (3.32) is verified.

- Thus the only case that we cannot immediately infer that (3.32) is satisfied, is the case
when u(xzo) > 0 > v(xp); at that moment, we will go through the intermediate value
which is 0 to deduce that the formulation in w:

fi(u(zo)) = £1(0)) = f(v(x0))- (3.33)
Consequently, in all cases, the inequality (3.32) is true. When u > v, then fi(u) > f1(v),
from the set of previous inequalities. O

4. EXISTENCE AND UNIQUENESS. PROOF OF THE MAIN THEOREM

Proof of Theorem 3.4. We will prove this theorem by the traces. Our technique
is inspired by a method introduced by Kruzkhov [16] to prove L!-contraction for entropy
solutions for of (3.1). The main ingredients of the proof is to replace the traces by the
integrals of small volumes inspired by the Otto’s method. We divide the proof into three
steps.

First Step. In what follows, we let u depend on (¢,z) € Q and v depend on (s,y) € Q.
We first use the “doubling variables” method of Kruzkhov to prove the uniqueness of
the solution of (3.1). Since u = u(x,t) is an entropy solution of (1.3), then (2.15) holds.
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By choosing k = v(s,y) in (2.15) and then integrating over (s,y), the Kruzkhov’s result
indicates that u — v satisfies the following entropy inequality:

0

5 (w@t) = v(y, )" + Vaory - ({F(u(@) = fL(0(»)} L u@)>ow)) <O (4.1)
where we have introduced the operator V4, := V, + V,. Let us observe that in (4.1), the
tangential derivatives do not raise any difficulties, since we can integrate by part without
problem. Then no boundary value condition is necessary Thus we will focus on the difficult
variable x1 which sees the boundary. To this end, we write

%(U(wvt) =0y + Oy, ({F1(u()) = LW @) >0w)) <O, (4.2)

in the sense of distributions. The inequality (4.2) allows to have uniqueness, comparison
and contraction in L!. Similar to the Cauchy problem, provided one can integrate by parts,
the crucial step of the proof is to check that

d

G [w=v7+ [(h) - Ay <0 (43)

Once we have this “entropy condition”, we derive (3.28) with the help of a method intro-
duced by Kruzkhov to prove L'-contraction for entropy solutions of scalar conservation laws.
Observe that (4.3) is fulfilled provided that

{f(u(@)) = fLr(v) I @) >v(y)=0, (4.4)

which allows to compare u(zg) and v(zg) almost everywhere.

Second Step. In order to clarify integration by part to obtain (4.3), we are going to split
the second term of left-hand side of (4.2) into three parts to have

I = Ooyry ({f1(w(@) = [1(0(W) L (u(z)>0m))=0
+{fi(u(@)) = fr(0(¥)} (0> u(z)>v(w))
+{(f1(w(@)) = [L(v(¥) L (u@)>050v()))- (4.5)
Then, we carry out the following cutting of these terms:
T=L+L+L+1 (4.6)
where
L = Oy ({Alu(@) = L(0W))} (u(@)>v(m))=0) (4.7)
L = Oty ({Filu(@) = AW 05 u@)>vw)) (4.8)
Is = Oupy ({(F1(u(@) = F10) L (u(z)>050())) (4.9)
I = Oupy ({(F1(0) = L)) L (u(m)>050(w)) (4.10)

Having (4.6) in mind, the proof of the theorem becomes very simple. In fact, it is sufficient
to analyze each term of the right-hand side of (4.6). Our task now is to multiply by a
suitable kernel and integrate by part on the domain, since we have regularity. Indeed:

e For the term I, since v > 0 and thanks to the formulation (3.24) with k = v(y), one can
integrate by part with respect to x; since there is no boundary. The xi-integration for
terms I; and I3 is the situation where one uses the entropy subsolution formulation with
k=vi(y).

e By contrast, the integration with respect to y; requires greater attention, since we do not
see the boundary. In order to get round this difficulty, we use the following construction,
which is reminiscent of the techniques using in viscosity solution and based on Soner’s
method [23, 24] for the state constraint problems on each of the half-lines (y; < 0). This
technique consists to push the point y; to be in the interior of domain. To this end, we
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use regularization method (& la Di Perna-Lions [10]) and we choose a shift kernel defined
as follows:

d
1 Ti —Y;
‘QS:Q | IQ({_:y>7 0>0, supp(e) C|]—1,1], /9:1’ (4.11)
i=1

such that

0 () = o:(- F e, (4.12)
such that, in the neighborhood of the boundary, y; = 0, we have o. = 0. Let us emphasize
that we need to shift only the part of the kernel which acts on the y;.

With the regularization (4.12), the inequality (4.2) will be written on the closure of the set,
so that o is an admissible test function for Eq. (3.1). The key point in our proof is to
make integrations by part by means of the definitions and using the support of g. in the
place where the definition does not operate. Thus for the terms I; and I3 the integration
with respect to y; will be possible by using of (x1 — y1).

Consequently, we can multiply these terms by o (z1 — y1), since
supp o C 10, 2¢], (4.13)
instead of being contained in [—&, 2¢[. In other words, x; and y; are of the form
0<x1—y1 <2

which especially means that y; < z;1. Finally, we can take z; in the whole domain because
it is the formulation as we moved just a little oI (x — y), we have not boundary on this term
because y; is automatically always inside the domain. We can then write inequality on the
closure set, we have not seen the boundary. We can thus justify all integrations by part and
bring us back to the same demonstration as if there was no boundary.

Third Step. We next perform an integration by parts against a test function of the form
gf. Using V0. = —V 0., we observe that

Oy gy ({F1 (@) = L))} (u(z)>v(y))=0) = O (4.14)

Thus, having in mind that y; has not seen the boundary, we choose the test function
oF (1 — y1) and integrate by part on the closure of the domain with respect to (z1,y1)
to obtain

/11 x of (w1 — y1)dardy,
= [ o (o1 = 10002 (L (0(0) = A0 Lty ot50) dord

= - / ({fi(u(@)) = f1(0®) L (u(@)>0(y)30) Ozi4y: 02 (21 — y1)dzrdyr = 0. (4.15)

Similarly, we use the same regularization for I3
/I3 X Q:(.ﬁl — yl)dxldyl
= —/9:(951 = y1)02, 1y, ({F1(w(@)) = ALY I 05 u(@)>v(y))) de1dys

= */ {(fr(u(@)) = f1(0) I (u(z)>050(y))) Oz 4y, 08 (1 — y1)dz1dys, (4.16)

where the integral on y; is on a small volume of size e. Now let us focus on the terms I
and I;. Meanwhile, for these terms, we use g (z1 —y1) and therefore we can now justify all
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integrations by part and bring us back to the same proof as if there was no boundary.
/12 X oz (v1 — y1)dz1dy:

= /Q;(‘rl = 1)y 1y ({1(w(@) = f1(01) (05 u@)> () dx1dys

—/({fl(u(x)) — 1))} 05 u@) >0(y))) Ourtyn 0= (21 — y1)dardyy,  (4.17)

and

/I4 x o7 (1 — y1)dz1dys
- /g; (21— Y1) 0z 4y, ({F1(w(@)) = f1(0 (1)} 05 u(@)>0(y))) dx1dys

= —/ ({Ai(u(@) = AL @)} 0> u@)>vw)) ety 0z (21 — yr)derdyr.  (4.18)
Summing, we have derived the following estimate:
d
G [ w0 = o0 euta - pyizay <o, (4.19)
Therefore, taking the limit € — 0, we get the L' norm, namely
d
G [ w0~ o0y dady <o (4.20)
which states that the semigroup operator associated to (1.3) is a nonlinear contraction in
L' (R%):
S(t)up < S(t)ul it up < up
If vg — ug € L', then the corresponding solutions u and v have the property that the
difference v(t) — u(t) remains space-integrable for every time ¢ > 0 and t — |[v(¢) — u(t)|1

is non-increasing;:
1(St)ug — SE)ug) e < Nl (ug —ug) ™1 (4.21)

Obviously, for almost all ¢ €]0, T'[, we have:
u(-t) —v(- )|l L1 ey < lJuo — voll L1 (ray, (4.22)

and then uniqueness by taking ug = vg. Let us mention that: not using exactly the same o,
for all terms, induced small errors that can be compensated for with terms of integration and
volume. Let us point out that the main difference with Kruzkhov proof, is that, in [16] one
proves that the inequality (4.19) is true every nonnegative function g, , but here we have
the same inequality with (4.13) since the such functions allows to obtain the convergence.
This completes the proof. O

5. APPLICATIONS

This section is concerned with some illustrating applications. We consider
ug +div f(b(z),u) =0, in Qx(0,T). (5.1)

The unknown is w : © x (0,7) — R. The flux f(b(z),u) in (5.1) may have a possibly
discontinuous spatial dependence through the positive coefficient b(x). We assume that b
is never zero since (5.1) may not be solvable if b(z) is not bounded away from zero. Our
interest in this model is not merely academic. A simple physical model corresponding to
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(5.1) is the traffic flow on a highway [27]. Spatial variation of the coefficient b affects the
maximum speed:

f(0(x),u) = b(z) f (u). (5.2)
We will be mainly interested in entropy solution of the following initial-boundary value

problem:
up +div(b(x) f(u)) =0, in Qx(0,7)

u(z,0) = up(x) (5.3)
u(z,t) =0 for (z,t) € 9Q x (0,T).

Throughout this section we make the following assumption on the vector field b. The new
assumption enables us to prove some additional uniqueness result ant it play important role
in the existence theory.

(E1) We assume that (see for instance [5]):

be Wh(RY), b, div b € L=(R%). (5.4)

loc

The notion of entropy solution follows.

Definition 5.1. Let ug € L*°(Q). An entropy solution of the mized initial-value problem
(5.8) is a function u € L*>(Q x (0,T)) such that for every ¢ >0, p € Cg,...({71 < 0}),
Vk>0:

/0 /Q {|u—k|atso+ (f(u)—f<k>>1<u>k>b<x>-w—div{f<k>b<x>}1(u>k>so}dxdt. (5.5)

One makes an integration by parts without caring about the boundary condition. In other
words, the boundary is regarded as an interior point. Let u be subsolution and v superso-
lution of (5.3); the aforementioned definition 5.1 yields:

%/(u —v)t <0. (5.6)
Obviously, inequality (5.6) implies in particular the uniqueness of solution. On the other
hand, the comparison property can be easily obtained by the uniqueness property we will
proved. Indeed, since every entropy solution of (5.3) with smooth initial data is the limit, as
e — 0, of the solutions of the regularized problem from (5.3) and by the Maximum Principle
[13, 25] the comparison holds for the regularized problem and for (5.3).

Proof of claim (5.6). We are going to make a proof with the traces, by using a mixture
of BLN and the Otto’s proofs, but with a much more elementary formulation. Since w is
a subsolution and v a supersolution, this allows to write a transport equation on (u — v)™.
We follow familiar ground (cf. the textbook [9]). From the Kruzkhov’s method of doubling

of variables we obtain:

%(U =) + 0oy 1, (O(@){fr(u(@)) = f1(v()))}1usv) <O, (5.7)

in the sense of distributions. As a consequence, if 4 and v have traces, the inequality (5.7)

reduces to
d

G [u=ort+ [ 4@ (@) - ACw))1s.) & <0 (59

We want to prove the claim (5.8), which is the cornerstone of the proof. In view of (5.8),
we prove that inequality (5.6) amounts showing that

b()(f1(u) = f1(0))Lw>v) = 0, (5.9)
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thanks to the collection of inequalities (3.24) and (3.25). Thus, we are automatically in a
situation where u > v. Since the coefficient b(x) is positive, this will not affect the signs.
Upon rewriting the left-hand side of (3.32) in the following form:

b(x)(fi(uw) = fi0)lusey = (b@){fi(u(@)) = fi(0(Y)} @) >ow) 0
+ b(x){fl (u(x)) - h (U(y))}1(0>u(m)>v(y))
+b(@){(f1(u(@)) = fr0W) L (u()2050())) (5-10)

We will treat each term in a slightly different way. To this end, we proceed to the following
cutting:

b(x)(f1(u) = f1(0) 1>y = (b(fﬂ){fl(u(ﬂf)) — LW u@)>vw)>0
+b(x){fi(u(z)) = fi(0(¥)} L 0zu@) >v(w) (5.11)
+b(@){(fi(u(@)) = 1(0)) + (£1(0) = A0 uzo5v))-
Remember that k = v(y). Then (5.11) can be equivalently rewritten as follows:

b(@)(fr(w) = k) Lwsry = (b@){fi(u(@)) = fr(k)} L (u(@)>rz0)
Fb(x){f1(u(x) = f1(F)} L0z u(@)> k) (5.12)
+o(@){(fr(u(x)) = f1(0)) + (1(0) = [1(E)} L (u(w)z05 1)) -

We argue almost everywhere for 2 € R? in three steps:

— As a first step, we assume that v is positive or null, in other words, almost everywhere
v(xg) = 0. Since b(z) is positive, then by using Definition 3.3 for equation of u, that is
(3.24), we infer that inequality (3.32) is then satisfied for all k.

— Let us now consider the case where u is negative, in other words, almost everywhere
u(zo) < 0. Then by using Definition 3.3 for equation of v, that is (3.25), we deduce that
inequality (3.32) is true for all k.

— If u(zp) > 0 > v(xp), we pass through the intermediate value 0, and one deduces easily
in view of the formulation satisfied by u that

fi(u(zo)) = £1(0)) = f(v(x0)). (5.13)

Thus, in all cases, inequality (3.32) is verified. In conclusion, if u > v, one has f1(u) > f1(v),

from inequalities (3.24) and (3.25) and our claim is proved. O
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