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Abstract

A predictor-based controller combined with two event-triggering mechanisms is proposed in order to control an LTI system
over a network. The controller is designed in the discrete-time domain which allows to deal with a long sampling period.
Similarly large input and output delays can be compensated thanks to the use of a predictor-based method. Two event-
triggering mechanisms, in the sensor-to-controller and controller-to-actuator channels are introduced in order to limit the
number of packets sent over the network while preserving the ultimate boundedness of the solutions. The effect of input and
output quantization introduced by the network is considered in the stability analysis. The results are illustrated by simulation.
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1 Introduction

The control of systems through a network, named Net-
worked Control Systems (NCS), has received a lot of at-
tention from the control theory community [3], [29]. In-
deed, the communication of the information over a net-
work brings new challenges such as input/output delays,
sampled measurement, hold feedback and quantization
among others. The majority of the results on NCSs deals
with some of the constraints mentioned above. In the
next paragraphs a literature review is given on these dif-
ferent topics.

One of the methods to deal with input and output (I/O)
delays is to use predictor-based control since it allows
to compensate for large delays [24]. The results on this
topic are mainly focused on continuous-time systems [1].
In order to extend the result from continuous-time sys-
tems with I/O delays to sampled-data systems with I/O
delays, the emulation method has been used. In [16], a
continuous-discrete observer and a predictor-based con-
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troller are combined to stabilize sampled-data system
with a sufficiently small sampling period and an arbi-
trarily large delay. In [22] and [23], an event-triggered
predictor-based controller is used to stabilize a sampled-
data system with both input and output delays.

Few results use the discrete-time domain approach to
design a predictor-based controller with both input and
output delays. In [14], a predictive controller based on a
discrete-time version of the plant is designed. It is shown
that it is robust to small variations of the delay and
the sampling period. As a difference with the current
result, the delay is a multiple of the sampling period and
there is no output delay. In [18], a reduction approach
for nonlinear sampled-data systems with an input delay
is proposed. Note that in [6], a prediction is used in order
to improve the event-triggering mechanism but not to
compensate for delays.

The first results on event-triggered control were mainly
focused on delay-free systems with continuous measure-
ment [25]. With the development of distributed control,
some articles have extended the event-triggered control
to deal with periodic measurement and delays [7]. How-
ever, to the best knowledge of the authors, only few re-
sults have combined predictor-based control with event-
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triggering mechanisms [22], [23]. Note that none of the
results mentioned above study the effect of quantization
on the stability. Note also that these latter results [22]
and [23] consider non-uniform sampling and delay un-
certainties. As a consequence, the stability is guaranteed
only for a sufficiently small sampling period because it
is difficult to use the discrete-time approach in this con-
text.

Seminal results about quantization are focused on the
delay-free systems [12]. More recently, the combination
of delay, event-triggering mechanism and quantization
has been partially addressed. The control of systems
with delay and quantization was tackled in [4] (only out-
put quantization) and [28] (both channels quantization).
In [26], event-triggering mechanisms and quantization
are considered in both communication channels; how-
ever, no delay is taken into account.

The first contribution of the present work is to use the
discrete-time approach to estimate the retarded output
and to compute a predictor-based controller which en-
sure that the system is ultimately bounded even for a
large sampling period. The second contribution is the
study of quantization effect on the stability of the closed-
loop system in presence of event-triggering mechanisms
in both channels. Finally, the last contribution is to pro-
pose a tuning method based on the Artstein reduction
method [1] in order to help the gain computation along.

2 Problem statement

In this paper, we deal with an LTI system controlled over
a communication network (see Figure 1). The system is
represented by the following equations{

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t)
(1)

where x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rp and matrices A,
B and C are constant and have appropriate dimensions.
The initial condition of the system is x(θ) = x0, for all
θ ∈ [−τy, 0] where τy is a constant and known output
delay introduced by the network. The input applied to
system (1) is piecewise constant{

u(t) = u(ξk) ∀t ∈ [tk, tk+1),

u(t) = 0 ∀t < t0
(2)

with tk = ξk + τu where τu is a constant and known in-
put delay introduced by the network. The tk’s represent
the sampling instants on the actuator side. Note that
the ξk’s define the sampling instants on the controller
side and are defined by ξk = sk + τy with sk the sam-
pling instants on the sensor side. The sk’s are defined
as follows sk+1 − sk = ∆, s0 = 0 with ∆ > 0 the con-
stant sampling period. This implies that t0 = τu + τy.
These different instants are represented on Figure 2 and
all the notations are reminded in Table 1 for clarity. In

addition to the input and output constant delays τu and
τy, it is also considered that the network induces quan-
tization on both channels because of the limited number
of bytes that can be transmitted in a packet. In order
to model the quantization phenomenon, one defines, as
in [12], the following functions qi such that for all v of
appropriate dimension{

||qi(v)− v|| ≤ mi if ||v|| ≤Mi

||qi(v)− v|| > Mi −mi else
(3)

with Mi,mi > 0 for i ∈ {y, u}. As a result, on the
sensor-to-controller channel, the value received by the
controller is

yk = qy(ỹ(sk)) (4)

where ỹ(sk) denotes the output of an event-triggering
mechanism that will be defined in Section 3. Similarly,
the control value received by the actuator is

u(ξk) = qu(ũk) (5)
where ũk denotes the output of an event-triggeringmech-
anism that will be defined in Section 4. Note that a sat-
uration is underlying in the quantization definition (3).
This saturation level is defined by Mu and My for the
input and the output respectively. Similarly the quan-
tization levels are defined by mu and my for the input
and the output respectively. Note that the saturation
level has to be larger than the quantization level, i.e.
Mu > mu and My > my. Before stating the assump-
tions, as in [2], note that there exists an integer h ≥ 0
such that

h∆ ≤ τ = τy + τu < (h+ 1)∆. (6)

Assumption 1 The pair (Ā, B̄) is controllable where
Ā = eA∆, B̄ = Ā−hB̄1 + Ā−h−1B̄2 with B̄1 =
(h+1)∆−τ∫

0

eAsdsB and B̄2 = eA((h+1)∆−τ)
τ−h∆∫

0

eAsdsB.

Assumption 2 The pair (A,C) is observable.

Denoting by σ(A) the spectrum of the matrixA, we state
the following assumption.

Assumption 3 For any λi, λk ∈ σ(A)∩CRHP 1 ,

λi 6= λk + jl
2π

∆
, l = ±1,±2, . . . (7)

Assumption 1 arises because of the presence of the de-
lays that are not necesarily multiples of the sampling
period ∆ . A similar assumption is used in [9] and [13].
Assumption 3 is necessary in order to avoid “patholog-
ical” cases detailed in [17] for which the controlability
and observability are lost because of the sampling. Note
that

u(t) = u(ξk) = u(tk − τu) ∀t ∈ [tk, tk+1) (8)

1 Closed Right Half of the complex Plane.
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Fig. 1. Networked control system with delay, quantization and event-triggering mechanisms on both communication channels.
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so system (1) can be rewritten as

ẋ(t) = Ax(t) +Bu(tk − τu) ∀t ∈ [tk, tk+1). (9)

Similarly, one has
y(sk) = y(ξk − τy). (10)

From (9) and (10), it is clear that the system and the
communication channels can be seen as a whole system
with input and output delays. In the following sections,
event-triggering mechanisms will be introduced in both
channels in order to limit the network congestion by
sending as few packets as possible while preserving the
stability.

The different variables and sampling instants are sumed
up on Figures 1 and 2 respectively. Note that since τu and
τy are constant, one has ξk+1 = ξk+∆ and tk+1 = tk+∆.

Remark 1 Note that the quantizer blocks are indirect
effect of the network but are not generated by the net-
work itself. Indeed, the data is formatted to the desired
number of bytes before being sent over the network. Note
also that the order of the “event-trigger” and “quantizer”
blocks could be switched without affecting the form of the
stability conditions given in the section below. Our pref-
erence to present the case with the “event-trigger” block
before the “quantizer” block is because one can consider
that the quantization effect comes from conversions due
to hardware architecture like a conversion for wireless
transmission.

In the next sections, the discrete-time method [8] is used
in order to design a discrete-time observer (Section 3)
and a discrete-time predictor-based controller (Section
4).

Table 1
Notations used in this paper

Variables Meaning
τu constant input delay
τy constant ouput delay
τ round trip delay: τ = τu + τy
h constant such that h∆ ≤ τ < (h+ 1)∆
∆ constant sampling period
sk sensor sampling instants: sk = k∆
ξk controller sampling instants: ξk = sk + τy
tk actuator sampling instants: tk = ξk + τu

3 Discrete-time observer design

Since only a part of the state is available, a state observer
is needed to estimate the whole state. From (1), one
gets ẋ(t − τy) = Ax(t − τy) + Bu(t − τy) so denoting
x̄(t) = x(t−τy), one has ˙̄x(t) = Ax̄(t)+Bu(t−τy). This
leads to the discrete-time system

x̄(ξk+∆)=Āx̄(ξk)+B̄1u(ξk−h∆)+B̄2u(ξk−(h+1)∆)

(11)
with Ā, B̄1 and B̄2 defined in Assumption 1, computa-
tions details can be found in [2]. Note that the design of
the observer and controller will mainly rely on discrete-
time system (11). In order to limit the number of packets
sent over the network, a periodic event-triggering mech-
anism [20] between the sensor and the controller is im-
plemented as follows:

ỹ(sk)=

{
y(sk) if ||ỹ(sk−1)−y(sk)||>σy||y(sk)||
ỹ(sk−1)if ||ỹ(sk−1)− y(sk)||≤σy||y(sk)||

(12)
with σy ≥ 0 to be determined later.

Remark 2 Note that the minimal inter-event time is
equal to the sampling period ∆ so Zeno behaviour cannot
occur with periodic event-trigger [21].

Defining the event-trigger error for the variable y by
ey(sk) = ỹ(sk)− y(sk), it follows from (12) that

||ey(sk)|| ≤ σy||y(sk)||. (13)
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We can now design the discrete-time system

x̂(ξk + ∆)=Āx̂(ξk)+B̄1u(ξk−h∆)+B̄2u(ξk−(h+ 1)∆)

+L[Cx̂(ξk)− yk].

(14)
Reminding that yk = qy(ỹ(sk)) and y(sk) = Cx(sk) =
Cx(ξk−τy) = Cx̄(ξk), the dynamics of the error denoted
by

e(ξk) = x̂(ξk)− x̄(ξk) (15)
has the dynamics

e(ξk + ∆) = (Ā+ LC)e(ξk)

−Ley(sk)︸ ︷︷ ︸
event-trigger error

+L[ỹ(sk)− qy(ỹ(sk))]︸ ︷︷ ︸
quantization error

.

(16)
If L is chosen such that Ā+ LC is Schur then the error
converges in a ball around zero for any sampling period
whatever the delay size so (14) is an observer of (11).
This means that x̂(ξk) tends to a neighborhood of x(ξk−
τy) which size depends on the event-trigger error ey(sk)
and the quantization error ỹ(sk)− qy(ỹ(sk)).

Remark 3 Note that when Assumptions 2 and 3 are
true, it is always possible to choose L such that Ā+ LC
is Schur [10].

4 Discrete predictor-based controller design

In this section, a predictor-based controller is designed
using the estimated state from the above section. The
design is based on an augmented system, as in [2], [13],
[14], [15] obtained from the discrete system (11). In or-
der to get rid of the delays h∆ and (h+ 1)∆ in (11), an
extended state X(ξk) = [x̄(ξk)T , u(ξk−∆)T , . . . , u(ξk−
h∆)T , u(ξk − (h + 1)∆)T ]T ∈ R(n+(h+1)m)×1 is intro-
duced where h is defined by (6). This leads to the ex-
tended system

X(ξk + ∆) = AextX(ξk) +Bextu(ξk) (17)
for h > 0 with

Aext =



Ā 0 0 . . . B̄1 B̄2

0 0 0 . . . 0 0

0 Im 0 . . . 0 0
...
. . . . . . . . .

...
...

0 . . . 0 Im 0 0

0 . . . . . . 0 Im 0


, Bext =



0

Im

0
...

0

0


where Im is the identity matrix of order m.

Remark 4 The case h = 0 can be treated similarly with
slightly different matrices Aext and Bext. In the sequel
we treat the case where h > 0 but all the following results
hold for h = 0 as well.

Remark 5 From Assumption 1, one can conclude that
the discrete-time delayed system (11) is controllable [19].

It follows that extended system (17) is also controllable
since it is just a different way of writing the same system
(11). Assuming that (A,B) is controllable and that As-
sumption 3 is true would probably be enough to guarantee,
in most of the cases, that the sampled system with de-
lay (11) is controllable but this would require a rigourous
analysis which is not the purpose of this paper.

In order to limit the number of packets sent on the
network, a second event-triggering mechanism is im-
plemented on the controller-to-actuator side as follows
u(ξk) = qu(ũk) where

ũk =

{
uk if ||ũk−1 − uk|| > σu||uk||
ũk−1 if ||ũk−1 − uk|| ≤ σu||uk||

(18)

with σu ≥ 0 that will be chosen in the sequel and where
uk = KX̂(ξk) (19)

with X̂(ξk) = [x̂(ξk)T , u(ξk−∆)T , . . . , u(ξk−h∆)T , u(ξk−
(h + 1)∆)T ]T ∈ R(n+(h+1)m)×1. Defining the event-
trigger error for the variable uk by eu(ξk) = ũk − uk,
one can deduce from (18) that

||eu(ξk)|| ≤ σu||uk||. (20)
Then (17) becomes

X(ξk+∆)=(Aext+BextK)X(ξk)+ Bexte
u(ξk)︸ ︷︷ ︸

event-trigger error

+Bext[q
u(ũk)−ũk]︸ ︷︷ ︸

quantization error

+ BextKGe(ξk)︸ ︷︷ ︸
observation error

(21)

with G = [In, 0, . . . , 0]T ∈ R(n+(h+1)m)×n and e(ξk) is
the observation error defined in (15). Rewriting (16) and
(21) as a single extended system gives

χ(ξk + ∆) = Aχ(ξk) + φ(ξk) (22)
with χ(ξk) = [X(ξk)T , e(ξk)T ]T and

A =

[
Aext +BextK BextKG

0 Ā+ LC

]
,

φ(ξk) =

[
Bexte

u(ξk) +Bext[q
u(ũk)− ũk]

−Ley(sk) + L[ỹ(sk)− qy(ỹ(sk))]

]
.

From Assumptions 1, 2, 3, it is possible to chooseK and
L such that A is Schur so there exists P > 0 such that

ATPA− P = −I2n+(h+1)m. (23)

5 Main result

Before stating the main result, it is reminded that usu-
ally event-triggering mechanisms are determined in or-
der to preserve the asymptotic stability of a system by
maintaining the time-derivative of a Lyapunov function
negative. Here a similar idea is used but with the con-
cept of uniform ultimate boundedness 2 .

2 See definition 4.6 in [11].
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Theorem 6 Assume that (23) is verified and that σy
and σu are small enough so that

1− 2c1||ATP || − c21||P || > 0 (24)
with c1 = σu||K||+σy||L|| ||C|| and thatMy andMu are
large enough compared tomy andmu respectively so that√

λmin(P )

λmax(P )
c6 >

√
λmax(P )

λmin(P )
c5 (25)

with
c2 = mu + ||L||my, c3 = 1− 2c1||ATP || − c21||P ||

c4 = ||ATP ||+ c1||P ||, c5 = c2
c4(1+ε)+

√
c24(1+ε)2+c3||P ||
c3

,

c6 = min
(

My

(1+σy)||C|| ,
Mu

(1+σu)||K||

)
(26)

for any ε > 0. Then, the solutions of the extended system
(22) are uniformly ultimately bounded which guarantees
that there exists an integer T such that for all initial
conditions∥∥∥∥∥

[
x(0)

x̂(τy)− x(0)

]∥∥∥∥∥ ≤
√
λmin(P )

λmax(P )
c6, (27)

the solutions of system (1) satisfy

||x(sk)|| ≤

√
λmax(P )

λmin(P )
c5 (28)

for all k ≥ T .

PROOF. Defining Vk(ξk) = χ(ξk)TPχ(ξk), one ob-
tains
Vk+1(ξk+1)−Vk(ξk)=−||χ(ξk)||2+2χ(ξk)TATPφ(ξk)

+φ(ξk)TPφ(ξk).

(29)
Note that y(sk) = Cx̄(ξk) so

||y(sk)|| ≤ ||C|| ||x̄(ξk)|| ≤ ||C|| ||χ(ξk)||. (30)

Then from (13) one gets
||ey(sk)|| ≤ σy||C|| ||χ(ξk)||. (31)

In addition, from (19) and (20), one obtains
||eu(ξk)|| ≤ σu||K|| ||X(ξk)|| ≤ σu||K|| ||χ(ξk)||. (32)

Reminding that for ||ũk|| ≤Mu and ||ỹ(sk)|| ≤My, one
has

||qu(ũk)− ũk|| ≤ mu (33)
and

||qy(ỹ(sk))− ỹ(sk)|| ≤ my, (34)
then one gets ||φ(ξk)|| ≤ c1||χ(ξk)|| + c2 with c1 =
σu||K||+ σy||L|| ||C|| and c2 = mu + ||L||my. As a con-
sequence, on has Vk+1(ξk+1)− Vk(ξk) ≤ −c3||χ(ξk)||2 +
2c2c4||χ(ξk)||+c22||P || with c3 = 1−2c1||ATP ||−c21||P ||
and c4 = ||ATP || + c1||P ||. From the above inequality
we can deduce that choosing σy and σu sufficiently small
guarantees that c3 > 0. Thus, if c5 ≤ ||χ(ξk)|| ≤ c6 with

c5 and c6 defined in Theorem 6, one gets

Vk+1(ξk+1)− Vk(ξk) ≤ −2c2c4ε||χ(ξk)|| (35)

for any ε > 0. Note that for

||χ(ξk)|| ≤ min

(
My

(1 + σy)||C||
,

Mu

(1 + σu)||K||

)
,

one has
||χ(ξk)|| ≤ Mu

(1+σu)||K|| (36)
so
||ũk|| ≤ ||eu(ξk)||+ ||uk|| ≤ (1 +σu)||K|| ||χ(ξk)|| ≤Mu

(37)
then (33) holds. Similarly since

||χ(ξk)|| ≤ min

(
My

(1 + σy)||C||
,

Mu

(1 + σu)||K||

)
,

one has

||χ(ξk)|| ≤ My

(1 + σy)||C||
. (38)

Since ||ỹ(sk)|| ≤ ||ey(sk)||+||y(sk)|| then from (30), (31)
and (38), it can be deduced that

||ỹ(sk)|| ≤ (1 + σy)||C|| ||χ(ξk)|| ≤My (39)
then (34) holds. Note that (25) implies√

λmin(P )c6 >
√
λmax(P )c5. (40)

Since
λmin(P )||χ(ξk)||2 ≤ Vk ≤ λmax(P )||χ(ξk)||2 (41)

and (35) and (40) hold, the assumptions of Theorem
4.18 3 in [11] are verified and one can conclude on the
uniform ultimate boundedness of the solutions of (22).
That is to say, for every initial conditions ||χ(ξ0)|| ≤√

λmin(P )
λmax(P )c6 there is an integer T such that

||χ(ξk)|| ≤

√
λmax(P )

λmin(P )
c5, ∀k ≥ T. (42)

Since u(t) = 0 for all t ≤ 0, one has
||[x(s0)T , e(ξ0)T ]T || = ||[x̄(ξ0)T , e(ξ0)T ]T || = ||χ(ξ0)||.

(43)
As a result if (27) is verified then (42) holds and since
||x(sk)|| = ||x̄(ξk)|| ≤ ||χ(ξk)||, one obtains (28). This
ends the proof. 2

Note that for any value of the delays τy, τu and the sam-
pling period ∆, it is always possible to find mu, σu, my

and σy small enough and Mu, My large enough such
that conditions (24), (25) and (27) are verified. As far as
the quantization is concerned, it is taken into account in
the stability analysis but no particular method is used
to limit its effect. However, this is an interesting topic
for future development. The reader is also refered to [26]

3 The theorem is given in [11] for continuous-time systems
but the discrete-time version of the result is straightforward.
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where a dynamic quantizer is used with event-triggering
mechanisms and an output feedback. Note that the val-
ues of the delays and the sampling period appears in
conditions (24), (25) and in the bound (28) through the
matrix A.
Remark 7 Uniform ultimate boundedness is obtained
instead of asymptotic stability because of the input and
output quantizations.

Let us analyze some particular cases of the previous re-
sult:

• If the quantizers have an infinite number of levels
(My →∞,Mu →∞) then (25) is always verified be-
cause c5 is fixed and c6 → ∞. This means that the
state converges to a neighborhood of the origin for any
initial conditions on the system and on the observer.
• Ifmy → 0 andmu → 0 (no quantization) then c2 → 0

and c5 → 0 so (25) is always verified and the state
converges exactly to the origin.
• If σy = σu = 0 (time-trigger) then c1 = 0, c3 is max-

imum and c4 is minimum so c5 is minimum which
means that the more packets are sent, the smaller the
convergence neighborhood around the origin will be.

Compare to simulated values,
√

λmin(P )
λmax(P )c6 is under-

estimated and
√

λmax(P )
λmin(P ) c5 is overestimated because

of the conservatism of the stability analysis. The op-
timization of these values is out of the scope of this
paper and the reader is referred to [27] for additional
details on this topic. Note that from condition (25),
one can say that all the solutions of (1) that start in

ball B0 =
{
||x|| ≤

√
λmin(P )
λmax(P )c6

}
enter the smaller ball

Bf =
{
||x|| ≤

√
λmax(P )
λmin(P ) c5

}
after a finite time T . Fi-

nally, note that escape in finite is not possible because
the system is linear. Consequently, the system can-
not escape in finite time between sampling instants.
More precisely, the relation between x(t) and x(sk)

is x(t) = eA(t−sk)x(sk) +
∫ t
sk
eA(t−s)Bu(s)ds for all

t ∈ [sk, sk+1[. Since u is bounded by Mu, one gets the
following maximization

||x(t)|| ≤ e||A||∆||x(sk)||+ e||A||∆ − 1

||A||
||B||Mu

so from (28) one gets

||x(t)|| ≤ e||A||∆
√
λmax(P )

λmin(P )
c5 +

e||A||∆ − 1

||A||
||B||Mu.

6 Computation of the gain K

The advantage of the extended system representation
(17) is that a discrete-time system with delays can be
turned into a discrete-time system without delay. How-
ever, a drawback of this representation is that the size of

the extended system can be very large especially if the
delay is large with respect to the sampling period. For
example, if τu + τy = 0.6 s and ∆ = 0.001 s then the
extended system will be of size 600. This can make the
computation of gain K difficult since it relies on a pole
placement on the extended system 4 (17). A less compu-
tationally expensive computing strategy inspired by the
Artstein transformation for discrete-time systems [5] is
presented below.

First define the variable

zk = x̂k+

h−1∑
j=0

Ā−j−1B̄1uk−h+j +

h∑
j=0

Ā−j−1B̄2uk−h−1+j

(44)
where h is defined in (6) and Ā, B̄1 and B̄2 are defined
after (11). The auxiliary state zk verifies the discrete
dynamics
zk+1 = Āzk + B̄uk +LCek−Leyk +L[ỹk− qy(ỹk)] (45)

with B̄ defined in Assumption 1. Similarly to system
(17), system (45) is delay free but it has the same di-
mension as the original system.

Remark 8 Note that in the above section, the ex-
tended system approach has been used instead of the
Artstein reduction method because of the combina-
tion with the event-trigger scheme. Indeed, the relation
||x̄k|| ≤ ||Xk|| ≤ ||χk|| used to get (30) was not trans-
posable directly to zk because zk depends on u.

Remark 9 Note that negative powers of Ā are well de-
fined since Ā = eA∆.

The reduced system (45) is delay free so we can apply
the controller

uk = Kzzk (46)
to stabilize it whereKz is chosen such that Ā+B̄Kz has
eigenvalues inside the unit circle. Note that this is possi-
ble since from Assumption 1, system (45) is controllable.

Remark 10 As in Remark 5, this is usually possible to
choose Kz such that Ā+ B̄Kz is Schur provided that As-
sumption 1 is true and the sampling is not "pathological".

Feedbacks (19) and (46) both depend on the same vari-
ables x̂k and uk−1, . . . , uk−h−1 so using the notation
K = [K0, . . . ,Kh+1] and taking

K0 =Kz,

Kj =Kz(Ā
−jB̄1 + Ā−j−1B̄2), j = 1, . . . , h

Kh+1=KzĀ
−1B̄2

(47)

lead to KX̂(ξk) = Kzzk. As a consequence, one can use
a pole placement method to compute Kz in system (45)
and then use relations (47) to compute K. This method

4 The use of matlab function “place” is not well adapted for
large systems.
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avoid a pole placement method on the extended system
which size is n+ (m+ 1)h.

7 Simulation results

The second order system

ẋ(t) =

[
0 1

−0.5 1

]
x(t) +

[
0

1

]
u(t) (48)

with y(t) = [1 0]x(t) is chosen to illustrate the design
presented in the above sections. The communication de-
lays τu and τy will be defined later. Note that the sys-
tem is open-loop unstable since the eigenvalues of A
are 0.5 ± 0.5i. The initial condition of the observer is
x̂(0) = [0, 0]T . Note that the initial condition of the sys-
tem will vary in the different simulations. The eigen-
values of Ā + LC are fixed to λĀ+LC = {e−4∆, e−5∆}.
and the design method presented in Section 6 is used
to compute the gain K where Kz is chosen such that
λĀ+B̄Kz

= {e−1∆, e−2∆}.

7.1 Simulations 1 and 2: delay and sampling case

On Figure 3a, simulations are run with different values
of the sampling period ∆. It can be observed that the
system always converges to the origin whatever the sam-
pling period. This is coherent with the result of Theo-
rem 6 which states that there is no restriction on the
sampling size.

On Figure 3b, simulations are run with different values
of the delays τu and τy (incremented by 0.5 s). It can be
observed that the system always converges to the origin
whatever the delay values. This is consistent with the
result of Theorem 6 which states that the stability of the
closed-loop system can be achieved for any delay values.
Note that the initial value of the input is 0 and since the
system is open-loop unstable there is a large transient
that is amplified with the delay size. This is inherent
to the presence of the delay. Note that the choice of
the delay values and the difference between τu and τy
is arbitrary and has no influence on the stability. Note
that since my = mu = 0, c2 = 0 so c5 = 0 that is why,
in both Figures 3a and 3b, the state converges exactly
to the origin.

7.2 Simulation 3: delay, sampling, quantization case

On Figure 4, the phase portrait x2 vs. x1 where x =
[x1, x2]T is plotted for different initial conditions of the
system. One can see that if the initial condition is too
far from the origin then the state diverges (black curve).
This is because of the saturations My and Mu . When
the initial conditions are close enough to the origin then
the trajectories converge to a neighborhood of the ori-
gin. Balls B0 and Bf defined at the end of Section 5 are

time (s)
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||
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(a) τu = 0.62 s, τy = 0.55 s
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(b) ∆ = 0.1 s

Fig. 3. σy = σu = 0, my = mu = 0, My = Mu = +∞,
x(0) = [2,−3]T .
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Fig. 4. ∆ = 0.1 s, τu = 0.12 s, τy = 0.05 s, σy = σu = 0,
my = mu = 0.1, My = Mu = 25.

not plotted because their radius values are very conser-
vative as mentioned previously. Indeed, condition (25)
is verified whenMy andMu have an order of magnitude
of 103 and my and mu of 10−3.

7.3 Simulation 4: delay, sampling, quantization and
event-trigger case

Finally, the event-triggering mechanisms are tested by
running simulations with different values of σu and σy.
Results are gathered in the histogram of Figure 5. As
expected in Theorem 6, the stability is guaranteed pro-
vided that σy and σu are sufficiently small to verify (25)
and one can see that stability can be maintained even if
only 25% of the packets are sent. However, one has to
keep in mind that reducing the number of packets sent
by increasing the event-trigger thresholds also result in
a reduction of the admissible set of initial condition B0

since c6 is inversely proportional to σu and σy. Note that
without quantization (my = mu = 0,My = Mu = +∞)
it is possible to further reduce the number of packets
sent to around 17%.

8 Conclusion

A discrete-time observer is designed in order to estimate
the retarded state. Then, a predictor-based controller is
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83.4

35.1
25.5
17.1

% packets sent

0.01 0.1 0.15 0.2

stable
unstable

Fig. 5. ∆ = 0.1 s, τu = 0.62 s, τy = 0.55 s, my = mu = 0.1,
My = Mu = 25, x(0) = [2,−3]T .

computed using the estimated state. It is shown that
this method can deal with large sampling period and
can compensate for large input and output delays. Some
conditions which consider the effect of the quantization
and event-triggering mechanisms are provided in order
to guarantee the uniform ultimate boundedness of the
solutions. Future works include the extension to time-
varying delays which can also be uncertain or unknown.
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