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Abstract. In this paper we establish the existence of solutions to a time-dependent

problem for a linearly elastic body subjected to a confinement condition, expressing that

all the points of the deformed reference configuration remain confined in a prescribed half
space. This problem takes the form of a set of hyperbolic variational inequalities posed

over a nonempty, closed, ad convex subset of the space H1(Ω)×H1(Ω)×H1(Ω). The fact

that any solution of the studied problem takes the form of a vector field, the generality
of the confinement condition, and the choice of the function space where solutions are

sought make the analysis substantially more complicated, thus requiring the adoption of
new resolution strategies.

Keywords: Obstacle problem; time-dependent; penalty method; variational inequalities;

linearised elasticity.

1. Geometrical preliminaries

For details about the classical notions of differential geometry recalled in this sec-

tion, see, e.g. [1] or [2].

Latin indices, except when they are used for indexing sequences, take their values

in the set {1, 2, 3}, and the summation convention with respect to repeated indices

is systematically used in conjunction with this rule.

Given an open subset Ω ⊂ R3, notations such as L2(Ω) and H1(Ω) denote the

standard Lebesgue and Sobolev spaces. The notation D(Ω) designates the space

of functions that are infinitely differentiable over Ω and have a compact support

in Ω. The notation ‖ · ‖X designates the norm of a vector space X. Spaces of

vector-valued functions are denoted by boldface letters. Lebesgue-Bochner spaces

∗Typeset names in 8 pt roman, uppercase. Use footnote to indicate permanent address of author.
†State completely without abbreviations, the affiliation and mailing address, including country.
Typeset in 8 pt italic.
‡Typeset author’s e-mail address in 8pt italic.
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(see,e.g., [3]) are designated by the notation Lp(0, T ;X), where 1 ≤ p ≤ ∞, T > 0

and X is a Banach space satisfying the Radon-Nikodym property. The notation

M([0, T ];X) designates the space of X-valued measures defined over the compact

interval [0, T ]. The notation X∗ designates the dual space of a vector space X and

the notation X∗〈·, ·〉X denotes the duality pair between X∗ and X. The notation

C0([0, T ];X) denotes the space of X-valued continuous functions defined over the

compact interval [0, T ] and the special notation 〈〈·, ·〉〉X denotes the duality pair

between (C0([0, T ];X))∗ and C0([0, T ];X). The notations η̇ and η̈ denote the first

weak derivative with respect to t ∈ (0, T ) and the second weak derivative with

respect to t ∈ (0, T ) of a scalar function η defined over the interval (0, T ). The

notations η̇ and η̈ denote the first weak derivative with respect to t ∈ (0, T ) and

the second weak derivative with respect to t ∈ (0, T ) of a vector field η defined over

the interval (0, T ). A domain Ω ⊂ R3 is a nonepmpty, open, bounded and connected

subset with Lipschitz continuous boundary Γ, the set Ω being locally on the same

side of Γ. The notation dx designates the volume element in Ω, the symbol dΓ

designates the area element along Γ. Finally, let Γ = Γ0 ∪ Γ1 be a dΓ-measurable

portion of the boundary such that Γ0 ∩ Γ1 = ∅ and area Γ0 > 0.

As a model of the three-dimensional “physical” space R3, we take a real three-

dimensional affine Euclidean space, i.e., a set in which a point O has been chosen

as the origin and with which a real three-dimensional Euclidean space, denoted E3,

is associated. We equip E3 with an orthonormal basis consisting of three vectors ei.

The Euclidean inner product of two elements a and b of E3 is denoted by a · b; the

Euclidean norm of any a ∈ E3 is denoted by |a|; the Kronecker symbol is denoted

by δij .

The definition of R3 as an affine Euclidean space means that with any point

x ∈ R3 is associated an uniquely defined vector Ox ∈ E3. The origin O ∈ R3 and

the orthonormal vectors ei ∈ E3 together constitute a Cartesian frame in R3 and

the three components xi of the vector Ox over the basis formed by ei are called

Cartesian coordinates of x ∈ R3, or the Cartesian components of Ox ∈ E3. Once

a Cartesian frame has been chosen, any point x ∈ R3 may be thus identified with

the vector Ox = xie
i ∈ E3. We then denote ∂i = ∂/∂xi.

The set Ω is the reference configuration occupied by a linearly elastic elastic body

in absence of applied body forces. We assume that Ω is a natural state, i.e., that

the body is stress-free in this configuration. We also assume, following [4], that the

constituting material is isotropic, homogeneous, and linearly elastic . Under these

assumptions, the behaviour of the linearly elastic material is governed by its two

Lamé constants λ ≥ 0 and µ > 0. The positive constant ρ designates the mass

density of the linearly elastic body per unit volume.

We also assume that the linearly elastic body to be subjected to applied body

forces in its interior, whose density per unit volume is defined by means of its

contravariant components f i ∈ L∞(0, T ;L2(Ω)) over the vectors ei.
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In what follows, “a.e.” stands for “almost everywhere”. Define the space

V (Ω) := {v = (vi) ∈H1(Ω);v = 0 on Γ0},

and equip it with the norm

‖v‖V (Ω) :=

(∑
i

‖vi‖2H1(Ω)

)1/2

.

Next, we define the three-dimensional elasticity tensor in Cartesian coordinates

and we denote its components by Aijkl. We recall that the contravariant components

of this tensor are defined by (see, e.g., [4])

Aijkl := λδijδkl + µ(δikδjl + δilδjk),

and that Aijkl = Ajikl = Aklij ∈ C1(Ω).

For each v ∈ H1(Ω) we consider the linearised change of metric tensor e(v),

whose components ei‖j(v) are defined by

ei‖j(v) :=
1

2
(∂jvi + ∂ivj) ∈ L2(Ω).

This tensor is symmetric, i.e., ei‖j(v) = ej‖i(v), for all v ∈H1(Ω). Likewise, we

can define the time-dependent version of the linearised change of metric tensor by

considering the operator

ẽi‖j : L2(0, T ;H1(Ω))→ L2(0, T ;L2(Ω))

defined by

ẽi‖j(v)(t) = ei‖j(v(t)), for all v ∈ L2(0, T ;H1(Ω)),

for almost all (“a.a.” in what follows) t ∈ (0, T ). It is easy to see that such an

operator is well-defined, linear and continuous. It can be easily verified (cf., e.g.,

[5]) that the continuity constant is independent of t ∈ (0, T ).

To begin with, we state Korn’s inequality in Cartesian coordinates (see, e.g.,

Theorem 6.3-6 of [4]).

Theorem 1.1. Let Ω be a domain in R3 and let Γ0 be a nonzero area subset of the

whole boundary Γ. Then, there exists a constant C > 0 such that

C−1‖v‖H1(Ω) ≤ ‖e(v)‖L2(Ω) ≤ C‖v‖H1(Ω),

for all v ∈ V (Ω).

Various proofs have been given of this delicate inequality; see in particular [6],

[7], [8], [9], page 110 of [10], Sect. 6.3 of [11]; in [12], Korn’s inequality is proved

in the space W 1,p(Ω), 1 ≤ p ≤ ∞; an elementary proof is given in [13] (see also

Appendix (A) in [14]).
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2. A natural formulation of the time-dependent obstacle problem

for a linearly elastic body

In this paper, we consider a specific obstacle problem for a linearly elastic body

subjected to a confinement condition, expressing that any admissible displacement

vector field vie
i, must be such that all the points of the corresponding deformed

configuration remain in a half-space of the form

H := {x ∈ R3;Ox · q ≥ 0},

where q is a nonzero vector given once and for all. Let us denote by I the identity

mapping I : Ω→ E3 and let us assume that the undeformed reference configuration

satisfies

I(x) · q > 0, for all x ∈ Ω,

or, in other words, there is no contact between the obstacle and the reference con-

figuration when no applied body forces are acting on the reference configuration.

The general confinement condition can be thus formulated as follows: any ad-

missible displacement vector field must satisfy

(I(x) + vi(x)ei) · q ≥ 0,

for all x ∈ Ω or, possibly, only for a.a. x ∈ Ω when the covariant components vi
are required to belong to the Sobolev space H1(Ω). The subset U(Ω) of admissible

displacements thus takes the form

U(Ω) := {v =(vi) ∈H1(Ω);v = 0 on Γ0

and (I + vie
i) · q ≥ 0 a.e. in Ω}.

We emphasise that the vectorial confinement condition above, which was orig-

inally considered in [15], [16], [17] and [18], considerably departs from the scalar

conditions favoured by many authors (see, e.g., [19], [20] and [21]). Such a confine-

ment condition renders the analysis substantially more difficult, as the constraint

now bears on a vector field, the displacement vector field of the reference configu-

ration, instead of on only a single component of this field.

A natural formulation of the corresponding time-dependent obstacle problem

takes the form of a set of hyperbolic three-dimensional variational inequalities

(“three-dimensional”, in the sense that they are posed over the three-dimensional

subset Ω), which can be derived by slightly modifying the model proposed by Xiao

in the papers [22], [23] and [24].

Let us introduce the problem P(Ω), which constitutes the point of departure of

our analysis.

Problem P(Ω). Find u = (ui) : (0, T )→ V (Ω) such that

u ∈ L∞(0, T ;U(Ω)),

u̇ ∈ L∞(0, T ;L2(Ω)),

ü ∈M([0, T ];L2(Ω)),
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that satisfies the following variational inequalities

2ρ 〈〈dü(t),v(t)− u(t)〉〉L2(Ω)

+

∫ T

0

∫
Ω

Aijklek‖l(u(t))ei‖j(v(t)− u(t)) dxdt

≥
∫ T

0

∫
Ω

f i(t)(vi(t)− ui(t)) dxdt,

for all v ∈ D(0, T ;V (Ω)) such that v(t) ∈ U(Ω) for a.a. t ∈ (0, T ), and that satisfies

the following initial conditions {
u(0) = u0,

u̇(0) = u1,
(2.1)

where u0 = (ui,0) ∈ U(Ω), and u1 = (ui,1) ∈ L2(Ω) are prescribed.

�

Observe that the “acceleration term” in Problem P(Ω) is described in terms

of a vector-valued measure. Note in passing that the concept of solution of Prob-

lem P(Ω) is inspired by the one given on page 403 of [25]. The concept of solution

of Problem P(Ω) will be thoroughly explained in the proof of Theorem 3.4, which

constitutes the main result of this paper.

We recall a very important inequality which is used to study evolutionary prob-

lems: Gronwall’s inequality (see the seminal paper [26] and Theorem 1.1 in Chap-

ter III of [27]).

Theorem 2.1. Let T > 0 and suppose that the function y : [0, T ]→ R is absolutely

continuous and such that

dy

dt
(t) ≤ a(t)y(t) + b(t), a.e. in (0, T ),

where a, b ∈ L1(0, T ) and a, b ≥ 0 a.e. in (0, T ). Then, it results

y(t) ≤
[
y(0) +

∫ t

0

b(s) ds

]
e
∫ t
0
a(s) ds, for all t ∈ [0, T ].

3. Proof of existence of solutions to Problem P(Ω)

Let us recall a compactness result proved by Simons (see, e.g., Corollary 4 of [28]),

which will be used in what follows to recover the initial conditions. In what follows,

the symbol ”↪→” denotes a continuous embedding, whereas the symbol ”↪→↪→” de-

notes a compact embedding.

Theorem 3.1. Let T > 0 and let X, Y and Z be three Banach spaces such that

X ↪→↪→ Y ↪→ Z.
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Let (fn)∞n=1 be a bounded sequence in L∞(0, T ;X) and assume that the sequence

(ḟn)∞n=1 is bounded in L∞(0, T ;Z). Then, there exists a subsequence, still denoted

(fn)∞n=1, that converges in the space C0([0, T ];Y ).

In what follows we identify the spaces L2(Ω) and L2(Ω) with their respective

dual spaces, and we equip them with the following inner products

(v, w) ∈ L2(Ω)× L2(Ω)→
∫

Ω

vw dx,

(v,w) ∈ L2(Ω)×L2(Ω)→
∫

Ω

viwi dx.

We observe that the following chain of immersions holds

V (Ω) ↪→↪→ L2(Ω) ↪→↪→ V ∗(Ω),

viz., following the notation of [29],
(
V (Ω),L2(Ω),V ∗(Ω)

)
is an evolution triple (or

Gelfand triple).

Let us also recall a result on vector-valued measures proved by Zinger in the

paper [30] (see also, e.g., page 182 of [31], and page 380 of [32]).

Theorem 3.2. Let ω be a compact Hausdorff space and let X be a Banach space

satisfying the Radon-Nikodym property. Let F be the collection of Borel sets of ω.

There exists an isomorphism between (C0(ω;X))∗ and the space of the regular

Borel measures with finite variation taking values in X∗. In particular, for each

F ∈ (C0(ω;X))∗, there exists a unique regular Borel measure µ : F → X∗ in

M(ω;X∗) with finite variation such that

〈〈α, F 〉〉X =

∫
ω
X∗〈dµ, α〉X ,

for all α ∈ C0(ω;X).

Let us denote the penalty parameter by κ and let us introduce the corresponding

penalised problem P(κ; Ω). We resort to a penalty scheme to prove the existence of

solutions of Problem P(Ω), since such a scheme is very advantageous in the context

of numerical approximations.

Problem P(κ; Ω). Find uκ = (ui,κ) : (0, T )→ V (Ω) such that

uκ ∈ L∞(0, T ;V (Ω)),

u̇κ ∈ L∞(0, T ;L2(Ω)),

üκ ∈ L∞(0, T ;V ∗(Ω)),
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that satisifes the variational inequalities

2ρ V ∗(Ω)

〈
üi,κ(t)ei, vje

j
〉
V (Ω)

+

∫
Ω

Aijklek‖l(uκ(t))ei‖j(v) dx

− 1

κ

∫
Ω

(
{[I + ui,κ(t)ei] · q}−

)
(vie

i · q) dx

=

∫
Ω

f i(t)vi dx,

for all v ∈ V (Ω), in the sense of distributions in (0, T ), and that satisfies the initial

conditions (2.1). �

We first prove, by Galerkin method, that Problem P(κ; Ω) admits a solution.

Theorem 3.3. For each κ > 0, Problem P(κ; Ω) admits a solution.

Proof. The proof is carried out via a Galerkin argument and is subdivided into

three steps.

(a) Construction of a Galerkin approximation. In order to construct such a

scheme, we rely on the fact that V (Ω) is an infinite dimensional separable Hilbert

space which is also dense in L2(Ω), in order to infer the existence of an orthogonal

basis (wk)∞k=1 of the space V (Ω), whose elements also constitute a Hilbert basis of

the space L2(Ω).

The existence of such a basis is assured by the spectral theorem (Theorem 6.2-

1 of [33]). For each positive integer m ≥ 1, we denote by Em the following m-

dimensional linear hull

Em := Span (wk)mk=1 ⊂ V (Ω) ⊂ L2(Ω).

Since each element of this Hilbert basis is independent of the variable t, we have

that wk ∈ L∞(0, T ;V (Ω)) for each integer 1 ≤ k ≤ m.

We now discretise Problem P(κ; Ω) and, in order to keep the notation simple,

we drop the dependence of the vector fields entering the variational equations on

the penalty parameter κ. Observe that the duality pair between Em and its dual

coincides with the inner product of L2(Ω) introduced beforehand.

Problem Pm(κ; Ω). Find functions ck : [0, T ]→ R, 1 ≤ k ≤ m, such that

um(t) :=

m∑
k=1

ck(t)wk, for a.a. t ∈ (0, T ),

and satisfying the following penalised variational equations a.e. in (0, T )
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2ρ

∫
Ω

ümi (t)wpi dx+

∫
Ω

Aijklek‖l(u
m(t))ei‖j(w

p) dx

− 1

κ

∫
Ω

(
{[I + umi (t)ei] · q}−

)
(wpi e

i · q) dx

=

∫
Ω

f i(t)wpi dx,

for each integer 1 ≤ p ≤ m.

Such a function um must satisfy, in addition, the following initial conditions

um(0) = um0 ,

u̇m(0) = um1 ,

um0 ∈ V (Ω) and um0 → u0 in V (Ω) as m→∞,
um1 ∈ L2(Ω) and um1 → u1 in L2(Ω) as m→∞,

(3.1)

where the initial data um0 and um1 are, respectively, the projections of u0 and u1

onto the finite dimensional space Em. �

We immediately observe that the projections of u0 = (ui,0) and u1 = (ui,1) onto

Em can be expanded as follows (cf., e.g., Theorem 4.9-1 of [34])

um0 =

m∑
k=1

(∫
Ω

ui,0w
k
i dx+

∫
Ω

∂jui,0∂jw
k
i dx

)
wk,

um1 =

m∑
k=1

(∫
Ω

ui,1w
k
i dx

)
wk.

Since the elements of the Hilbert basis do not depend on the time variable we

can take the coefficients ck as well as their derivatives outside the integral sign,

getting a m ×m nonlinear system of second order ordinary differential equations

with respect to the variable t. Such a system can be rewritten in the form

2ρC̈(t) =

(
−
∫

Ω

Aijklek‖l(w
r)ei‖j(w

p) dx

)m
p,r=1

C(t)

+
1

κ

(∫
Ω

(
{[I + (C(t) · (w1

i . . . w
m
i ))ei] · q}−

)
(wpi e

i · q) dx

)m
p=1

+

(∫
Ω

f i(t)wpi dx

)m
p=1

(3.2)

where C(t) := (c1(t) . . . cm(t)), and satisfies the following initial conditions

ck(0) =

∫
Ω

ui,0w
k
i dx+

∫
Ω

∂jui,0∂jw
k
i dx,

ċk(0) =

∫
Ω

ui,1w
k
i dx.
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Observe that the negative part operator is a Lipschitz continuous function, i.e.,

|b− − a−| ≤ |b− a|, for all a, b ∈ R. (3.3)

As a result, the right hand side of (3.2) is Lipschitz continuous in Rm uniformly

with respect to t, since it does not explicitly depend on t. By the Cauchy-Lipschitz

theorem (cf., e.g., Theorem 3.8-1 of [34]), we deduce that for each integer m ≥ 1

there exists a unique global solution um to Problem Pm(κ; Ω), defined a.e. over the

interval (0, T ), such that

um ∈ L∞(0, T ;Em),

u̇m ∈ L∞(0, T ;Em),

üm ∈ L∞(0, T ;Em).

(3.4)

(b) Energy estimates for the Galerkin scheme. Let us multiply the variational

equations in Problem Pm(κ; Ω) by ċk(t), with 0 < t < T , and sum with respect to

k varying in the discrete set {1, . . . ,m}. As a result, we obtain that the penalised

variational equations in Problem Pm(κ; Ω) take the form

ρ
d

dt

∫
Ω

u̇mi (t)u̇mi (t) dx

+
1

2

d

dt

∫
Ω

Aijklek‖l(u
m(t))ei‖j(u

m(t)) dx

+
1

2κ

d

dt

(∫
Ω

({
[I + umi (t)ei] · q

}−)2

dx

)
=

∫
Ω

f i(t)u̇mi (t) dx,

(3.5)

for a.a. t ∈ (0, T ).

Observe that the differentiation of the negative part is obtained as a result of

the same computational steps as in Stampacchia’s theorem (cf., e.g., [35]), together

with an application of Theorem 8.28 of [3]. The change in sign of the penalty term

is due to the properties of Heavyside function.

Carrying out an integration over the interval (0, t), where 0 < t ≤ T , changes

(3.5) into

ρ

∫
Ω

u̇mi (t)u̇mi (t) dx+
1

2

∫
Ω

Aijklek‖l(u
m(t))ei‖j(u

m(t)) dx

+
1

2κ

∫
Ω

({
[I + umi (t)ei] · q

}−)2

dx

= ρ

∫
Ω

umi,1u
m
i,1 dx+

1

2

∫
Ω

Aijklek‖l(u
m
0 )ei‖j(u

m
0 ) dx

+
1

2κ

∫
Ω

({
[I + umi (0)ei] · q

}−)2

dx

+

∫ t

0

∫
Ω

f i(τ)u̇mi (τ) dxdτ.

(3.6)
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By Cauchy-Schwarz inequality, there exists a constant C > 0 such that∫ t

0

∫
Ω

f i(τ)u̇mi (τ) dxdτ

≤

(∫ T

0

‖f(t)‖2L2(Ω) dt

)1/2(∫ t

0

‖u̇m(τ)‖2L2(Ω) dτ

)1/2

≤ 1

2

(∫ T

0

‖f(t)‖2L2(Ω) dt+

∫ t

0

‖u̇m(τ)‖2L2(Ω) dτ

)
.

(3.7)

By the uniform positive-definiteness of the elasticity tensor (Aijkl), Korn’s in-

equality (Theorem 1.1), (3.6), and (3.7), we obtain that there exists a real constant

C̃ > 0 independent of um (and so independent of t, m and κ) for which the following

estimate holds
1

C̃

{
‖u̇m(t)‖2L2(Ω) + ‖um(t)‖2V (Ω)

}
+

1

κC̃

∥∥∥{[I + umi (t)ei] · q
}−∥∥∥2

L2(Ω)

≤ ‖u1‖2L2(Ω) + ‖u0‖2V (Ω) + ‖f‖2L∞(0,T ;L2(Ω))

+
1

κ
‖
{

[I + umi (0)ei] · q
}− ‖2L2(Ω) dx

+

∫ t

0

{
‖u̇m(τ)‖2L2(Ω) + ‖um(τ)‖2V (Ω)

}
dτ

+
1

κ

∫ t

0

∥∥∥{[I + umi (τ)ei] · q
}−∥∥∥2

L2(Ω)
dτ.

(3.8)

An application of the Gronwall’s inequality (Theorem 2.1) with a ≡ C̃ > 0 and

b ≡ C̃
(
‖u1‖2L2(Ω) + ‖u0‖2V (Ω) + ‖f‖2L∞(0,T ;L2(Ω)) + κ−1‖

{
[I + umi (0)ei] · q

}− ‖2L2(Ω)

)
≥ 0

gives the following upper bound∫ t

0

{
‖u̇m(τ)‖2L2(Ω) + ‖um(τ)‖2V (Ω)

}
dτ

+
1

κ

∫ t

0

∥∥∥{[I + umi (τ)ei] · q
}−∥∥∥2

L2(Ω)
dτ

≤ C̃TeC̃T
{
‖u1‖2L2(Ω) + ‖u0‖2V (Ω) + ‖f‖2L∞(0,T ;L2(Ω))

+ κ−1
∥∥∥{[I + umi (0)ei] · q

}−∥∥∥2

L2(Ω)

}
,

(3.9)

for all t ∈ [0, T ]. Observe that such an upper bound admits an ulterior uniform

upper bound with respect to m, being u0 ∈ U(Ω).

Therefore, we obtain that

(um)∞m=1 is uniformly bounded with respect to m in L∞(0, T ;V (Ω)),

(u̇m)∞m=1 is uniformly bounded with respect to m in L∞(0, T ;L2(Ω)),
(3.10)
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and, moreover, by (3.9), there exists a positive uniform constant L such that

0 ≤
∥∥∥{[I + umi e

i] · q
}−∥∥∥2

L2(0,T ;L2(Ω))
≤ Lκ+

∥∥∥{[I + umi (0)ei] · q
}−∥∥∥2

L2(Ω)
. (3.11)

Since the following direct sum decomposition holds true

V (Ω) = Em ⊕ (Em)⊥,

we get that for any v ∈ V (Ω), with ‖v‖V (Ω) ≤ 1 and a.a. t ∈ (0, T ), the variational

equations in Problem Pm(κ; Ω) give

|V ∗(Ω)〈ümi (t)ei, vje
j〉V (Ω)| ≤ ‖f‖L∞(0,T ;L2(Ω)) + C‖um‖L∞(0,T ;V (Ω))

+
1

κ

∥∥∥{[I + umi e
i] · q

}−∥∥∥
L2(0,T ;L2(Ω))

,

and, by (3.10) and (3.11), we thus infer that there exists a constant Cκ > 0, inde-

pendent of m, such that

‖üm‖L∞(0,T ;V ∗(Ω)) ≤ Cκ. (3.12)

(c) Passage to the limit and retrieval of Problem P(κ; Ω). By (3.10), (3.11)

and (3.12) we can infer that there exist subsequences, still denoted (um)∞m=1,

(u̇m)∞m=1 and (üm)∞m=1 such that the following convergences take place

um
∗
⇀ uκ, in L∞(0, T ;V (Ω)) as m→∞,

u̇m
∗
⇀ u̇κ, in L∞(0, T ;L2(Ω)) as m→∞,

üm
∗
⇀ üκ, in L∞(0, T ;V ∗(Ω)) as m→∞,

κ−1
{

[I + umi e
i] · q

}−
⇀ χκ, in L2(0, T ;L2(Ω)) as m→∞.

(3.13)

By the Sobolev embedding theorem (Theorem 10.1.20 of [29]), we obtain

um ⇀ uκ, in C0([0, T ];L2(Ω)) as m→∞,
u̇m ⇀ u̇κ, in C0([0, T ];V ∗(Ω)) as m→∞,

(3.14)

An application of Theorem 8.28 of [3] to the fourth convergence of the pro-

cess (3.13) gives

κ−1
{

[I + umi e
i] · q

}−
⇀ χκ, in L2((0, T )× Ω) as m→∞. (3.15)

By (3.3), the first convergence of (3.14) and the weak convergence (3.15), Theo-

rem 8.28 of [3] and Theorem 8.62 of [3], we are in a position to apply Theorem 9.13-2

of [34] (where the involved monotone operator is nothing but the negative part op-

erator) and, so, to obtain

χκ = κ−1
{

[I + ui,κe
i] · q

}− ∈ L2((0, T )× Ω). (3.16)

We now verify that uκ is a solution to the penalised variational equations in

Problem (P(κ; Ω)). Let ψ ∈ D(0, T ) and let µ ≥ 1 be any integer. For each m ≥ µ,
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we have

2ρ

∫ T

0

∫
Ω

ümi (t)vi dxψ(t) dt

+

∫ T

0

∫
Ω

Aijklek‖l(u
m(t))ei‖j(v) dxψ(t) dt

− 1

κ

∫ T

0

∫
Ω

({
[I + umi (t)ei] · q

}−)
(vie

i · q) dxψ(t) dt

=

∫ T

0

∫
Ω

f i(t)vi dxψ(t) dt,

(3.17)

for all v ∈ Eµ.

Keeping in mind (3.3), the convergence process (3.13), (3.16), the arbitrariness

of ψ ∈ D(0, T ), as well as the fact that⋃
µ≥1

Eµ
‖·‖V (Ω)

= V (Ω),

a passage to the limit as m → ∞ in (3.17) shows that uκ is a solution to the

penalised variational equations in Problem P(κ; Ω).

The last thing that we have to check is the validity of the initial conditions for

uκ. Let us introduce the operator L0 : C0([0, T ];L2(Ω))→ L2(Ω) defined in a way

such that L0(v) := v(0). Such an operator L0 turns out to be linear and continuous

and, therefore, by the first convergence of (3.14), we get that

um0 ⇀ uκ(0), in L2(Ω).

Since um0 → u0 in V (Ω), we deduce that uκ(0) = u0.

Similarly, let us introduce the operator L1 : C0([0, T ];V ∗(Ω))→ V ∗(Ω) defined

in a way such that L1(v) := v(0). Such an operator L1 turns out to be linear and

continuous and, therefore, by the second convergence of (3.14), we get that

um1 ⇀ u̇κ(0), in V ∗(Ω).

Since um1 → u1 in L2(Ω), we deduce that u̇κ(0) = u1.

We have thus shown that uκ is a solution of Problem P(κ; Ω). This completes

the proof.

We are now in a position to prove the existence of solutions of Problem P(Ω).

Theorem 3.4. For each κ > 0, let uκ denote a solution to Problem P(Ω).

Assume also that the following “uniformity property” holds: The number

t̄0 := inf
κ>0

inf
ϕ∈D(Ω)
ϕ≥0
ϕ6≡0

t0,κ(ϕ)

is > 0.

Then, Problem P(Ω) admits a solution.
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Proof. By the energy estimate (3.8) in Theorem 3.3, it can be easily observed that

there exists a positive constant c = c(u0,u1,f) such that

1

C̃

{
‖u̇κ‖2L∞(0,T ;L2(Ω)) + ‖uκ‖2L∞(0,T ;V (Ω))

}
≤ c.

As a result, the sequences (uκ)κ>0 and (u̇κ)κ>0 are uniformly bounded in

L∞(0, T ;V (Ω)) and L∞(0, T ;L2(Ω)), respectively.

Let us consider, for a.a. 0 < t < T , the partial differential equation associated

with Problem P(κ; Ω)

2ρüκ(t) +Auκ(t)− 1

κ
Nuκ(t) = f(t), in V ∗(Ω), (3.18)

where the operator A : V (Ω)→ V ∗(Ω) defined by

V ∗(Ω)〈Au,v〉V (Ω) :=

∫
Ω

Aijklek‖l(u)ei‖j(v) dx, for all u,v ∈ V (Ω),

is linear and continuous.

Similarly, we define the nonlinear operator N : V (Ω)→ V ∗(Ω) as

V ∗(Ω)〈Nu,v〉V (Ω) :=

∫
Ω

({
[I + uie

i] · q
}−) (

vie
i · q

)
dx, for all u,v ∈ V (Ω).

Let us prove the uniform boundedness of the sequence (Nuκ)κ>0 by observing

that

1

κ

∫ T

0

 sup
v∈V (Ω)
‖v‖V (Ω)≤1

∣∣∣V ∗(Ω) 〈Nuκ(t),v〉V (Ω)

∣∣∣
 dt

≤ ‖f‖L∞(0,T ;L2(Ω)) + ‖uκ‖L∞(0,T ;V (Ω))

+ sup
v∈V (Ω)
‖v‖V (Ω)≤1

∣∣
V ∗(Ω)〈u̇κ(T )− u̇κ(0),v〉V (Ω)

∣∣ ,
where the last term in the right hand side derives from an application of Corol-

lary 10.1.26 of [29]. We make use of this strategy to gain insight into a uniform

bound for the nonlinear term, since nothing is known about the boundedness of the

sequence (üκ)κ>0 yet.

Observe that, by Theorem 3.2, the following chain of embeddings holds

L∞(0, T ;V (Ω)) ↪→ L∞(0, T ;L2(Ω)) ↪→ L∞(0, T ;V ∗(Ω)) ↪→ L1(0, T ;V ∗(Ω))

↪→ (L∞(0, T ;V ∗(Ω)))
∗
↪→
(
C0([0, T ];L2(Ω))

)∗ ∼=M([0, T ];L2(Ω)).

An application of (3.13) and (3.14) thus gives that the sequence (Nuκ)κ>0 is

bounded in L1(0, T ;V (Ω)). Therefore, a fortiori, we have

(üκ)κ>0 is bounded in
(
C0([0, T ];L2(Ω))

)∗
.
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Hence, up to passing to a subsequence, we get that the following convergence

process takes place

uκ
∗
⇀ u, in L∞(0, T ;V (Ω)) as κ→ 0,

u̇κ
∗
⇀ u̇, in L∞(0, T ;L2(Ω)) as κ→ 0,

üκ
∗
⇀ ũ, in (C0([0, T ];L2(Ω)))∗ as κ→ 0.

(3.19)

We immediately deduce, by Theorem 3.2, that there exists a unique

vector-valued measure µ ∈M([0, T ];L2(Ω)) such that

〈〈ũ(t),σ(t)〉〉L2(Ω) =

∫ T

0

∫
Ω

dµi(t)σi(t) dx dt,

for all σ ∈ C0([0, T ];L2(Ω)). Clearly, the vector-valued measure µ is regular (cf.,

e.g., [31]).

By Theorem 3.1, the following convergence holds, up to passing to a subsequence

uκ → u, in C0([0, T ];L2(Ω)). (3.20)

Besides, by (3.11) we have

0 ≤
∥∥∥{[I + ui,κe

i] · q
}−∥∥∥

L2(0,T ;L2(Ω))
≤
√
Lκ. (3.21)

Consequently, by (3.3), (3.20) and (3.21), we get{
[I + ui(t)e

i] · q
}−

= 0, a.e. in Ω, for a.a. t ∈ (0, T ), (3.22)

i.e., u(t) ∈ U(Ω), for a.a. t ∈ (0, T ).

Given any v ∈ D(0, T ;V (Ω)) such that v(t) ∈ U(Ω) for a.a. t ∈ (0, T ), we use

(v−uκ) as a test function in the variational equations of Problem P(κ; Ω), getting

2ρ
〈〈
üi,κ(t)ei, (vj(t)− uj,κ(t))ej

〉〉
L2(Ω)

+

∫ T

0

∫
Ω

Aijklek‖l(uκ(t))ei‖j(v(t)− uκ(t)) dxdt

− 1

κ

∫ T

0

∫
Ω

(
{[I + ui,κ(t)ei] · q}−

)
((vi(t)− ui,κ(t))ei · q) dxdt

=

∫ T

0

∫
Ω

f i(t)(vi(t)− ui,κ(t)) dxdt.

(3.23)

Besides, we observe that the third integral term of (3.23) is such that

1

κ

∫ T

0

∫
Ω

{
[I + ui,κ(t)ei] · q

}−
((vi(t)− ui,κ(t))ei · q) dxdt ≥ 0, (3.24)

for all κ > 0, since v(t) ∈ U(Ω) for a.a. t ∈ (0, T ).

By virtue of the continuity of the mappings ẽi‖j and the convergence pro-

cess (3.19) we get that, for all v ∈ L2(0, T ;V (Ω)), the mapping

u ∈ L2(0, T ;V (Ω))→
∫ T

0

∫
Ω

Aijklẽi‖j(u)(t)ek‖l(v) dxdt
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is linear and continuous. An application of the convergence process (3.19) thus gives∫ T

0

∫
Ω

Aijklẽi‖j(uκ)(t)ek‖l(v) dxdt→
∫ T

0

∫
Ω

Aijklẽi‖j(u)(t)ek‖l(v) dx dt, (3.25)

as κ→ 0.

By the convergence process (3.19), and (3.20) we infer the following convergence〈〈
üi,κ(t)ei, (vj(t)− uj,κ(t))ej

〉〉
→
〈〈
ũi(t)e

i, (vj(t)− uj(t))ej
〉〉
, (3.26)

as κ→ 0.

By the convergence process (3.19), and the continuity of the bilinear form

(u,v) ∈ L2(0, T ;V (Ω))× L2(0, T ;V (Ω))→
∫ T

0

∫
Ω

Aijklẽi‖j(u)(t)ẽk‖l(v)(t) dxdt,

we obtain, in particular, that∫ T

0

∫
Ω

Aijklẽi‖j(u)(t)ẽk‖l(u)(t) dx dt

≤ lim inf
κ→0

∫ T

0

∫
Ω

Aijklẽi‖j(uκ)(t)ẽk‖l(uκ)(t) dx dt.

(3.27)

Combining (3.24), (3.25), (3.26), and (3.27), we immediately deduce that the

limit u is a solution to the variational inequalities in Problem (P(Ω)).

We can observe that, by the convergence process (3.19), the vector-valued mea-

sure µ ∈ M([0, T ];L2(Ω)) can be interpreted as the acceleration of the limit dis-

placement u. Indeed, by the classical definition of weak derivative, we have that∫ T

0

u̇κ(t)ϕ′(t) dt = −
∫ T

0

üκ(t)ϕ(t) dt, for all ϕ ∈ D(0, T ).

By the properties of Lebesgue-Bochner integrals we have that, for all v ∈ L2(Ω)

and all ϕ ∈ D(0, T ), it results∫
Ω

∫ T

0

u̇i,κ(t)(ϕ′(t)vi) dtdx = −
∫

Ω

∫ T

0

üi,κ(t)(ϕ(t)vi) dtdx,

so that, letting κ→ 0 (see Comment 3 of Chapter 4 of [36]) gives∫
Ω

(∫ T

0

u̇i(t)ϕ
′(t) dt

)
vi dx =

∫ T

0

(∫
Ω

u̇i(t)vi dx

)
ϕ′(t) dt

=− 〈〈ũ(t), ϕ(t)v〉〉L2(Ω) = −
∫ T

0

∫
Ω

dµi(t)(viϕ(t)) dt,

where the first equality holds by Fubini’s theorem, the second equality holds by

Theorem 3.2, the third convergence of the process (3.19) and the definition of weak

derivative, and, finally, the last equality holds true by Theorem 3.2.

To sum up, we have obtained that∫ T

0

∫
Ω

u̇i(t)vi dxϕ′(t) dt = −
∫ T

0

∫
Ω

dµi(t)viϕ(t) dt,
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for all ϕ ∈ D(0, T ) and all v ∈ L2(Ω).

We can thus regard the vector-valued measure µ as the second weak derivative

with respect to t ∈ (0, T ) of the limit displacement u obtained via the process (3.19).

This justifies the following change in the notation

µ = ü,

and the symbol ü is now an element of M([0, T ];L2(Ω)).

In conclusion, we have shown that u is in the set U(Ω) and that satisfies the

variational inequalities in Problem P(Ω), namely,

2ρ 〈〈dü(t),v(t)− u(t)〉〉L2(Ω)

+

∫ T

0

∫
Ω

Aijklek‖l(u(t))ei‖j(v(t)− u(t)) dxdt

≥
∫ T

0

∫
Ω

f i(t)(vi(t)− ui(t)) dxdt,

for all v ∈ D(0, T ;V (Ω)) such that v(t) ∈ U(Ω) for a.a. t ∈ (0, T ).

The last thing to check is the validity of the initial conditions for u. Let us

introduce the operator L0 : C0([0, T ];L2(Ω)) → L2(Ω) defined in a way such that

L0(v) := v(0). Such an operator turns out to be linear and continuous and, by the

convergence (3.20), we get that

uκ(0)→ u(0) = u0, in L2(Ω).

For what concerns the initial condition for the first derivative of u with respect

to t, we present a new argument, different from the ones used in [19], [20], and [21].

For sake of clarity, we present all the computations in detail. Observe that the

assumption u0 ∈ U(Ω) gives∫
Ω

([I + ui,0e
i] · q)ϕdx > 0,

for all ϕ ∈ D(Ω) such that ϕ ≥ 0 a.e. in Ω, with ϕ 6≡ 0. By virtue of (3.20) and

the fact that uκ(0) = u0, for any given ϕ ∈ D(Ω) such that ϕ ≥ 0 a.e. in Ω, with

ϕ 6≡ 0, we deduce the existence of a positive number t0,κ(ϕ) such that∫
Ω

([I + ui,κ(t)ei] · q)ϕdx > 0,

for all 0 ≤ t ≤ t0,κ(ϕ).

Recall that, by assumption, the following “uniformity property” holds: The num-

ber

t̄0 := inf
κ>0

inf
ϕ∈D(Ω)
ϕ≥0
ϕ6≡0

t0,κ(ϕ)

is > 0.
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Let t0,κ := infϕ∈D(Ω)
ϕ≥0
ϕ6≡0

t0,κ(ϕ) and observe that, by virtue of the “uniformity

property”, we have∫
Ω

([I + ui,κ(t)ei] · q)ϕdx > 0, for all nonzero nonnegative ϕ ∈ D(Ω),

for all 0 ≤ t ≤ t0,κ.

By the “uniformity property”, we obtain

[I + ui,κ(t)ei] · q > 0 a.e. in Ω,

for all 0 ≤ t ≤ t̄0, and for all κ > 0.

As a result, for a.a. 0 < t < t̄0, the equation (3.18) takes the simpler form

2ρüκ(t) +Auκ(t) = f(t), in V ∗(Ω), (3.28)

since we have Nuκ(t) = 0 in V ∗(Ω), for a.a. 0 < t < t0, for all κ > 0.

Since f = (f i) ∈ L∞(0, T ;L2(Ω)), we deduce that (üκ)κ>0 is bounded in

L∞(0, t̄0;V ∗(Ω)) and, up to extracting a subsequence, we get that the following

convergence takes place as κ→ 0

üκ ⇀ ü, in L2(0, t̄0;V ∗(Ω)). (3.29)

Hence, by the convergence process (3.29) and the Sobolev embedding theorem

(Theorem 10.1.20 of [29]), the following convergence holds

u̇κ ⇀ u̇, in C0([0, t̄0];V ∗(Ω)). (3.30)

Let us thus introduce the operator

L̄1 : C0([0, t̄0];V ∗(Ω))→ V ∗(Ω)

defined in a way such that L̄1(v) := v(0), for all v ∈ C0([0, t̄0];V ∗(Ω)). Such

an operator L̄1 is linear and continuous and, by the convergence (3.30) and the

reflexivity of the space V ∗(Ω), we are in a position to recover the initial condition

u̇(0) = u1.

In conclusion, we have shown that u is a solution of Problem P(Ω) and the

proof is thus complete.

4. About the uniqueness of the solution

To conclude the investigation, we observe that the following phenomenon that oc-

curs in the early stage. We can show that, by virtue of the condition I · q > 0 in Ω,

the equation

2ρü(t) +Au(t) = f(t), in V ∗(Ω), (4.1)

admits a unique solution, for a.a. 0 < t < t̄0. In this direction, we follow [37]

(Theorem 4, Section 7.2).
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To see this, let us show that the only solution to the initial value problem

2ρü(t) +Au(t) = 0, in V ∗(Ω), for a.a. 0 < t < t̄0,

u(0) = 0,

u̇(0) = 0,

(4.2)

is u ≡ 0. To this aim, for any fixed 0 ≤ s ≤ t̄0, let us define the function

v(t) :=

{∫ s
t
u(τ) dτ , 0 ≤ t ≤ s,

0 , s < t ≤ t̄0,

a.e. in Ω, with v ∈ C0([0, t̄0];V (Ω)). Since u̇(0) = 0 = v(s), an application of the

integration by parts formula (Corollary 10.1.26 of [29]) gives∫ s

0

{
−2ρ V ∗(Ω)〈u̇i(t)ei, v̇j(t)ej〉V (Ω) +

∫
Ω

Aijklek‖l(u(t))ei‖j(v(t)) dx

}
dt = 0.

Since v̇(t) = −u(t), for all 0 ≤ t ≤ s, the latter formula becomes∫ s

0

{
2ρ V ∗(Ω)〈u̇i(t)ei, uj(t)ej〉V (Ω) +

∫
Ω

Aijklek‖l(v̇(t))ei‖j(v(t)) dx

}
dt = 0.

Again, by integration by parts formula (Corollary 10.1.26 of [29]), we get∫ s

0

d

dt

(
ρ‖u(t)‖2L2(Ω) −

1

2

∫
Ω

Aijklek‖l(v(t))ei‖j(v(t)) dx

)
dt

= ρ‖u(s)‖2L2(Ω) +
1

2

∫
Ω

Aijklek‖l(v(0))ei‖j(v(0)) dx = 0.

We thus infer, ‖u(s)‖L2(Ω) = 0, for all 0 ≤ s ≤ t̄0. By the arbitrariness of s, we

conclude that the solution u is uniquely defined in the interval [0, t̄0].

In conclusion, all the solutions to Problem P(Ω) coincide in the interval [0, t̄0].

5. A sufficient condition to the “uniformity property”: The case of

“dormant” forces

Let us recall the uniformity property that we used to prove Theorem 3.4: The

number

t̄0 := inf
κ>0

inf
ϕ∈D(Ω)
ϕ≥0
ϕ6≡0

t0,κ(ϕ)

is > 0.

In this section we identify a simple sufficient condition that insures the validity of

such a property. In what follows, apart from the already assumed condition u0 = 0,

we also assume u1 = 0. An applied body force is said to be “dormant” if there

exists a number 0 < τ0 < T such that

f i(t) = 0 ∈ L2(Ω),
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for a.a. 0 < t < τ0. As a result, if the applied body force f = (f i) under consid-

eration is “dormant”, then, any number between 0 and τ0 verifies the “uniformity

property”.
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[9] I Hlaváček and J Nečas. On inequalities of Korn’s type. II. Applications to linear
elasticity. Arch. Rational Mech. Anal., 36:312–334, 1970.

[10] G Duvaut and J L Lions. Inequalities in Mechanics and Physics. Springer, Berlin,
1976.
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shells. ZAMM Z. Angew. Math. Mech., 93:733–744, 2013.
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a thermoelastic von Kármán plate. Nonlinear Anal. Real World Appl., 32:111–135,
2016.

[22] L Xiao. Asymptotic analysis of dynamic problems for linearly elastic shells–
justification of equations for dynamic flexural shells. Chinese Ann. Math. Ser. B,
22(3):13–22, 2001.

[23] L Xiao. Asymptotic analysis of dynamic problems for linearly elastic shells–
justification of equations for dynamic membrane shells. Asymptot. Anal., 17(2):121–
134, 1998.

[24] L Xiao. Asymptotic analysis of dynamic problems for linearly elastic shells–
justification of equations for dynamic Koiter shells. Chinese Ann. Math. Ser. B,
22(3):267–274, 2001.
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