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Abstract

Missing Not At Random (MNAR) values lead to significant biases in the data, since the probability of missingness depends on the unobserved values. They are “not ignorable” in the sense that they often require defining a model for the missing data mechanism, which makes inference or imputation tasks more complex. Furthermore, this implies a strong \textit{a priori} on the parametric form of the distribution. However, some works have obtained guarantees on the estimation of parameters in the presence of MNAR data, without specifying the distribution of missing data \cite{17, 24}. This is very useful in practice, but is limited to simple cases such as self-masked MNAR values in data generated according to linear regression models. We continue this line of research, but extend it to a more general MNAR mechanism, in a more general model of the probabilistic principal component analysis (PPCA), \textit{i.e.}, a low-rank model with random effects. We prove identifiability of the PPCA parameters. We then propose an estimation of the loading coefficients and a data imputation method. They are based on estimators of means, variances and covariances of missing variables, for which consistency is discussed. These estimators have the great advantage of being calculated using only the observed data, leveraging the underlying low-rank structure of the data. We illustrate the relevance of the method with numerical experiments on synthetic data and also on real data collected from a medical register.

1 Introduction

The problem of missing data is ubiquitous in the practice of data analysis. Theoretical guarantees of estimation strategies or imputation methods rely on assumptions regarding the missing-data mechanism, \textit{i.e.} the cause of the lack of data. Rubin \cite{21} introduced three missing-data mechanisms. The data are said (i) Missing Completely At Random (MCAR) if the probability of being missing is the same for all observations, (ii) Missing At Random (MAR) if the probability of being missing only depends on observed values, (iii) Missing Not At Random (MNAR) if the unavailability of the data depends on both observed and unobserved data such as its value itself. We focus on this later case, which is frequent in practice, and theoretically challenging. A classic example of MNAR data is surveys about salary for which rich people would be less willing to disclose their income.

When the data is MCAR or MAR, statistical inference is carried out by ignoring the missing data mechanism \cite{9}. In the MNAR case, the observed variables are no longer representative of the population, which leads to selection bias in the sample, and therefore to bias in the parameters estimation. Therefore, it is usually necessary to take into account the missing data distribution. Most of the time, the missing-data mechanism distribution is specified by logistic regression models \cite{2, 18, 23}. This comes at the price of an important computational burden to perform inference and is often restricted to a limited number of MNAR variables. In the recommender system community, there are some works \cite{11, 11, 10, 27} proposing a joint modelling of the data and mechanism distributions.
using matrix factorization by debiasing existing methods for MCAR data, for instance with inverse probability weighting approaches.

In addition, a key issue of MNAR data is to establish identifiability, which is not always guaranteed [14]. There is a huge literature on this, both in the non-parametric [16] [15] [4] [22] [19], and semi-parametric settings [20] [13]. For parametric models, in the case of multivariate regression, Tang et al. [24] and Miao et al. [14] guarantee the identifiability of the coefficients of the conditional distribution of \( Y | X \), whereas \( Y \) is missing. Tang et al. [24] estimate them by calculating those of the distributions of \( X \) and \( X | Y \) in the full case (using only observations with no missing values). Besides, assuming a self-masked mechanism, i.e., the lack depends only on the missing variable itself, Mohan et al. [17] consider a related approach based on graphical models, adopting a causal point of view. Despite the great advantage of not modeling the distribution of missing values, the hypothesis of a self-masked MNAR mechanism can be strong in certain contexts as well as that of considering simple models.

**Contributions.** We consider that data are generated under the latent variable model, probabilistic principal components analysis (PPCA) [25] and contain missing values. Providing linear embedding, used in practice both for data visualization and as a powerful imputation tool [3] [5]. Contrary to available works that handle only MAR data [3], we perform PPCA with MNAR values (on several variables) and with the possibility of having different mechanisms in the same data (MNAR and MAR).

- We discuss identifiability of the PPCA model parameters, and prove it considering self-masked MNAR encompassing a large set of self-masked mechanism distributions.
- For more general MNAR mechanism, we suggest a strategy to estimate the PPCA loading matrix without any modeling of the missing-data mechanism and use it to impute missing values in this non-ignorable missing data setting.
- The proposed method is based on estimators for the mean, the variance and the covariance of the variables with MNAR values. We show that they can be consistently estimated, only using the complete-case analysis. Two strategies can lead to the proposed estimators: (i) the first one is made of algebraic arguments based on partial linear models derived from the PPCA model; (ii) the second one is inspired by [17] and uses graphical models tools and the so-called missingness graph.
- We derive an algorithm implementing our proposal. We show that it outperforms the state-of-the-art methods on synthetic data and on a real data set collected from a medical registry (Traumabase®). The code to reproduce all the simulations and numerical experiments is available on [https://github.com/AudeSportisse/PPCA_MNAR](https://github.com/AudeSportisse/PPCA_MNAR).

## 2 PPCA model with informative missing values: identifiability issues

**Setting.** The data matrix \( Y \in \mathbb{R}^{n \times p} \) is assumed to be generated under a fully-connected PPCA model [25] (a.k.a. low-rank random effects model), i.e., by the factorization of the loading matrix \( B \in \mathbb{R}^{r \times p} \) and \( r \) latent variables grouped in the matrix \( W \in \mathbb{R}^{n \times r} \),

\[
Y = \mathbf{1} \alpha + W B + \epsilon, \quad \text{with} \quad \epsilon = (\epsilon_1 \ldots \epsilon_n)^T, \quad \text{with} \quad \epsilon_i \sim \mathcal{N}(0, \sigma^2 \mathbf{I}_{p \times p}) \in \mathbb{R}^p,
\]

for \( \sigma^2 \) and \( r \) known. In the sequel, \( Y_{ij} \) and \( Y_i \) respectively denote the column \( j \) and the row \( i \) of \( Y \). The rows of \( Y \) are identically distributed, \( \forall i \in \{1, \ldots, n\}, \quad Y_i \sim \mathcal{N}(\alpha, B^T B + \sigma^2 \mathbf{I}_{p \times p}) \).

Some variables \( Y_{m1}, \ldots, Y_{md} \), indexed by \( \mathcal{M} := \{m_1, \ldots, m_d\} \subset \{1, \ldots, p\} \) (with \( d < p \)), are supposed to have MNAR values. The other variables are considered to be observed (or M(C)AR see Appendix B.5). We let \( \Omega \in \{0, 1\}^{n \times p} \) denote the missing-data pattern (or mask) as

\[
\forall i \in \{1, \ldots, n\}, \forall j \in \{1, \ldots, p\}, \quad \Omega_{ij} = \begin{cases} 0 & \text{if } Y_{ij} \text{ is missing,} \\ 1 & \text{otherwise.} \end{cases}
\]

In the sequel, let us denote the complementary of a set \( \mathcal{A} \) as \( \bar{\mathcal{A}} := \{1, \ldots, p\} \setminus \mathcal{A} \). The MNAR mechanism we consider is defined as follows, with \( \mathcal{J} \subset \mathcal{M} \) and \( |\mathcal{J}| = r \).

\[
\forall m \in \mathcal{M}, \forall i \in \{1, \ldots, n\}, \quad \mathbb{P}(\Omega_{im} = 1 | Y_i) = \mathbb{P}(\Omega_{im} = 1 | (Y_{jk})_{k \in \mathcal{J}}),
\]

2
which implies that the distribution of the mechanism may depend on all variables (missing or observed) except \( r \) of them, that we will call pivot variables. Note that (3) implies that \( d < p - r \).

**Model identifiability** Under a self-masked MNAR mechanism, one can prove the identifiability of the PPCA model, i.e. the joint distribution of \( Y \) can be uniquely determined from available information.

**Proposition 1.** Consider that \( d \) variables are self-masked MNAR indexed by \( M \) and \( p - d \) variables are MCAR (or observed), indexed by \( \bar{M} \), as follows

\[
\forall m \in M, \forall i \in \{1, \ldots, n\}, \quad \mathbb{P}(\Omega_{im} = 1 | Y_i) = \mathbb{P}(\Omega_{im} = 1 | Y_{im}) = F_m(\phi^0_m + \phi^1_m Y_{im}), \tag{4}
\]

\[
\forall j \in \bar{M}, \forall i \in \{1, \ldots, n\}, \quad \mathbb{P}(\Omega_{ij} = 1 | Y_i) = \mathbb{P}(\Omega_{ij} = 1) = F_j(\phi_j), \tag{5}
\]

with \( \phi_j \in \mathbb{R} \) and \( \phi_m = (\phi^0_m, \phi^1_m) \in \mathbb{R}^2 \) the mechanism parameters. \( F_j \) and \( F_m \) are assumed to be strictly monotone functions with a finite support. Assume also that

\[
\forall (k, \ell) \in \{1, \ldots, p\}^2, \quad k \neq \ell, \quad \Omega_k \perp \Omega_\ell | Y. \tag{6}
\]

The parameters \((\alpha, \Sigma)\) of the PPCA model (1) and the mechanism parameters \( \phi = (\phi_i)_{i \in \{1, \ldots, p\}} \), despite self-masked MNAR values as in (4) and MCAR values as in (5), are identifiable. Assuming that the noise level \( \sigma^2 \) is known, the parameter \( B \) is identifiable up to a row permutation.

The proof is given in Appendix A. What is striking here is that mild assumptions are added about the mechanism definition. Indeed, no standard function for \( F \) with \( \phi \in \mathbb{R}^m \) is identifiable, whereas [14] presented many counterexamples when identification fails considering this distribution.

## 3 Estimators with theoretical guarantees

In this section, we provide estimators of the means, variances and covariances for the MNAR variables, when data are generated as described in Section 2. These estimators can be used to perform PPCA with informative missing values, providing an estimator of the loading matrix \( B \) in (1). This latter can be in turn used to predict missing values. This new imputation method for MNAR variables in a low-rank context is detailed in Algorithm 1.

For the rest of this section, denoting \( \mathcal{J} - j := \mathcal{J} \setminus \{j\} \), assume the following

\begin{itemize}
  \item[A1.] \( \forall m \in M, \forall j \in \mathcal{J}, \quad (B_{m}, (B_{j'})_{j' \in \mathcal{J} - j}) \) is invertible,
  \item[A2.] \( \forall m \in M, \forall j \in \mathcal{J}, \quad Y_j \perp \Omega_m | (Y_{k})_{k \in \mathcal{J} - j} \).
\end{itemize}

Note that Assumption [A1] implies that \( B \) has a full rank \( r \) and that any variable is generated by all the latent variables. Assumption [A2] follows from the missing-data mechanism in (5).

For the sake of clarity, we start by illustrating these assumptions presenting the methodology in small dimension, before showing results in the general case.

### 3.1 Toy example: estimation of the mean of a MNAR variable

Consider the toy example where \( p = 3, r = 2 \), in which only one variable can be missing, and fix \( \mathcal{M} = \{1\} \) and \( \mathcal{J} = \{2, 3\} \). Note that the MNAR mechanism is self-masked in such a context, because Equation (5) leads to \( \mathbb{P}(\Omega_{1} = 0 | Y_1, Y_2, Y_3) = \mathbb{P}(\Omega_{1} = 0 | Y_1) \) but the method can be extended to other cases. A first goal is to estimate the mean of \( Y_1 \), without specifying the distribution of the missing-data mechanism and using only the observed data.

**Using algebraic arguments** We proceed in three steps: (i) [A1] allows to obtain linear link between the pivot variables \((Y_2, Y_3)\) and the MNAR variable \( Y_1 \). In particular, one has

\[
Y_2 = B_{2 \to 1,3[0]} + B_{2 \to 1,3[1]} Y_1 + B_{2 \to 1,3[3]} Y_3 + \zeta, \tag{7}
\]

with \( B_{2 \to 1,3[0]}, B_{2 \to 1,3[1]} \) and \( B_{2 \to 1,3[3]} \) the intercept and coefficients standing for the effects of \( Y_2 \) on \( Y_1 \) and \( Y_3 \), and with \( \zeta \) a noise term; (ii) [A2] i.e. \( Y_2 \perp \Omega_1 | Y_1, Y_3 \), is required to obtain
identifiable and consistent parameters of the distribution of $Y_2$ given $Y_1, Y_3$ in the complete-case when $\Omega_1 = 1$, denoted as $B_{2\rightarrow 1,3[0]}^c, B_{2\rightarrow 1,3[1]}^c$ and $B_{2\rightarrow 1,3[3]}^c$:

$$(Y_2)_{\Omega_1 = 1} = B_{2\rightarrow 1,3[0]}^c + B_{2\rightarrow 1,3[1]}^c Y_1 + B_{2\rightarrow 1,3[3]}^c Y_3 + \zeta,$$  

(note that the regression of $Y_1$ on $(Y_2, Y_3)$ is prohibited, as $A2$ does not hold); (iii) using again $A2$,

$$E[Y_2|Y_1, Y_3, \Omega_1 = 1] = E\left[B_{2\rightarrow 1,3[0]}^c + B_{2\rightarrow 1,3[1]}^c Y_1 + B_{2\rightarrow 1,3[3]}^c Y_3 | Y_1, Y_3\right],$$

and taking the expectation leads to

$$E[Y_2] = B_{2\rightarrow 1,3[0]}^c + B_{2\rightarrow 1,3[1]}^c E[Y_1] + B_{2\rightarrow 1,3[3]}^c E[Y_3].$$

The latter expression can be reshuffled so that the expectation of $Y_1$ can be estimated: the means of $Y_2$ and $Y_3$ are estimated by standard empirical estimators (it will be Assumption $A4$ in the sequel).

**Using graphical arguments** The PPCA model can be represented as structural causal graphs [20], as illustrated in Figure 1. Starting from the top left graph (in which each variable is generated by a combination of all latent variables, see $A1$), one gets the top right one, as $Y_1 \leftarrow W_1 \rightarrow Y_2$ is equivalent (see [20] page 52) to $Y_1 \leftrightarrow Y_2$. Then, six reduced graphical models can be derived from the top right graph (two instances are represented in the bottom). Indeed, a bidirected edge $Y_1 \leftrightarrow Y_2$ can be interchanged (see [20] rule 1, page 147) with an oriented edge $Y_1 \rightarrow Y_2$, if each neighbor of $Y_2$ (i.e. $Y_1$ or $Y_3$) is inseparable of $Y_1$ (see [20] page 17). The bottom left graph can also be represented by Equation (3), which gives a connection between the algebraic and graphical approaches.

### 3.2 Estimation of the mean, variance and covariances of the MNAR variables

Estimators of the mean, variance and covariances of the variables with MNAR values can be computed one by one. That is why in the following, we detail the results only for a single variable, but we still consider the case where several variables have MNAR values. It can easily be extended to the case where other variables can have MCAR and MAR values, as explained in Appendix B.5.

We adopt an algebraic strategy to derive estimators (see Appendix B for proofs) but graphical arguments can be used to obtain similar results (see Appendix B). The starting point is to exploit the linear links between variables, as described in the next lemma.

**Lemma 2.** Under the PPCA model (1) and Assumption $A1$, choose $j \in J$. One has

$$Y_j = B_{j\rightarrow m[J,j]} Y_{j'} + \sum_{j'\in J-j} B_{j\rightarrow m[J,j']} Y_{j'} + B_{j\rightarrow m[j]} Y_{m} + \zeta,$$  

where $\zeta = -\sum_{j'\in J-j} B_{j\rightarrow m[J,j']} e_{j'} - B_{j\rightarrow m[J,m]} e_m + \epsilon_j$, is a noise term.

$B_{j\rightarrow m[J,j]}$, $B_{j\rightarrow m[J,j']}$, and $B_{j\rightarrow m[J,m]}$ are given in Appendix B.5 and depend on the coefficients of $B$ given in (1).

We then define the regression coefficients of $Y_j$ on $Y_{m}$ and $Y_{k}$, for $k \in J-j$ in the complete case, that will be used to express the mean of a variable with MNAR values.

**Definition 3** (Coefficients in the complete case). For $j \in J$ and $k \in J-j$, let $B_{j\rightarrow m[J,j]}$, $B_{j\rightarrow m[J,j']}$, and $B_{j\rightarrow m[J,m]}$ be respectively the intercept and the coefficients standing for the effects of $Y_j$ on $(Y_{m}, Y_{j'})_{j'\in J-j}$ in the complete case, i.e. when $\Omega_{m} = 1$:

$$(Y_j)_{\Omega_{m} = 1} = B_{j\rightarrow m[J,j]} Y_{j'} + \sum_{j'\in J-j} B_{j\rightarrow m[J,j']} Y_{j'} + B_{j\rightarrow m[J,m]} Y_{m} + \zeta^c,$$  

with $\zeta^c = -\sum_{j'\in J-j} B_{j\rightarrow m[J,j']} e_{j'} - B_{j\rightarrow m[J,m]} e_m + \epsilon_j$. 

![Figure 1: Graphical models for the toy example with one missing variable $Y_{1}$, $p = 3$ and $r = 2$.](image-url)
Then, we make the two following assumptions:

**A3.** \( \forall j \in \mathcal{J}, \forall m \in \mathcal{M}, \) the complete-case coefficients \( B^c_{j \rightarrow m, \mathcal{J}_j \setminus \{k\}} \) and \( B^c_{j \rightarrow m, \mathcal{J}_j \setminus \{k\} \cap k} \), \( j \neq k, k \in \mathcal{J}_j \), can be consistently estimated.

**A4.** The means \((\alpha_j)_{j \in \mathcal{J}}\), variances \((\text{Var}(Y_j))_{j \in \mathcal{J}}\) and covariances \((\text{Cov}(Y_j, Y_{j'}))_{j, j' \in \mathcal{J}}\), for \( j \neq j' \) of the \( r \) pivot variables can be consistently estimated.

Note that Assumption **A4.** is met whether the \( r \) pivot variables are fully observed.

**Proposition 4 (Mean estimator).** Consider the PPCA model \( \{\ell\} \). Under Assumptions **A1.** and **A2.** an estimator of the mean of a MNAR variable \( Y_m \), for \( m \in \mathcal{M} \), can be constructed as follows: choose \( j \in \mathcal{J} \), and compute

\[
\hat{\alpha}_m := \frac{\hat{\alpha}_j - B^c_{j \rightarrow m, \mathcal{J}_j \setminus \{k\}} \sum_{j' \in \mathcal{J}_j \setminus \{k\}} B^c_{j \rightarrow m, \mathcal{J}_j \setminus \{k\}} \hat{\alpha}_{j'}}{B^c_{j \rightarrow m, \mathcal{J}_j \setminus \{k\} \cap k}},
\]

with \((B^c_{j \rightarrow m, \mathcal{J}_j \setminus \{k\}})_{k \in \{0,m\} \cup \mathcal{J}_j} \) estimators of the coefficients obtained from Definition **3.**

Under the additional Assumptions **A3.** and **A4.** this estimator is consistent.

The proof is given in Appendix B.2. Proposition 4 provides an estimator easily computable from complete observations. Furthermore, different choices of \( Y_j, j \in \mathcal{J} \) can be done in Equation \( (11) \): all the resulting estimators may be aggregated to stabilize the estimation of \( \alpha_m \).

**Proposition 5 (Variance and covariances estimators).** Consider the PPCA model \( \{\ell\} \). Under Assumptions **A1.** and **A2.** an estimator of the variance of a MNAR variable \( Y_m \), for \( m \in \mathcal{M} \), and its covariances with the pivot variables, 

\[
(\text{Var}(Y_m), \text{Cov}(Y_m, (Y_{j'})_{j' \in \mathcal{J}}))^T := (\hat{M}_j)^{-1} \hat{P}_j
\]

assuming that \( \sigma^2 \) tends to zero, with \( \hat{M}_j^{-1} \in \mathbb{R}^{(r+1) \times (r+1)} \), \( \hat{P}_j \in \mathbb{R}^{r+1} \) detailed in Appendix B.3.

These quantities depend on \((\hat{\alpha}_{j'})_{j' \in \mathcal{J}}\), \( \hat{\alpha}_m \) given in Proposition 4 and on \((\text{Var}(Y_j))_{j \in \mathcal{J}}\) and on complete-case coefficients such as \((B^c_{j \rightarrow m, \mathcal{J}_j \setminus \{k\}})_{k \in \{0,m\} \cup \mathcal{J}_j} \) for \( j' \in \mathcal{J} \).

Under the additional Assumptions **A3.** and **A4.** the estimators of the variance of \( Y_m \) and its covariances with the pivot variables given in \( (12) \) are consistent.

The proof is given in Appendix B.3. Note that to estimate the variance of a MNAR variable, only \( r \) pivot variables are required to solve \( (12) \) and \( r \) tasks have to be performed for estimating the coefficients of the effects of \( Y_k \) on \((Y_{j'})_{j' \in \mathcal{J}_j \setminus \{k\}} \) for all \( k \in \mathcal{J} \).

All the ingredients can be combined to form an estimator \( \hat{\Sigma} \) for the covariance matrix \( \{\ell\} \). Define

\[
\hat{\Sigma} := \left( \hat{\text{Cov}}(Y_{k, \ell}) \right)_{k, \ell \in \{1,\ldots,p\}},
\]

where

- if \( Y_k \) and \( Y_{\ell} \) have both consistent mean/variance estimators, then \( \hat{\text{Cov}}(Y_{k, \ell}) \) can be trivially evaluated by standard empirical covariance estimators.
- if \( Y_k \) is a MNAR variable and \( Y_{\ell} \) is a pivot variable, then \( \hat{\text{Cov}}(Y_{k, \ell}) \) is given by \( (12) \).
- if \( Y_k \) is a MNAR variable and \( Y_{\ell} \) is not a pivot variable, i.e. \( \ell \in \mathcal{J}_j \setminus \{k\} \), a similar strategy as the one above can be devised. Then \( \hat{\text{Cov}}(Y_{k, \ell}) \) is given by \( (50) \) detailed in Appendix B.3 and for which some additional assumptions similar as the ones above are required. This estimator relies on the choice of \( r - 1 \) pivot variables indexed by \( j \) and \( \mathcal{H} \subset \mathcal{J} \), and only necessitates to evaluate the effects of \( Y_j \) on \((Y_{j'})_{j' \in \mathcal{J}_{j' \cap \mathcal{H}}} \) in the complete case.
3.3 Performing PPCA with MNAR variables

With the estimator $\hat{\Sigma}$ given in (13), one performs the estimation of the loading matrix $B$ in (1).

**Definition 6** (Estimation of the loading matrix). Given the estimator $\hat{\Sigma}$ of the covariance matrix in (13), let the orthogonal matrix $\hat{U} = (\hat{u}_1|\ldots|\hat{u}_p) \in \mathbb{R}^{p \times p}$ and the diagonal matrix $\hat{D} = \text{diag}(d_1, d_2, \ldots, d_p) \in \mathbb{R}^{p \times p}$ with $d_1 \geq d_2 \geq \ldots \geq d_p \geq 0$ form the singular value decomposition of the following matrix $\hat{\Sigma} - \sigma^2 \text{Id}_{p \times p} = : \hat{U} \hat{D} \hat{U}^T$. An estimator $\hat{B}$ of $B$ can be defined using the $r$ first singular values and vectors, as follows

$$\hat{B} = \hat{D}^{1/2}_r \hat{U}^{T}_r = \text{diag}(\hat{d}_1, \ldots, \hat{d}_r)^{1/2}(\hat{u}_1^T | \ldots | \hat{u}_r^T)^T$$ \hfill (14)

The estimation of the loading matrix is used to impute the variables with missing values. More precisely, a classical strategy to impute missing values is to estimate their conditional expectation given the observed values. One can note that with $\Sigma = B^T B + \sigma^2 \text{Id}_{p \times p}$, the conditional expectation of $Y_m$ for $m \in M$ given $(Y, k)_{k \in \mathcal{M}}$ reads as follows

$$\mathbb{E}[Y_m|(Y_k)_{k \in \mathcal{M}}] = \alpha_m + \sum_{k \in \mathcal{M}} \Sigma_{k,k}^{-1} \mathcal{M} \mathcal{M}^{-1} (Y_k - \alpha_{\mathcal{M}}),$$

with $\Sigma_{m,k} := (\Sigma_{m,k})_{k \in \mathcal{M}}, \Sigma_{\mathcal{M},\mathcal{M}} := (\Sigma_{k,k})_{k \in \mathcal{M}, k \in \mathcal{M}}, Y_{\mathcal{M}} := (Y_k)_{k \in \mathcal{M}}$, and $\alpha_{\mathcal{M}} := (\alpha_k)_{k \in \mathcal{M}}$.

**Definition 7** (Imputation of a MNAR variable). Set $\hat{\Gamma} := \hat{B}^T \hat{B} + \sigma^2 \text{Id}_{p \times p}$ for $\hat{B}$ given in Definition 6. The MNAR variable $Y_m$ with $m \in M$ can be imputed as follows: for $m$ such that $\Omega_{i,m} = 0$,

$$\hat{Y}_{im} = \hat{\alpha}_m + \hat{\Gamma}_{m,M} \hat{\Gamma}_{M,M}^{-1} \hat{Y}_{M,M} - \hat{\alpha}_M$$ \hfill (15)

with $\hat{\Gamma}_{m,\mathcal{M}} := (\hat{\Gamma}_{m,k})_{k \in \mathcal{M}}, \hat{\Gamma}_{\mathcal{M},\mathcal{M}} := (\hat{\Gamma}_{k,k})_{k \in \mathcal{M}, k \in \mathcal{M}}, Y_{\mathcal{M}} := (Y_k)_{k \in \mathcal{M}}$, and $\hat{\alpha}_{\mathcal{M}} := (\hat{\alpha}_k)_{k \in \mathcal{M}}$.

3.4 Algorithm

The proposed imputation method is described in Algorithm 1 and can handle different MNAR mechanisms: self-masked MNAR case but also cases where the probability to have missing values on variables depends on both the underlying values and values of other variables (observed or missing).

**Algorithm 1** PPCA with MNAR variables.

**Require**: $r$ (number of latent variables), $\sigma^2$ (noise level), $\mathcal{J}$ (pivot variables indices), $\Omega$ (mask).

1: for each MNAR variable $(Y_m)_{m \in \mathcal{M}}$ do
2: Evaluate $\hat{\alpha}_m$, the estimator of its mean given in (11) using the $r$ pivot variables indexed by $\mathcal{J}$.
3: Evaluate $\hat{\text{Var}}(Y_m)$, and $\hat{\text{Cov}}(Y_m, Y_\ell)$ for $\ell \in \mathcal{J}$, using (12).
4: Evaluate $\hat{\text{Cov}}(Y_m, Y_\ell)$ for $\ell \in \mathcal{J}\backslash \{m\}$ using Proposition 8.
5: end for
6: Form $\hat{\Sigma}$, covariance matrix estimator in (13).
7: Compute the loading matrix estimator $\hat{B}$ given in (14).
8: Compute $\hat{\Gamma} = \hat{B}^T \hat{B} + \sigma^2 \text{Id}_{p \times p}$.
9: for each missing variable $(Y_j)$ do
10: for $i$ such that $\Omega_{ij} = 0$ do
11: $\hat{Y}_{ij} \leftarrow$ Impute $Y_{ij}$ as in (15).
12: end for
13: end for

Algorithm 1 requires the set $\mathcal{J}$, i.e. the selection of $r$ pivot variables on which the regressions in Propositions 4, 5 and 8 will be performed. If there are more than $r$ variables that can be pivot, the final estimator is provided by computing the median of the estimators over all possible combinations of $r$ pivot variables. In addition, in order to estimate the coefficients in Definition 3 we use ordinary least squares despite that the exogeneity assumption, i.e. the noise term is independent of the covariates, does not hold. It still leads to accurate estimation in numerical experiments as shown in Section 4

4 Numerical experiments

4.1 Synthetic data

We empirically compare Algorithm 1 (MNAR) to the state-of-the-art methods, including
(i) **MAR** our method which has been adapted to handle MAR data (inspired by [17], Theorems 1, 2, 3) in linear models, see Appendix C for details;

(ii) **EMMAR**: EM algorithm to perform PPCA with MAR values [3];

(iii) **SoftMAR**: matrix completion using iterative soft-thresholding singular value decomposition algorithm [12] relevant only for M(C)AR values;

(iv) **MNARparam**: matrix completion technique modeling the MNAR mechanism with a parametric logistic model [23].

Note that **method (iii) is specially designed to estimate the PPCA loading matrix and not to perform imputation, but this is possible combining Method (iii) with steps 8 and 9 in Algorithm 1**. This is the other way around for completion methods (iii) and (iv) and the loading matrix can be computed as in (14). Note also that methods (iii) and (iv) are developed in a context of fixed effects low-rank models. They require tuning a regularization parameter ; we consider an oracle value minimizing the true prediction error. We also use oracle values for the noise level and the rank in Algorithm 1. These methods are compared with the imputation by the mean (**Mean**), which serves as a benchmark, and the naive listwise deletion method (**Del**) which consists in estimating the parameters empirically with the fully-observed data only.

**Measuring the performance** For the loading matrix, the RV coefficient [7], which is a measure of relationship between two random vectors, between the estimate and the true is computed. An RV coefficient close to one means high correlation between the image spaces of and . Denoted the Frobenius norm as , the quality of imputation is measured with the normalized prediction error given by . A discussion on computational times can be found in Appendix D.

**Setting** We generate a data matrix of size with two latent variables ( and a noise level of 0.1. Missing values are introduced on seven variables according to a logistic self-masked MNAR mechanism, leading to 35% of missing values in total. Results are presented for one missing variable (same results hold for other missing variables). All the observed variables are considered to be pivot. Figure 2 shows that Algorithms 1 is the only one which always gives unbiased estimators of the mean, variance, and associated covariances of . As expected, the listwise deletion method provides biased estimates inasmuch as the observed sample is not representative of the population with MNAR data. Method (iii) specifically designed for PPCA models but assuming MAR missing values, provides biased estimators. Method (iv) improves on the benchmark mean imputation and on Method (iii) as well, as it explicitly takes into account the MNAR mechanism, but it still leads to biased estimates probably because of the fixed effect model assumption.

Figure 3 shows that Algorithm 1 gives the best estimate of the loading matrix and the smallest imputation error. Biases in estimation results being lower. Method (i) based on same arguments as Algorithm 1 but considering MAR data, may be considered as a second choice for this low-dimensional example (yet not in higher dimension, see Appendix C).
In Appendix C, we report further simulation results, where we vary the features dimension \((p = 50)\), the rank \((r = 5)\), the missing values mechanism using probit self-masking and also multivariate MNAR (when the probability to be missing for a variable depends on its underlying values and on values of other variables that can be missing) and the percentage of missing values \((10\%, 50\%)\). The results obtained on the simulations presented before are representative of other results obtained with different number of variables, ranks and mechanisms. Besides, as expected, all the methods deteriorate with an increasing percentage of missing values but our method is stable.

We also assess the robustness of the methods in terms of noise, model misspecification (assuming a fixed effect model) and we evaluated the impact of underestimating or overestimating the number \(r\) of latent variables. When we increase the level of noise, our method is very robust in terms of mean and variance estimations, and despite a bias for some covariances estimation for large noise it outperforms competitors regarding the prediction error. When data are simulated according to a low-rank fixed effect model, Algorithm 1 provides results close to the ones of Method [IV] which is specifically developed for this model and MNAR data. Moreover, it turns out that the procedure remains stable at a wrong specification of the number of latent variables \(r\). These extensive simulations highlight that our approach is stable to model misspecifications of the PPCA assumption.

4.2 Application to clinical data

We illustrate our method on the TraumaBase dataset containing the clinical measurements of 3159 patients with brain trauma injury. Nine quantitative variables, selected by doctors, contain from 1 to 30% missing values, leading to 11% in the whole dataset. After discussion with doctors, some variables can be considered to have informative missing values, such as the variable \(HR.ph\), which denotes the heart rate. Indeed, when the patient’s condition is too critical and therefore his heart rate is either high or low, the heart rate may not be measured, as doctors prefer to provide emergency care. Both percentage and nature of missing data demonstrate the importance of taking appropriate account of missing data. More information on the data can be found in Appendix E.

Imputation performances To assess the quality of our method, we introduce additional MNAR values in the variable \(HR.ph\) (which has an initial missing rate of 1%) using a logistic self-masked mechanism leading to 50% missing values. The other variables are considered M(C)AR.

The noise level is estimated using the mean of the last eigenvalues [8] and the rank of \(Y\) is estimated using cross-validation [6]. Both quantities are estimated using the complete-case analysis (1862 observations). In Figure 4, the prediction error is relative to the error of the benchmark imputation by the mean. Algorithm [I] gives significantly smaller prediction error than other methods.

Conclusion

In this work, we propose a new estimation and imputation method to perform PPCA with MNAR data (possibly coupled with M(C)AR data), without any need of modeling the missing mechanism. This comes with strong theoretical guarantees as identifiability and consistency, but also with an efficient algorithm. Estimating the rank in the PPCA setting with MNAR data remains non trivial. Once the number of latent variables is estimated, the noise variance can be estimated. A cross-validation strategy by additionally adding some MNAR values is a first solution, but this definitely requires further research. Another ambitious prospect would be to extend work to the exponential family to process count data, for example, which is prevalent in many application fields such as genomics.
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A Proof of Proposition 1

For the sake of readability, we first present the proof of Proposition 1 in the case of the toy example presented in Section 3.1 with \( p = 3 \) and \( r = 2 \). The proof in the general setting follows.

A.1 Proof of Proposition 1 in the case of the toy example presented in Section 3.1

Consider the setting of the toy example presented in Section 3.1 with \( p = 3 \) and \( r = 2 \). The PPCA model in (11) reads

\[
\begin{align*}
Y &= (Y_1, Y_2, Y_3) = (\alpha_1, \alpha_2, \alpha_3) + (W_1, W_2) B + \epsilon, \\
Y &\sim \mathcal{N}(\alpha, \Sigma), \quad \Sigma = B^T B + \sigma^2 I.
\end{align*}
\]

\( Y_2 \) and \( Y_3 \) are assumed to be observed and \( Y_1 \) is self-masked MNAR, i.e.

\[
P(\Omega_1 = 1|Y_1, Y_2, Y_3; \phi_1) = P(\Omega_1 = 1|Y_1; \phi_1) = F_1(\phi_1^0 + \phi_1^1 y_1),
\]

where \( F_1 \) is strictly monotone with a positive finite support.

Proof. Assume that \((Y, \Omega)\) and \((Y', \Omega')\) have distributions respectively parameterized by \((\alpha, \Sigma, \phi_1)\) and \((\alpha', \Sigma', \phi_1')\). Assume that \(Y\) and \(Y'\) have the same observed distribution, i.e.

\[
\begin{align*}
L(Y_1, \Omega_1 = 1; \alpha_1, \Sigma_{11}, \phi_1) &= L(Y_1', \Omega_1' = 1; \alpha'_1, \Sigma'_{11}, \phi'_1) \\
L(Y_1, Y_j, \Omega_1 = 1; \alpha_1, \alpha_j, \Sigma_{(1j)}, \phi_1) &= L(Y_1', Y_j', \Omega_1' = 1; \alpha'_1, \alpha'_j, \Sigma'_{(1j)}, \phi'_1), \quad j \in \{2, 3\},
\end{align*}
\]

where \( \Sigma_{(1j)} \) is the covariance matrix \(
\begin{pmatrix}
\Sigma_{11} & \Sigma_{1j} \\
\Sigma_{j1} & \Sigma_{jj}
\end{pmatrix}
\). In order to show that parameters identifiability holds, we need to show that (17) and (18) imply that \( \alpha = \alpha' \), \( \Sigma = \Sigma' \) and \( \phi_1 = \phi_1' \). Then, under a known noise level \( \sigma^2 \), we prove that \( B \) and \( B' \) are equal up to a row permutation.

As \((Y_2, Y_3)\) and \((Y'_2, Y'_3)\) are fully observed, the parameters of the distributions \(L(Y_2), L(Y'_2), L(Y_3), L(Y'_3)\), \(L(Y_2, Y_3)\) and \(L(Y'_2, Y'_3)\) are identifiable. It trivially implies that \( \alpha_2 = \alpha'_2, \Sigma_{22} = \Sigma'_{22}, \alpha_3 = \alpha'_3, \Sigma_{33} = \Sigma'_{33} \) and \( \Sigma_{23} = \Sigma'_{23} \).
Identifiability of the MNAR variable variance

Equation (17) can be rewritten in terms of density function as follows

$$f_{Y_1, \Omega_1 = 1}(y_1; \alpha_1, \Sigma_{11}, \phi_1) = f_{Y_1', \Omega'_1 = 1}(y_1; \alpha'_1, \Sigma'_{11}, \phi'_1) \quad \forall y_1 \in \mathbb{R}.$$ 

Given the missing mechanism in (16) and that $Y_1 \sim \mathcal{N}(\alpha_1, \Sigma_{11})$, Theorem 1 a) ensures that $\Sigma_{11} = \Sigma'_{11}$.

Identifiability of the Mean and the MNAR mechanism parameter

Using (17) and (18), the previous computations entail that

$$\mathcal{L}(Y_2|Y_1, \Omega_1 = 1; \alpha_1, \alpha_2, \Sigma(12), \phi_1) = \mathcal{L}(Y'_2|Y'_1, \Omega'_1 = 1; \alpha'_1, \alpha'_2, \Sigma'(12), \phi'_1),$$

noting that

$$f_{Y_2|Y_1 = y_1, \Omega_1 = 1}(y_2; \alpha_1, \alpha_2, \Sigma(12), \phi_1) = \frac{f_{Y_2,Y_1 = y_1}(y_2; \alpha_1, \alpha_2, \Sigma(12), \phi_1)}{f_{Y_1, \Omega_1 = 1}(y_1; \alpha_1, \Sigma_{11}, \phi_1)} \quad \forall (y_1, y_2) \in \mathbb{R}^2$$

One obtains

$$\frac{\mathbb{P}(\Omega_1 = 1|Y_1 = y_1, Y_2 = y_2; \phi_1)f_{Y_2|Y_1 = y_1}(y_2; \alpha_1, \alpha_2, \Sigma(12))}{\mathbb{P}(\Omega'_1 = 1|Y'_1 = y_1, Y'_2 = y_2; \phi'_1)f_{Y'_2|Y'_1 = y_1}(y_2; \alpha'_1, \alpha'_2, \Sigma'(12))} = \frac{\mathbb{P}(\Omega_1 = 1|Y_1 = y_1, Y_2 = y_2; \phi_1)}{\mathbb{P}(\Omega'_1 = 1|Y'_1 = y_1, Y'_2 = y_2; \phi'_1)} \quad \forall (y_1, y_2) \in \mathbb{R}^2$$

Yet,

$$\mathbb{P}(\Omega_1 = 1|Y_1 = y_1, Y_2 = y_2; \phi_1) = \mathbb{E}[\mathbb{E}[1_{\Omega_1 = 1}|Y_1 = y_1, Y_2 = y_2, Y_3 = y_3; \phi_1]|Y_1 = y_1, Y_2 = y_2]$$

$$= \mathbb{E}[\mathbb{P}(\Omega_1 = 1|Y = y; \phi_1)|Y_1 = y_1, Y_2 = y_2] = \mathbb{E}[\mathbb{P}(\Omega_1 = 1|Y_1 = y_1; \phi_1)|Y_1 = y_1, Y_2 = y_2] = \mathbb{P}(\Omega_1 = 1|Y = y_1; \phi_1)$$

by measurability. It implies for all $y_1 \in \mathbb{R}$ and $y_2 \in \mathbb{R}$

$$f_{Y_2|Y_1 = y_1}(y_2; \alpha_1, \alpha_2, \Sigma(12)) = f_{Y'_2|Y'_1 = y_1}(y_2; \alpha'_1, \alpha'_2, \Sigma'(12))$$

which leads to the equality of the conditional expectations and variances associated to the above densities:

$$\alpha_2 + \Sigma_{12}\Sigma_{11}^{-1}(\alpha_1 - y_1) = \alpha_2 + \Sigma'_{12}\Sigma'_{11}^{-1}(\alpha'_1 - y_1) \quad \forall y_1 \in \mathbb{R}$$

$$\Sigma_{22} - \Sigma_{12}\Sigma_{11}^{-1}\Sigma_{12} = \Sigma_{22} - (\Sigma'_{12})^2\Sigma_{11}^{-1}.$$ 

It implies that

$$\Sigma_{12}^2 = (\Sigma'_{12})^2 \implies |\Sigma_{12}| = |\Sigma'_{12}|$$

$$\frac{\Sigma_{21}}{\Sigma_{21}^2} = \frac{(\alpha'_1 - y_1)}{(\alpha_1 - y_1)} \implies |\alpha_1 - y_1| = |\alpha'_1 - y_1| \quad \forall y_1 \in \mathbb{R}$$

Equation (21) implies that $\alpha_1 = \alpha'_1$, since for $y_1 = \alpha'_1$, one has $\alpha_1 - \alpha'_1 = 0$.

Using (18), one has

$$\mathbb{P}(\Omega_1 = 1|Y_1 = y_1, Y_2 = y_2; \phi_1)f_{Y_1, Y_2}(y_1, y_2; \alpha_1, \alpha_2, \Sigma(12))$$

$$= \mathbb{P}(\Omega'_1 = 1|Y'_1 = y_1, Y'_2 = y_2; \phi'_1)f_{Y'_1, Y'_2}(y_1, y_2; \alpha'_1, \alpha'_2, \Sigma'(12)) \quad \forall (y_1, y_2) \in \mathbb{R}^2$$

Using (19),

$$\exp\left(\frac{1}{2} \begin{pmatrix} y_1 - \alpha_1 \\ y_2 - \alpha_2 \end{pmatrix} \Sigma^{-1}(12) \begin{pmatrix} y_1 - \alpha_1 \\ y_2 - \alpha_2 \end{pmatrix}\right) \mathbb{P}(\Omega_1 = 1|Y_1 = y_1; \phi_1) = \frac{\sqrt{\det(\Sigma_{12})}}{\sqrt{\det(\Sigma'_{12})}}$$
where \( \det(\Sigma_{(12)}) \) denotes the determinant of the matrix \( \Sigma_{(12)} \).

With (20), one has \( \Sigma_{11}\Sigma_{22} - \Sigma_{12}^2 = \Sigma_{11}\Sigma_{22} - (\Sigma'_{12})^2 \) and \( \frac{\sqrt{\det(\Sigma_{(12)})}}{\sqrt{\det(\Sigma_{12})}} = 1. \)

It leads to \( \forall (y_1, y_2) \in \mathbb{R}^2, \)

\[
K \cdot \frac{\mathbb{P}(\Omega_1 = 1|Y_1 = y_1; \phi_1)}{\mathbb{P}(\Omega'_1 = 1|Y'_1 = y_1; \phi'_1)} = 1,
\]

with

\[
K := \exp \left( -\frac{1}{2\det(\Sigma_{(12)})} \left( (y_1 - \alpha_1)^2 \Sigma_{11} + (y_2 - \alpha_2)^2 \Sigma_{22} - 2(y_1 - \alpha_1)(y_2 - \alpha_2)\Sigma_{12} \right) \right).
\]

The quantity \( K \) is equal to one, because

\[
(y_2 - \alpha_2)\left( (y_1 - \alpha_1)\Sigma_{12} - (y_1 - \alpha_1')\Sigma'_{12} \right) = 0
\]

using (21). Thus,

\[
\frac{\mathbb{P}(\Omega_1 = 1|Y_1 = y_1; \phi_1)}{\mathbb{P}(\Omega'_1 = 1|Y'_1 = y_1; \phi'_1)} = 1 \iff F_1(\phi^0_1 + \phi^1_1 y_1) = F_1((\phi')^0_1 + (\phi')^1_1 y_1) \quad \forall y_1 \in \mathbb{R}
\]

As \( F_1 \) is strictly monotone, it is an injective function. Thus,

\[
\phi^0_1 + \phi^1_1 y_1 = (\phi')^0_1 + (\phi')^1_1 y_1 \quad \forall y_1 \in \mathbb{R} \iff (\phi^0_1 - (\phi')^0_1) + ((\phi')^1_1 - \phi^1_1) y_1 = 0 \quad \forall y_1 \in \mathbb{R}
\]

It implies \( \phi_1 = \phi'_1 \).

**Identifiability of the Covariances of the MNAR variable**  
Equation (22) thus leads to

\[
f(y_1, y_2) = f(y'_1, y'_2) \quad \forall (y_1, y_2) \in \mathbb{R}^2
\]

One can conclude that \( \Sigma_{12} = \Sigma'_{12} \). The same reasoning may be done for the covariance between \( Y_1 \) and \( Y_3 \).

**Identifiability of the loading matrix**  
One wants to prove \( B = B' \) up to row permutation. One has

\[
\Sigma = \Sigma' \iff \Sigma - \sigma^2 I_{p \times p} = \Sigma' - \sigma^2 I_{p \times p} \iff B^T B = (B')^T B'
\]

As \( B^T B \) is a positive symmetric matrix of rank 2, one has the following singular value decomposition,

\[
B^T B = (B')^T B' = UDU^T,
\]

where \( U = (u_1 | u_2 | u_3) \in \mathbb{R}^{3 \times 3} \) the orthogonal matrix of singular vector and

\[
D = \begin{pmatrix}
\sqrt{d_1} & 0 & 0 \\
0 & \sqrt{d_2} & 0 \\
0 & 0 & 0
\end{pmatrix} \in \mathbb{R}^{3 \times 3}
\]

with \( d_1 \geq d_2 \geq 0 \). One can choose

\[
B = \begin{pmatrix}
\sqrt{d_1} u_1^T \\
0 \\
\sqrt{d_2} u_2^T
\end{pmatrix}
\]

noting that a row permutation of \( B \) would not change the product \( B^T B \). Therefore, \( B = B' \) up to a row permutation.
A.2 Proof of Proposition 1 in the general case

We present the proof of Proposition 1 in the general case where \( d \) variables are self-masked MNAR and \( p - d \) variables are MCAR.

Proof. Assume that \((Y, \Omega)\) and \((Y', \Omega')\) have distributions respectively parameterized by \((\alpha, \Sigma, \phi)\) and \((\alpha', \Sigma', \phi')\). Assume that \(Y\) and \(Y'\) have the same following observed distributions

\[
\mathcal{L}(Y_j, \Omega_j = 1; \alpha_j, \Sigma_{jj}, \phi_j) = \mathcal{L}(Y'_j, \Omega'_j = 1; \alpha'_j, \Sigma'_{jj}, \phi'_j) \quad \forall j \in \{1, \ldots, p\}, \tag{24}
\]

\[
\mathcal{L}(Y_j, Y_k, \Omega_j = 1, \Omega_k = 1; \alpha_j, \alpha_k, \Sigma_{jk}, \phi_j, \phi_k) = \mathcal{L}(Y'_j, Y'_k, \Omega'_j = 1, \Omega'_k = 1; \alpha'_j, \alpha'_k, \Sigma'_{jk}, \phi'_j, \phi'_k) \quad \forall j \neq k \in \{1, \ldots, p\}, \tag{25}
\]

where \(\Sigma_{jk}\) denotes the covariance matrix \(\begin{pmatrix} \Sigma_{jj} & \Sigma_{jk} \\ \Sigma_{jk} & \Sigma_{kk} \end{pmatrix}\).

In order to show that parameters identifiability holds, we need to show that (24) and (25) implies that \(\alpha = \alpha', \Sigma = \Sigma'\) and \(\phi = \phi'\). Then, under a known noise level \(\sigma^2\), we will prove that \(B\) and \(B'\) are equal up to row permutations.

In what follows, \(f_{Y_j}\) or \(f_{(Y_j, Y_k)}\) respectively denote the density function of \(Y_j\), and of \((Y_j, Y_k)\).

In the following, we will use the following tip, for any \(l \in \{1, \ldots, p\}\) and \(K \subset \{1, \ldots, p\}\setminus\{l\}\) such that \(0 \leq |K| \leq p - 1\),

\[
\mathbb{P}(\Omega_l = 1|Y = y_l, Y_K = y_K; \phi_l) = \mathbb{E}[\mathbb{E}[\mathbf{1}_{\Omega_l = 1}|Y; \phi_l]|Y = y_l, Y_K = y_K] = \mathbb{E}[\mathbb{P}(\Omega_l = 1|Y = y_l; \phi_l)|Y = y_l, Y_K = y_K]
\]

Thus,

\[
\mathbb{P}(\Omega_l = 1|Y = y_l, Y_K = y_K; \phi_l) = \begin{cases} 
\mathbb{E}[\mathbb{P}(\Omega_l = 1|Y = y_l; \phi_l)|Y = y_l, Y_K = y_K] & \text{if } Y_l \text{ is self-masked MNAR} \\
\mathbb{E}[\mathbb{P}(\Omega_l = 1; \phi_l)|Y = y_l, Y_K = y_K] & \text{if } Y_l \text{ is MCAR}
\end{cases}
\]

by measurability if \(Y_l\) is self-masked MNAR and by independence if \(Y_l\) is MCAR. Thus, using the mechanisms in (4) and (5),

\[
\mathbb{P}(\Omega_l = 1|Y = y_l, Y_K = y_K; \phi_l) = \begin{cases} 
\mathbb{P}(\Omega_l = 1|Y = y_l; \phi_l) & \text{if } Y_l \text{ is self-masked MNAR} \\
\mathbb{P}(\Omega_l = 1; \phi_l) & \text{if } Y_l \text{ is MCAR}
\end{cases}
\]

Identifiability of the parameters for the not-MNAR variables \((Y_j)_{j \in \mathcal{M}}\).

Mechanism parameter, Mean and Variance of \(Y_j, j \in \mathcal{M}\). Equation (24) trivially gives that

\[
P(\Omega_j = 1) = P(\Omega'_j = 1).
\]

Using (27), \(P(\Omega_j = 1) = \mathbb{P}(\Omega_j = 1|Y_j = y_j; \phi_j) = F_j(\phi_j).\) As \(F_j\) is strictly monotone, it implies that

\[
F_j(\phi_j) = F_j(\phi'_j) \iff \phi_j = \phi'_j.
\]

Equation (24) also leads to

\[
\mathbb{P}(\Omega_j = 1|Y_j = y_j; \phi_j, \Sigma_{jj}) = \mathbb{P}(\Omega'_j = 1|Y'_j = y_j; \phi'_j, \Sigma'_{jj}) \quad \forall y_j \in \mathbb{R}.
\]

As \(\phi_j = \phi'_j\), one obtains

\[
f_{Y_j}(y_j; \alpha_j, \Sigma_{jj}) = f_{Y'_j}(y_j; \alpha'_j, \Sigma'_{jj}) \quad \forall y_j \in \mathbb{R}
\]

which directly implies that \(\alpha_j = \alpha'_j\) and \(\Sigma_{jj} = \Sigma'_{jj}\), since \(Y_j\) and \(Y'_j\) are Gaussian variables.
Covariance between two not MNAR variables $Y_j$ and $Y_k$, $j \neq k \in \mathcal{M}$. Equation (28) gives that for all $(y_j, y_k) \in \mathbb{R}^2$

$$P(\Omega_j = 1, \Omega_k = 1|Y_j = y_j, Y_k = y_k; \phi_j, \phi_k) = \frac{P(y_j, y_k; \phi_j, \phi_k) f_{Y_j, Y_k}(y_j, y_k; \alpha_j, \alpha_k, \Sigma_{(j,k)})}{P(\Omega_j = 1, \Omega_k = 1)}$$

Equation (28) gives that for all $(y_j, y_k) \in \mathbb{R}^2$

$$P(\Omega_j = 1, \Omega_k = 1|Y_j = y_j, Y_k = y_k; \phi_j, \phi_k) = \frac{P(y_j, y_k; \phi_j, \phi_k) f_{Y_j, Y_k}(y_j, y_k; \alpha_j, \alpha_k, \Sigma_{(j,k)})}{P(\Omega_j = 1, \Omega_k = 1)}$$

and one has as well that

$$P(\Omega_j = 1, \Omega_k = 1|Y_j = y_j, Y_k = y_k; \phi_j, \phi_k) = \frac{P(y_j, y_k; \phi_j, \phi_k) f_{Y_j, Y_k}(y_j, y_k; \alpha_j, \alpha_k, \Sigma_{(j,k)})}{P(\Omega_j = 1, \Omega_k = 1)}$$

Given that $\phi_j = \phi'_j$ and $\phi_k = \phi'_k$, one obtains

$$P(\Omega_j = 1, \Omega_k = 1|Y_j = y_j, Y_k = y_k; \phi_j, \phi_k) = P(\Omega'_j = 1, \Omega'_k = 1|Y'_j = y_j, Y'_k = y_k; \phi'_j, \phi'_k)$$

Thus, Equation (28) leads to, for all $(y_j, y_k) \in \mathbb{R}^2$

$$f_{Y_j, Y_k}(y_j, y_k; \alpha_j, \alpha_k, \Sigma_{(j,k)}) = f_{Y'_j, Y'_k}(y_j, y_k; \alpha'_j, \alpha'_k, \Sigma'_{(j,k)})$$

and $\Sigma_{jk} = \Sigma'_{jk}$.

Identiﬁability of the parameters for the MNAR variables

Variance of $Y_m$, $m \in \mathcal{M}$

Equation (24) gives that

$$f_{Y_m, \Omega_m = 1}(y_m; \alpha_m, \Sigma_{mm}, \phi_m) = f_{Y'_m, \Omega_m = 1}(y_m; \alpha'_m, \Sigma'_{mm}, \phi'_m) \quad \forall y_m \in \mathbb{R}$$

Given the missing mechanism in (4) and that $Y_m \sim \mathcal{N}(\alpha_m, \Sigma_{mm})$, [14] Theorem 1 a) ensures that $\Sigma_{mm} = \Sigma'_{mm}$.

Mean and mechanism parameter of $Y_m$, $m \in \mathcal{M}$

Let $j$ be the index of a not MNAR variable. One has

$$\mathcal{L}(Y_j, \Omega_j = 1|Y_m = y_m, \Omega_m = 1; \alpha_j, \alpha_m, \Sigma_{(jm)}, \phi_j, \phi_m)$$

$$= \mathcal{L}(Y'_j, \Omega'_j = 1|Y'_m = y_m', \Omega'_m = 1; \alpha'_j, \alpha'_m, \Sigma'_{(jm)}, \phi'_j, \phi'_m)$$

using (24) and (25) and noting that

$$f_{Y_j, \Omega_j = 1|Y_m = y_m, \Omega_m = 1}(y_j; \alpha_j, \alpha_m, \Sigma_{(jm)}, \phi_j, \phi_m)$$

$$= f_{Y'_j, \Omega_j = 1, \Omega_m = 1}(y_j; \alpha_j, \alpha_m, \Sigma_{(jm)}, \phi_j, \phi_m)$$

Equation (29) implies that $\forall (y_j, y_m) \in \mathbb{R}^2$

$$P(\Omega_j = 1|Y_j = y_j, Y_m = y_m, \Omega_m = 1; \phi_j) = \frac{P(Y_m = 1|Y_j = y_j, Y_m = y_m, \Omega_m = 1; \phi_m) f_{Y'_j, \Omega_m = 1}(y_j; \alpha_j, \alpha_m, \Sigma_{(jm)})}{P(\Omega_m = 1|Y_m = y_m; \phi_m)}$$

One can note that

$$P(\Omega_j = 1|Y_j = y_j, \Omega_m = 1; \phi_j) = P(\Omega_j = 1|Y_j = y_j; \phi_j)$$

Indeed,

$$P(\Omega_j = 1|Y_j = y_j, Y_m = y_m, \Omega_m = 1; \phi_j) = \frac{P(\Omega_j = 1 \cap \Omega_m = 1|Y_j = y_j, Y_m = y_m; \phi_j, \phi_m)}{P(\Omega_j = 1 \cap \Omega_m = 1|Y_j = y_j, Y_m = y_m; \phi_j, \phi_m)}$$

$$= \frac{P(\Omega_j = 1|Y_j = y_j; \phi_j) P(\Omega_m = 1|Y_m = y_m; \phi_m)}{P(\Omega_j = 1 \cap \Omega_m = 1|Y_j = y_j, \Omega_m = 1; \phi_j, \phi_m)}$$

$$= \frac{P(\Omega_j = 1|Y_j = y_j; \phi_j)}{P(\Omega_j = 1|Y_j = y_j; \phi_j)}$$
using (6) in the second step. Likewise,
\[ \mathbb{P}(\Omega_j = 1|Y'_j = y_j, Y'_m = y_m, \Omega'_m = 1; \phi'_j) = \mathbb{P}(\Omega'_j = 1|Y'_j = y_j; \phi'_j). \]
Given that \( \phi_j = \phi'_j \),
\[ \mathbb{P}(\Omega_j = 1|Y_j = y_j, Y_m = y_m, \Omega_m = 1; \phi_j) = \mathbb{P}(\Omega'_j = 1|Y'_j = y_j, Y'_m = y_m, \Omega'_m = 1; \phi'_j). \]
Thus, Equation (30) leads to
\[ \frac{\mathbb{P}(\Omega_m = 1|Y_j = y_j, Y_m = y_m; \phi_m) f_{Y_j|Y_m = y_m}(y_j; \alpha_j, \alpha_m, \Sigma_{(jm)})}{\mathbb{P}(\Omega'_m = 1|Y'_j = y_j, Y'_m = y_m; \phi'_m)} = \frac{\mathbb{P}(\Omega'_m = 1|Y'_j = y_j, Y'_m = y_m; \phi'_m) f_{Y'_j|Y'_m = y_m}(y_j; \alpha'_j, \alpha'_m, \Sigma'_{(jm)})}{\mathbb{P}(\Omega'_m = 1|Y'_m = y_m; \phi'_m)} \quad \forall (y_j, y_m) \in \mathbb{R}^2. \]
As \( \mathbb{P}(\Omega_m = 1|Y_j = y_j, Y_m = y_m; \phi_m) = \mathbb{P}(\Omega_m = 1|Y_j = y_j; \phi_m) \) by using (26), one obtains
\[ f_{Y_j|Y_m = y_m}(y_j; \alpha_j, \alpha_m, \Sigma_{(jm)}) = f_{Y'_j|Y'_m = y_m}(y_j; \alpha'_j, \alpha'_m, \Sigma'_{(jm)}) \quad \forall (y_j, y_m) \in \mathbb{R}^2, \]
which leads to the equality of the conditional expectation and variance, as follows:
\[ \alpha_j + \Sigma_{mj} \Sigma_{mm}^{-1} (\alpha_m - y_m) = \alpha'_j + \Sigma_{mj} (\Sigma'_{mm})^{-1} (\alpha'_m - y_m) \quad \forall (y_j, y_m) \in \mathbb{R}^2 \]
\[ \Sigma_{jj} - \Sigma_{mj} \Sigma_{mm}^{-1} - \Sigma_{jj} - (\Sigma_{mj})^2 (\Sigma'_{mm})^{-1} \]
As \( \alpha_j = \alpha'_j \) and \( \Sigma_{mm} = \Sigma'_{mm} \),
\[ \frac{\Sigma_{mj}^2}{\Sigma_{mj}} = (\Sigma'_{mj})^2 \implies |\Sigma_{mj}| = |\Sigma'_{mj}| \quad (31) \]
\[ \frac{\Sigma_{mj}}{\Sigma_{mj}} = \frac{(\alpha'_m - y_m)}{(\alpha_m - y_m)} \implies |\alpha_m - y_m| = |\alpha'_m - y_m| \quad \forall y_m \in \mathbb{R} \quad (32) \]
Equation (32) implies that \( \alpha_m = \alpha'_m \), since for \( y_m = \alpha'_m \), one has \( \alpha_m - \alpha'_m = 0 \).
In addition, using (24), one has for all \((y_j, y_m) \in \mathbb{R}^2, \)
\[ \mathbb{P}(\Omega_j = 1, \Omega_m = 1|Y_j = y_j, Y_m = y_m; \phi_j, \phi_m) \]
\[ = \mathbb{P}(\Omega_j = 1|Y_j; \phi_j) \mathbb{P}(\Omega_m = 1|Y_m = y_m; \phi_m), \]
using (6). The same equation holds for \((Y'_j, Y'_m, \Omega'_j, \Omega'_m)\) with the parameters \((\phi'_j, \phi'_m)\). Using \( \phi_j = \phi'_j \), Equation (33) leads to
\[ \mathbb{P}(\Omega_m = 1|Y_m = y_m; \phi_m) f_{Y_m}(y_m; \alpha_j, \alpha_m, \Sigma_{(jm)}) = \mathbb{P}(\Omega'_m = 1|Y'_m = y_m; \phi'_m) f_{Y'_m}(y_m; \alpha'_j, \alpha'_m, \Sigma'_{(jm)}) \quad \forall (y_j, y_m) \in \mathbb{R}^2. \quad (34) \]
It implies that \( \forall (y_j, y_m) \in \mathbb{R}^2, \)
\[ \exp \left( -\frac{1}{2} \left( y_j - \alpha_j \ y_m - \alpha_m \right) \Sigma_{(jm)}^{-1} \left( y_j - \alpha_j \ y_m - \alpha_m \right) \right) \mathbb{P}(\Omega_m = 1|Y_m = y_m; \phi_m) = \frac{\det(\Sigma_{(jm)})}{\sqrt{\det(\Sigma'_{(jm)})}} \exp \left( -\frac{1}{2} \left( y_j - \alpha'_j \ y_m - \alpha'_m \right) (\Sigma'_{(jm)})^{-1} \left( y_j - \alpha'_j \ y_m - \alpha'_m \right) \right) \mathbb{P}(\Omega'_m = 1|Y'_m = y_m; \phi'_m) \]
where \( \det(\Sigma_{(jm)}) \) denotes the determinant of the covariance matrix \( \Sigma_{(jm)} \).

With \( \Sigma_{jj} = \Sigma'_{jj}, \Sigma_{mm} = \Sigma'_{mm} \) and Equation (31), one has
\[ \Sigma_{jj} \Sigma_{mm} - \Sigma_{mj}^2 = \Sigma_{jj} \Sigma_{mm} - (\Sigma'_{mj})^2 \implies \frac{\sqrt{\det(\Sigma_{(jm)})}}{\sqrt{\det(\Sigma'_{(jm)})}} = 1. \]
Besides, using \( \alpha_j = \alpha_j', \Sigma_{jj} = \Sigma_{jj}' \) and \( \Sigma_{mm} = \Sigma_{mm}' \), one obtains that for all \((y_j, y_m) \in \mathbb{R}^2\),
\[
P\left( \Omega_m = 1 \mid Y_m = y_m; \phi_m \right) = 1,
\]
with
\[
K := \exp \left( -\frac{1}{2 \det(\Sigma_{(jm)})} \left( (y_j - \alpha_j)^2 \Sigma_{jj} + (y_m - \alpha_m)^2 \Sigma_{mm} - 2(y_j - \alpha_j)(y_m - \alpha_m)\Sigma_{mj} \right) \right).
\]
The quantity \( K \) is equal to one, because
\[
(y_j - \alpha_j)(y_m - \alpha_m)\Sigma_{mj} - (y_m - \alpha_m')\Sigma_{mj}' = 0
\]
using (32). Thus, for all \( y_m \in \mathbb{R} \),
\[
P\left( \Omega_m = 1 \mid Y_m = y_m; \phi_m \right) = 1 \iff F_m(\phi_m + \phi_m^1 y_m) = F_m((\phi')^0_m + (\phi')^1_m y_m).
\]
As \( F \) is strictly monotone, it is an injective function. Thus,
\[
\phi_m^0 + \phi_m^1 y_m = (\phi')^0_m + (\phi')^1_m y_m \iff ((\phi')^0_m - \phi_m^0) + ((\phi')^1_m - \phi_m^1) y_m = 0 \quad \forall y_1 \in \mathbb{R}
\]
It implies that \( \phi_m = \phi_m' \).

**Covariance between \( Y_j \) and \( Y_m \) with \( j \in \hat{M}, m \in M \)**

Using (34) and \( \phi_m = \phi_m' \), one has
\[
\hat{f}(y_j, y_m)(y_j, y_m; \alpha_j, \alpha_m, \Sigma_{(jm)}) = \hat{f}(y_j', y_m')(y_j, y_m; \alpha_j', \alpha_m', \Sigma_{(jm)}) \quad \forall (y_j, y_m) \in \mathbb{R}^2
\]
One can conclude that \( \Sigma_{mj} = \Sigma_{mj}' \).

**Covariance between \( Y_\ell \) and \( Y_m \) with \( \ell \neq m \)**

Using (24), one has for all \((y_\ell, y_m) \in \mathbb{R}^2\),
\[
P\left( \Omega_\ell = 1, \Omega_m = 1 \mid Y_\ell = y_\ell, Y_m = y_m; \phi_\ell, \phi_m \right) \hat{f}(y_\ell, y_m)(y_\ell, y_m; \alpha_\ell, \alpha_m, \Sigma_{(\ell m)}) = P\left( \Omega'_\ell = 1, \Omega'_m = 1 \mid Y'_\ell = y_\ell, Y'_m = y_m; \phi'_\ell, \phi'_m \right) \hat{f}(y_\ell', y_m')(y_\ell, y_m; \alpha'_\ell, \alpha'_m, \Sigma_{(\ell m)}) \quad (35)
\]
One can note that
\[
P(\Omega_\ell = 1, \Omega_m = 1 \mid Y_\ell = y_\ell, Y_m = y_m; \phi_\ell, \phi_m) = P(\Omega_\ell = 1 \mid Y_\ell = y_\ell; \phi_\ell) P(\Omega_m = 1 \mid Y_m = y_m; \phi_m),
\]
using (9). The same equation holds for \((Y'_\ell, Y'_m, \Omega'_\ell, \Omega'_m)\) with the parameters \((\phi'_\ell, \phi'_m)\). Yet \( \phi_\ell = \phi'_\ell \) and \( \phi_m = \phi'_m \), which gives, for all \((y_\ell, y_m) \in \mathbb{R}^2\),
\[
P(\Omega_\ell = 1, \Omega_m = 1 \mid Y_\ell = y_\ell, Y_m = y_m; \phi_\ell, \phi_m) = P(\Omega'_\ell = 1, \Omega'_m = 1 \mid Y'_\ell = y_\ell, Y'_m = y_m; \phi'_\ell, \phi'_m).
\]
Equation (35) leads to
\[
\hat{f}(y_j, y_m)(y_j, y_m; \alpha_j, \alpha_m, \Sigma_{(\ell m)}) = \hat{f}(y_j', y_m')(y_j, y_m; \alpha_j', \alpha_m', \Sigma_{(\ell m)}) \quad \forall (y_j, y_m) \in \mathbb{R}^2,
\]
which implies that \( \Sigma_{\ell m} = \Sigma_{\ell m}' \).

**Identifiability of the loading matrix**

One wants to prove that \( B = B' \) up to a row permutation. One has
\[
\Sigma = \Sigma' \iff \Sigma - \sigma^2 I_{p \times p} = \Sigma' - \sigma^2 I_{p \times p} \iff B^T B = (B')^T B'
\]
As \( B^T B \) is a positive symmetric matrix of rank \( r \), its singular value decomposition reads
\[
B^T B = (B')^T B' = U D U^T,
\]
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where \( U = (u_1 \ldots |u_p) \in \mathbb{R}^{p \times p} \) is an orthogonal matrix containing the singular vectors and

\[
D = \begin{pmatrix}
\sqrt{d_1} & & \\
& \ddots & \vdots \\
0 & \ddots & 0 \\
0 & & \sqrt{d_r}
\end{pmatrix} \\
\in \mathbb{R}^{p \times p}
\]

with \( d_1 \geq \cdots \geq d_r \geq 0 \). One can choose

\[
B = \begin{pmatrix}
\sqrt{d_1} u_1^T \\
\vdots \\
\sqrt{d_r} u_r^T
\end{pmatrix}
\]

A row permutation of \( B \) does not change the product \( B^T B \). Therefore, \( B = B' \) up to a row permutation.

\[ \square \]

**B Proof for Section 3**

**B.1 Proof of Lemma 2**

**Lemma 2.** Under the PPCA model (1) and Assumption [AI], choose \( j \in \mathcal{J} \). Denote \( B^{-1} \in \mathbb{R}^{r \times r} \) the inverse of \( (B_{j \cdot m} \quad (B_{j' \cdot j})_{j' \in \mathcal{J} - j}) \). One has

\[
Y_{\cdot j} = B_{\cdot j \rightarrow m, \mathcal{J} - j} [0] + \sum_{j' \in \mathcal{J} \setminus j} B_{j \rightarrow m, \mathcal{J} - j'[j]} Y_{\cdot j'} + B_{j \rightarrow m, \mathcal{J} - j[m]} Y_{\cdot m} + \zeta
\]

with:

\[
B_{j \rightarrow m, \mathcal{J} - j}[j'] := \sum_{k \in \{m\} \cup \mathcal{J} - j} B_{k j}^{-1} B_{j k}, \quad \forall j' \in \mathcal{J} - j
\]

\[
B_{j \rightarrow m, \mathcal{J} - j}[m] := \sum_{k \in \{m\} \cup \mathcal{J} - j} B_{k m}^{-1} B_{j k},
\]

\[
B_{j \rightarrow m, \mathcal{J} - j}[0] := 1 \alpha_j - \sum_{j' \in \mathcal{J} \setminus j} B_{j \rightarrow m, \mathcal{J} - j'[j']} 1 \alpha_{j'} - B_{j \rightarrow m, \mathcal{J} - j[m]} 1 \alpha_m
\]

\[
\zeta = - \sum_{j' \in \mathcal{J} \setminus j} B_{j \rightarrow m, \mathcal{J} - j'[j']} \epsilon_{j'} - B_{j \rightarrow m, \mathcal{J} - j[m]} \epsilon_{m} + \epsilon_{j}
\]

**Proof.** Starting from the PPCA model written in (1) and recalled here

\[
Y = 1 \alpha + W B + \epsilon
\]

and the matrix \( B \in \mathbb{R}^{r \times p} \) being of full rank \( r \), solving this linear system is the same as solving the following reduced system

\[
(Y_{\cdot m} \quad (Y_{\cdot j'})_{j' \in \mathcal{J} - j}) = 1 \alpha_{\cdot r} + (W_1 \ldots W_r) B_{\cdot r} + \epsilon_{\cdot r},
\]

where \( B_{\cdot r} \in \mathbb{R}^{r \times r} \) denotes the reduced matrix \( (B_{j \cdot m} \quad (B_{j' \cdot j})_{j' \in \mathcal{J} - j}) \) of \( B \). Similarly, \( \alpha_{\cdot r} \in \mathbb{R}^r \) and \( \epsilon_{\cdot r} \in \mathbb{R}^{n \times r} \) denote the reduced matrices of \( \alpha \) and \( \epsilon \). With a slight abuse of notation, \( B^{-1} \) denotes the inverse of the reduced matrix \( (B_{j \cdot m} \quad (B_{j' \cdot j})_{j' \in \mathcal{J} - j}) \) which exists using [AI].

Then, one can derive that

\[
(W_1 \ldots W_r) = ((Y_{\cdot m} \quad (Y_{\cdot j'})_{j' \in \mathcal{J} - j}) - 1 \alpha_{\cdot r} - \epsilon_{\cdot r}) B^{-1}.
\]
The expression of $Y_j$ as a function of the latent variables is

$$Y_j = 1\alpha_j + (W_1 \ldots W_r)B_j + \epsilon_j$$

so that

$$Y_j = \sum_{k \in \{m\} \cup J - j} \left( \sum_{l \in \{m\} \cup J - j} B_{lk}^{-1}B_{jl} \right)Y_k - \sum_{k \in \{m\} \cup J - j} \left( \sum_{l \in \{m\} \cup J - j} B_{lk}^{-1}B_{jl} \right)(1\alpha_k + \epsilon_k) + \epsilon_j + 1\alpha_j,$$

which leads to the desired solution.

\[\Box\]

### B.2 Proof of Proposition 4

**Proposition 4** (Mean estimator). Consider the PPCA model \([1]\). Under Assumptions \(A1\) and \(A2\), an estimator of the mean of a MNAR variable $Y_m$, for $m \in M$, can be constructed as follows: choose $j \in J$, and compute

$$\hat{\alpha}_m := \frac{\hat{\alpha}_j - \hat{B}_{j \to m,J - j}[0] - \sum_{j' \in J - j} \hat{B}_{j' \to m,J - j}[j']\hat{\alpha}_{j'}}{\hat{B}_{j \to m,J - j}[m]},$$

with the $(\hat{B}_{j \to m,J - j}[k])$'s estimators of the coefficients given in Definition 3 and assuming that the coefficient $\hat{B}_{j \to m,J - j}[m]$ estimated by $\hat{B}_{j \to m,J - j}[m]$ is non zero.

Under the additional Assumptions \(A3\) and \(A4\), this estimator is consistent.

**Proof.** The main goal is to obtain a formula for $\alpha_m$, i.e.

$$\alpha_m = \frac{\hat{\alpha}_j - \hat{B}_{j \to m,J - j}[0] - \sum_{j' \in J - j} \hat{B}_{j' \to m,J - j}[j']\hat{\alpha}_{j'}}{\hat{B}_{j \to m,J - j}[m]}, \quad (37)$$

from which an estimator can be deduced. The idea is to express $\alpha_j$ from $\alpha_m$ and $(\alpha_{j'})_{j' \in J - j}$. Note that $E[Y_j] = E[E[Y_j|(Y_k)_{k \in \{j\}}]]$. Assumption \(A2\) leads to

$$E[Y_j|(Y_k)_{k \in \{j\}}] = E[Y_j|(Y_k)_{k \in \{j\}}, \Omega_m = 1].$$

Then, by Definition 3 which gives $(Y_j)_{\Omega_m = 1}$,

$$E[Y_j|(Y_k)_{k \in \{j\}}, \Omega_m = 1] = E \left[ B_{j \to m,J - j}[0] + \sum_{k \in \{m\} \cup J - j} B_{j \to m,J - j}[k]Y_k + \zeta^c((Y_k)_{k \in \{j\}}) \right]$$

$$= B_{j \to m,J - j}[0] + \sum_{k \in \{m\} \cup J - j} B_{j \to m,J - j}[k]Y_k + E \left[ \zeta^c((Y_k)_{k \in \{j\}}) \right]$$

Thus, by taking the mean and given that $E[\epsilon_k] = 0$, $\forall k \in \{m\} \cup J - j$, one has

$$\alpha_j = B_{j \to m,J - j}[0] + \sum_{j' \in J - j} B_{j' \to m,J - j}[j']\alpha_{j'} + B_{j \to m,J - j}[m]\alpha_m,$$

implying Equation (37), provided that $B_{j \to m,J - j}[m] \neq 0$.

From this formula for the mean $\alpha_m$, one define its estimator $\hat{\alpha}_m$ as in \(11\). It is trivially consistent as the linear combination of consistent quantities under \(A3\) and \(A4\). \(\Box\)
B.3 Proof of Proposition 5

Proposition 5 (Variance and covariances estimators). Consider the PPCA model. Under Assumptions $\mathcal{A}_1$ and $\mathcal{A}_2$, an estimator of the variance of a MNAR variable $Y_m$, for $m \in \mathcal{M}$ and its covariances with the pivot variables, can be constructed as follows: choose $j \in \mathcal{J}$ and compute

$$
(\widehat{\text{Var}}(Y_m), \widehat{\text{Cov}}(Y_m, (Y_k)_{k \in \mathcal{J}}))^T := (\widehat{M}_j)^{-1} \widehat{P}_j,
$$

assuming that $\sigma^2$ tends to zero and the inverse of the matrix $M_j$ estimated by $(\widehat{M}_j)^{-1}$ exists, with

$$
\widehat{M}_j = \begin{bmatrix}
\Phi & \Phi
\end{bmatrix} \in \mathbb{R}^{(r+1) \times (r+1)},
$$

where

$$
\Phi = (\widehat{B}_{j \rightarrow m, \mathcal{J} \setminus \{j\}})^T (\widehat{\text{Var}}(Y_{\mathcal{J} \setminus \{j\}}) \widehat{B}_{j \rightarrow m, \mathcal{J} \setminus \{j\}})^T
$$

Let us precise that $\widehat{M}_j \in \mathbb{R}^{(r+1) \times (r+1)}$. One has

$$
(\widehat{B}_{k \rightarrow m, \mathcal{J} \setminus \{k\}})_{k \in \mathcal{J}} =
\begin{bmatrix}
\widehat{B}_{j_1 \rightarrow m, \mathcal{J} \setminus \{j_1\}}[m] \\
\vdots \\
\widehat{B}_{j_r \rightarrow m, \mathcal{J} \setminus \{j_r\}}[m]
\end{bmatrix}.
$$

One details $\widehat{M}_k$ for $k = j_1$ and the same definition is valid for all $k \in \mathcal{J}$.

$$
\widehat{M}_{j_1} = \begin{bmatrix}
1 & -\widehat{B}_{j_1 \rightarrow m, \mathcal{J} \setminus \{j_1\}} & \ldots & -\widehat{B}_{j_1 \rightarrow m, \mathcal{J} \setminus \{j_1\}}[m]
\end{bmatrix} \in \mathbb{R}^r
$$

$$
\widehat{P}_j = \begin{bmatrix}
(\widehat{\text{Var}}(Y_j) - Q^c - (\widehat{B}_{j \rightarrow m, \mathcal{J} \setminus \{j\}}[m])^T \widehat{\text{Var}}(Y_{\mathcal{J} \setminus \{j\}}) \widehat{B}_{j \rightarrow m, \mathcal{J} \setminus \{j\}}[m]) \\
((\widehat{B}_{k \rightarrow m, \mathcal{J} \setminus \{k\}})^T (1 - \hat{\alpha}_m \hat{\alpha}_m)^T - \hat{\alpha}_k \hat{\alpha}_m)
\end{bmatrix} \in \mathbb{R}^{(r+1) \times (r+1)}
$$

$$
\hat{Q}^c = \begin{bmatrix}
(\widehat{\text{Var}}(Y_j) \Omega_{m} = 1) \\
- (\widehat{\text{Cov}}((Y_k)_{k \in \mathcal{J}}^T, Y_j) \widehat{\text{Var}}((Y_k)_{k \in \mathcal{J}})^{-1} \widehat{\text{Cov}}((Y_k)_{k \in \mathcal{J}}, Y_j)^T) \Omega_{m} = 1
\end{bmatrix}.
$$

Under the additional Assumptions $\mathcal{A}_3$ and $\mathcal{A}_4$, the estimators for the variance of $Y_m$ and its covariances with the pivot variables given in (13) are consistent.

Proof. As for the mean, to derive some estimator of the variance and the covariances, we want to obtain a formula as

$$
M_j (\text{Var}(Y_m), \text{Cov}(Y_m, (Y_k)_{k \in \mathcal{J}}))^T = (P_j - O(\sigma^2)),
$$

with

$$
M_j = \begin{bmatrix}
\Phi & \Phi
\end{bmatrix} \in \mathbb{R}^{(r+1) \times (r+1)},
$$

Let us precise that $\widehat{M}_j \in \mathbb{R}^{(r+1) \times (r+1)}$. One has

$$
(\widehat{B}_{k \rightarrow m, \mathcal{J} \setminus \{k\}})_{k \in \mathcal{J}} =
\begin{bmatrix}
\widehat{B}_{j_1 \rightarrow m, \mathcal{J} \setminus \{j_1\}}[m] \\
\vdots \\
\widehat{B}_{j_r \rightarrow m, \mathcal{J} \setminus \{j_r\}}[m]
\end{bmatrix}.
$$
One details $M^k$ for $k = j_1$ and the same definition is valid for all $k \in \mathcal{J}$.

$$M^{j_1} = \begin{pmatrix} 1 & -B_{j_1 \rightarrow m,J_{-j_1}[j_1]}^c & \cdots & -B_{j_1 \rightarrow m,J_{-j_1}[J_{-j_1}]}^c \end{pmatrix} \in \mathbb{R}^r,$$

$$P_j = \left[ \begin{array}{c} (\text{Var}(Y_j) - Q^c - (B_{j_1 \rightarrow m,J_{-j_1}}^c)^T \text{Var}(Y_{J_{-j_1}})B_{j_1 \rightarrow m,J_{-j_1}}^c) \\ ((B_{k \rightarrow m,J_{-k}}^c)^T (1 - \mathbb{E}[Y_m]) (\mathbb{E}[Y_k])_{k \in \mathcal{J}} - \mathbb{E}[Y_k]) \mathbb{E}[Y_m] \end{array} \right] \in \mathbb{R}^r,$$

$$O(\sigma^2) = \left[ \begin{array}{c} o_{\text{var}}(\sigma^2) \\ -o_{\text{cov},k}(\sigma^2) \end{array} \right] \in \mathbb{R},$$

with $o_{\text{var}}(\sigma^2)$ and $o_{\text{cov},k}(\sigma^2)$ detailed in (44) and (47) respectively.

$$Q^c = (\text{Var}(Y_j))_{\Omega, m = 1}$$

$$- \left( \text{Cov}(Y_{k})_{k \in \mathcal{J}} Y_j \right) \text{Var}(Y_{k})_{k \in \mathcal{J}}^{-1} \text{Cov}(Y_{k})_{k \in \mathcal{J}} Y_j^T | \Omega, m = 1 \right).$$

The strategy is to prove each equality of the linear system in (38).

**Deriving an equation for the variance.** The idea is first to express $\text{Var}(Y_j)$ from $\text{Var}(Y_m)$, $(\text{Var}(Y_j))_{j \in \mathcal{J}_{-j}}$ and $(\text{Cov}(Y_k, Y_j))_{k \in \mathcal{J}_{-j}, j \in \mathcal{J}_{-j}}$. The law of total variance reads as

$$\text{Var}(Y_j) = \mathbb{E}[\text{Var}(Y_j | Z)] + \text{Var}(\mathbb{E}[Y_j | Z]),$$

with $Z = (Y_k)_{k \in \mathcal{J}_{-j}}$.

For the first term in (40), using Assumption (A2), one has

$$Y_j \perp (\Omega, m = 1) | Z$$

which leads to

$$\text{Var}(Y_j | Z) = \text{Var}(Y_j | Z, \Omega, m = 1).$$

The conditional variance for a Gaussian vector gives

$$\text{Var}(Y_j | Z) = \text{Var}(Y_j) - \text{Cov}(Z, Y_j) \text{Var}(Z)^{-1} \text{Cov}(Z, Y_j)^T,$$

implying that

$$\text{Var}(Y_j | Z, \Omega, m = 1) = (\text{Var}(Y_j) - \text{Cov}(Z, Y_j) \text{Var}(Z)^{-1} \text{Cov}(Z, Y_j)^T | \Omega, m = 1)$$

and then, as deterministic quantity.

$$\mathbb{E}[\text{Var}(Y_j | Z)] = (\text{Var}(Y_j) - \text{Cov}(Z, Y_j) \text{Var}(Z)^{-1} \text{Cov}(Z, Y_j)^T | \Omega, m = 1).$$

One has

$$\text{Cov}(Z, Y_j) \text{Var}(Z)^{-1} \text{Cov}(Z, Y_j)^T = \text{Cov}(Y_{k})_{k \in \mathcal{J}_{-j}} Y_j \text{Var}(Y_{k})_{k \in \mathcal{J}_{-j}}^{-1} \text{Cov}(Y_{k})_{k \in \mathcal{J}_{-j}} Y_j)^T$$

leading to

$$\mathbb{E}[\text{Var}(Y_j | Z)] = Q^c,$$

where $Q^c$ is defined in (39).

For the second term of (40), remark that (A2) implies that

$$\text{Var}(\mathbb{E}[Y_j | Z]) = \text{Var}(\mathbb{E}[Y_j | Z, \Omega, m = 1]),$$
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and
\[
\text{Var}(\mathbb{E}[Y_j | Z, \Omega_{m} = 1]) = \text{Var}\left( \mathbb{E} \left[ B^c_{j \to m, J_{-j}[k]} + \sum_{k \in \{m\} \cup J_{-j}} B^c_{j \to m, J_{-j}[k]} Y_k + \zeta^c \left| Z \right. \right] \right),
\]
meaning
\[
\text{Var}(\mathbb{E}[Y_j | Z, \Omega_{m} = 1])
= \text{Var}\left( \sum_{k \in \{m\} \cup J_{-j}} B^c_{j \to m, J_{-j}[k]} Y_k - \sum_{k \in \{m\} \cup J_{-j}} B^c_{j \to m, J_{-j}[k]} \mathbb{E}[\epsilon; k | Z] + B^c_{j \to m, J_{-j}[0]} + \mathbb{E}[\epsilon; j] \right)
\]
In the variance, the first term is obtained using that the variables \((Y_k)_{k \in \{m\} \cup J_{-j}}\) are \(Z\)-measurable. The two last terms use that \(B^c_{j \to m, J_{-j}[k]}\) is a constant and \(\epsilon; j\) is independent of \(Z\). To calculate the second term, involving \(\mathbb{E}[\epsilon; k | Z]\), one first shows that the vector \(((Y_k)_{k \in \{m\} \cup J_{-j}}, (\epsilon; k)_{k \in \{m\} \cup J_{-j}})^T\) is gaussian. Indeed,

- \((Y_k)_{k \in \{m\} \cup J_{-j}}\) is a gaussian vector, using the model (1).
- \((\epsilon; k)_{k \in \{m\} \cup J_{-j}}\) is a gaussian vector, because its components are independent gaussian variables.
- for \(k \neq \ell \in \{m\} \cup J_{-j}\), \((WB_k, \epsilon; k)\) is a gaussian vector, because \(Y_k \perp \epsilon; \ell\).
- for \(k \in \{m\} \cup J_{-j}\), \((Y_k, \epsilon; k)^T\) is a gaussian vector, given that \(Y_k\) is a linear combination of \((WB_k, \epsilon; k)^T\) which is gaussian, as \(WB_k\) and \(\epsilon; k\) are independent gaussian variables.

Thus,
\[
\mathbb{E}[\epsilon; k | Z] = \mathbb{E}[\epsilon; k] + \text{Cov}(\epsilon; k, Z) \text{Var}(Z)^{-1}(Z - \mathbb{E}[Z])
= \text{Cov}(\epsilon; k, Y_k) (\text{Var}(Z)^{-1})_{k} (Z - \mathbb{E}[Z]),
\]
using \(\text{Cov}(\epsilon; k, Y_j) = 0\), for \(k \neq \ell\).

\[
\text{Var}(Z)^{-1} \text{denotes the inverse of the covariance matrix of} \ Z \text{and} \ (\Gamma_z)_{k} \text{is its} k\text{-th row. It leads to}
\]
\[
\mathbb{E}[\epsilon; k | Z] = \sigma^2 (\Gamma_z)_{k} (Z - \mathbb{E}[Z]). \tag{42}
\]

given that \(\text{Cov}(\epsilon; k, Y_k) = \text{Cov}(\epsilon; k, WB_k + \epsilon; k) = \text{Var}(\epsilon; k)\).

Therefore,
\[
\text{Var}(\mathbb{E}[Y_j | Z, \Omega_{m} = 1]) = \sum_{k \in \{m\} \cup J_{-j}} (B^c_{j \to m, J_{-j}[k]})^2 \text{Var}(Y_k)
+ \sum_{(k, \ell) \in \{m\} \cup J_{-j}} 2B^c_{j \to m, J_{-j}[k]} B^c_{j \to m, J_{-j}[\ell]} \text{Cov}(Y_k, Y_\ell) + o_{\text{var}}(\sigma^2), \tag{43}
\]
where
\[
o_{\text{var}}(\sigma^2) = -2\sigma^2 \sum_{(k, \ell) \in \{m\} \cup J_{-j}} B^c_{j \to m, J_{-j}[k]} B^c_{j \to m, J_{-j}[\ell]} \sum_{(\tau, \tau') \in \{m\} \cup J_{-j}} (\Gamma_z)^{k, \ell}_{\tau, \tau'} \text{Cov}(Y_\ell, Y_{\ell'})
+ \sigma^4 \sum_{k \in \{m\} \cup J_{-j}} (B^c_{j \to m, J_{-j}[k]})^2 \left( \sum_{(\tau, \tau') \in \{m\} \cup J_{-j}} (\Gamma_z)^{k, \ell}_{\tau, \tau'} \text{Var}(Y_\ell) - 2(\Gamma_z)^{k, \ell}_{k \ell} \text{Cov}(Y_\ell, Y_{\ell'}) \right)
- 2\sigma^4 \sum_{(k, \ell) \in \{m\} \cup J_{-j}} B^c_{j \to m, J_{-j}[k]} B^c_{j \to m, J_{-j}[\ell]} \sum_{(\tau, \tau') \in \{m\} \cup J_{-j}} (\Gamma_z)^{k, \ell}_{k \ell} (\Gamma_z)^{k, \ell'}_{k \ell} \text{Cov}(Y_{k \ell}, Y_{k \ell'}) \tag{44}
\]
Combining (41) with (43), one get the following expression for the first line of the linear system
\[
(B^c_{j \to m, J_{-j}[m]})^2 \text{Var}(Y_m) + \sum_{j \in J_{-j}} 2B^c_{j \to m, J_{-j}[j]} B^c_{j \to m, J_{-j}[m]} \text{Cov}(Y_j, Y_m)
= \text{Var}(Y_j) - Q^c - (B^c_{j \to m, J_{-j}[J_{-j}]})^T \text{Var}(Y_{J_{-j}}) B^c_{j \to m, J_{-j}[J_{-j}]} - o_{\text{var}}(\sigma^2) \tag{45}
\]
Deriving equations for the covariances. Let $k$ be an element of $\mathcal{J}$, our objective is to express $\text{Cov}(Y_{m}, Y_{k})$ from $\text{Var}(Y_{m})$, $\alpha_{m}$, $(\alpha_{k})_{k\in \mathcal{J}}$ and $(\text{Cov}(Y_{m}, Y_{k}))_{k \in \mathcal{J}}$.

\[
\text{Cov}(Y_{m}, Y_{k}) = E[Y_{m} Y_{k}] - E[Y_{m}] E[Y_{k}]
\]

\[
= E[E[Y_{m} Y_{k}|Z]] - E[E[Y_{m}] E[Y_{k}]]
\]

\[
= E[Y_{m} E[Y_{k} | Z]] - E[Y_{m}] E[Y_{k}],
\]

(46)

with $Z = (Y_{\ell})_{\ell \in \mathcal{K}}$.

For the first term in (46), one has

\[
E[Y_{m} E[Y_{k} | Z]] = E[Y_{m} E[Y_{k} | Z, \Omega_{m} = 1]]
\]

\[
= E \left[ Y_{m} \left( B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[0] + \sum_{\ell \in \{m\} \setminus \mathcal{J}_{-k}} B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[\ell] Y_{\ell} + E[\zeta_{k}^{c} | Z] \right) \right]
\]

\[
= B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[0] E[Y_{m}] + B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[m] E[Y_{m}^{2}]
\]

\[
+ \sum_{\ell \in \mathcal{J}_{-k}} B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[\ell] E[Y_{m} Y_{\ell}] + o_{\text{cov}, k}(\sigma^{2})
\]

with $\zeta_{k}^{c} = -\sum_{\ell \in \mathcal{J}_{-k}} B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[\ell] \epsilon_{\ell} - B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[m] \epsilon_{m} + \epsilon_{k}$.

Assumption A2 and Definition 3 are used for (i) and (ii) respectively. For (iii), using (42), one has

\[
E[Y_{m} E[\zeta_{k}^{c} | Z]] = E \left[ Y_{m} \left( -\sum_{\ell \in \mathcal{J}_{-k}} B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[\ell] \sigma^{2}(\Gamma Z)_{\ell} (Z - E[Z]) - B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[m] \epsilon_{m} \right) \right],
\]

given that $E[\epsilon_{k} | Z] = E[\epsilon_{k}] = 0$ by independence.

\[
E[Y_{m} E[\zeta_{k}^{c} | Z]]
\]

\[
= -\sigma^{2} \left( \sum_{\ell \in \mathcal{J}_{-k}} B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[\ell] Y_{m} \sum_{\ell' \in \mathcal{J}_{-k}} (\Gamma Z)_{\ell \ell'} (Y_{\ell'} - E[Y_{\ell'}]) \right) + B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[m] \right),
\]

because $E[Y_{m} \epsilon_{m}] = \text{Cov}(Y_{m}, \epsilon_{m}) + E[Y_{m}] E[\epsilon_{m}] = \text{Cov}(Y_{m}, \epsilon_{m}) = \sigma^{2}$. In addition,

\[
E \left[ \sum_{\ell \in \mathcal{J}_{-k}} B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[\ell] Y_{m} \sum_{\ell' \in \mathcal{J}_{-k}} (\Gamma Z)_{\ell \ell'} (Y_{\ell'} - E[Y_{\ell'}]) \right]
\]

\[
= \sum_{\ell, \ell' \in \mathcal{J}_{-k}} \sum_{\ell \in \mathcal{J}_{-k}} (\Gamma Z)_{\ell \ell'} B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[\ell'] \text{Cov}(Y_{m}, Y_{\ell'})
\]

It implies that, in (iii),

\[
o_{\text{cov}, k}(\sigma^{2}) = -\sigma^{2} \left( \sum_{\ell, \ell' \in \mathcal{J}_{-k}} \sum_{\ell \in \mathcal{J}_{-k}} (\Gamma Z)_{\ell \ell'} B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[\ell'] \text{Cov}(Y_{m}, Y_{\ell'}) + B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[m] \right) \right)
\]

(47)

Equation (46) leads thus to

\[
\text{Cov}(Y_{m}, Y_{k}) = B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[0] E[Y_{m}] + B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[m] (\text{Var}(Y_{m}) + E[Y_{m}]^{2})
\]

\[
+ \sum_{\ell \in \mathcal{J}_{-k}} B_{k \rightarrow m, \mathcal{J}_{-k}}^{c}[\ell] (\text{Cov}(Y_{m}, Y_{\ell}) + E[Y_{m}] E[Y_{\ell}]) - E[Y_{m}] E[Y_{k}] + o_{\text{cov}, k}(\sigma^{2}),
\]

(48)
which can be rewritten as
\[
\text{Cov}(Y_m, Y_k) = \mathcal{B}_{-m,J-\hat{m}} \text{Var}(Y_m) - \sum_{\ell \in J - k} \mathcal{B}_{-m,J-\hat{m}} \text{Cov}(Y_m, Y_{\ell})
\]
\[
= (\mathcal{B}_{-m,J-\hat{m}}^T (1 \quad \text{E}[Y_m] \quad (\text{E}[Y_{\ell}])_{\ell \in J - k})^T - \text{E}[Y_k])\text{Var}(Y_m) + o_{\text{cov},k}(\sigma^2), \tag{49}
\]
Combining Equations (45) and (49) forms the desired matrix system (38).

From these formulae for \((\text{Var}(Y_m), \text{Cov}(Y_m, (Y_k)_{k \in J}))^T\), assuming that \(M_j\) is invertible and that \(\sigma^2\) tends to zero, one get their estimators \((\widehat{\text{Var}}(Y_m), \widehat{\text{Cov}}(Y_m, (Y_k)_{k \in J}))^T\) defined in (12).

As for the consistency, \(\hat{\alpha}_m\) is a consistent estimator for \(\alpha_m\) by using Proposition 4. The estimators in (12) are consistent, under Assumption A3, and A4. \(\square\)

B.4 Proof of Proposition 8

For deriving the covariance between a MNAR variable and a MNAR or not pivot variable, we assume the following

A5. \(\forall m \in M, \forall \ell \in \tilde{J}, \) for all set \(H \subset J - j\) such that \(|H| = r - 2, (B_m, B_{\ell} - (B_{j\ell})_{j \in H})\) is invertible,

A6. \(\forall k \in \tilde{J} \setminus M, \forall j \in J, \) for all set \(H \subset J - j\) such that \(|H| = r - 2, Y_j \perp \Omega, (Y_{\ell})_{\ell \in J}\),

A7. \(\forall k, \ell \in \tilde{J}, \ k \neq \ell, \Omega_k \perp \Omega_{\ell}|Y\)

A8. \(\forall j \in J, \forall m \in M, \forall \ell \in \tilde{J}, \) for all set \(H \subset J - j\) such that \(|H| = r - 2, \) the complete-case coefficients \(\mathcal{B}_{j-m,\ell,\hat{m}}^{c}\) and \(\mathcal{B}_{j-m,\ell,\hat{m}}^{c}\), \(\mathcal{B}_{j-m,\ell,\hat{m}}^{c}\), \(k \neq j, k \in (m, \ell) \cup H\) can be consistently estimated. (Here, note that the complete case is when \(\Omega_m = 1\) and \(\Omega_{\ell} = 1\).)

A9. For the variables neither MNAR nor pivot, their means \((\alpha_k)_{k \in \tilde{J} \setminus M}\), variances \((\text{Var}(Y_k))_{k \in \tilde{J} \setminus M}\) and covariances \((\text{Cov}(Y_k, Y_k'))_{k \neq k' \in \tilde{J} \setminus M}\) can be consistently estimated. The covariances between these variables and the pivot variables \((\text{Cov}(Y_j, Y_k))_{j \in J, k \in \tilde{J} \setminus M}\) are also consistent.

**Proposition 8** (Covariance between a MNAR variable and a MNAR or not pivot variable). Consider the PPCA model (1). Under Assumptions A2, A5, A6 and A7, an estimator of the covariance between a MNAR variable \(Y_m\), for \(m \in M\), and a variable \(Y_{\ell}\), for \(\ell \in \tilde{J} \setminus \{m\}\), can be constructed as follows: choose \(j \in J\) and \(r - 2\) variable indexes in \(J - j\) and compute:

\[
\widehat{\text{Cov}}(Y_m, Y_{\ell}) = \frac{1}{\hat{K}} \text{Var}(Y_j) - \hat{q} \sum_{k \in \{m, \ell\} \cup H} (\hat{B}_{j-m,\ell,\hat{m}}^{c})^2 \text{Var}(Y_k) - \sum_{k < k', k \in \{m, \ell\} \cup H, k' \in H} 2\hat{B}_{j-m,\ell,\hat{m}}^{c} \hat{B}_{j-m,\ell,\hat{m}}^{c} \text{Cov}(Y_k, Y_{k'}) \tag{50}
\]

assuming that \(\sigma^2\) tends to zero with and \(\hat{K} = 2\hat{B}_{j-m,\ell,\hat{m}}^{c} \hat{B}_{j-m,\ell,\hat{m}}^{c}\) and

\[
\hat{q} = \left(\text{Var}(Y_j) | \Omega_m = 1, \Omega_{\ell} = 1\right)
\]
\[
- \left(\text{Cov}(Y_k, Y_{\ell}) \text{Var}(Y_k) \text{Var}(Y_{\ell})^{-1} \text{Cov}(Y_k, Y_{\ell}) | \Omega_m = 1, \Omega_{\ell} = 1\right)\]

given that \(K\) estimated by \(\hat{K}\) is non zero.

Under the additional Assumptions A3, A8 and A9, this estimator given in (50) is consistent.

**Proof.** Let \(H\) be the set of the \(r - 2\) variable indexes. One has \(H \subset J - j\). We use the same strategy as the proof for Proposition 5 (paragraph for deriving an equation for the variance).

To derive a formula for \(\text{Cov}(Y_m, Y_{\ell})\), the idea is to express \(\text{Var}(Y_{\ell})\) from \((\text{Var}(Y_k))_{k \in \{m, \ell\} \cup H}\)

and \((\text{Cov}(Y_k, Y_{k'}))_{k \neq k' \in \{m, \ell\} \cup H}\).
The law of total variance reads as
\[ \text{Var}(Y_j) = \mathbb{E}[\text{Var}(Y_j | Z)] + \text{Var}(\mathbb{E}[Y_j | Z]), \]  
(51)
with \( Z = (Y_k)_{k \in [j]} \).

For the first term in (51), one uses
\[ Y_j \perp \Omega_m, \Omega_\ell | Z. \]

If \( Y_m \) and \( Y_\ell \) are both MNAR variables, this conditional independence is obtained using Assumption \( A2 \) and \( A7 \). Otherwise, if \( Y_\ell \) is not a MNAR variable, Assumption \( A6 \) and \( A7 \) lead to the desired result. It implies
\[ \text{Var}(Y_j | Z) \Deltaq \text{Var}(Y_j, \Omega_m = 1, \Omega_\ell = 1). \]
The conditional variance for a Gaussian vector gives
\[ \text{Var}(Y_j | Z) = \text{Var}(Y_j) - \text{Cov}(Z, Y_j) \text{Var}(Z)^{-1} \text{Cov}(Z, Y_j)^T, \]
implying that
\[ \text{Var}(Y_j | Z, \Omega_m = 1, \Omega_\ell = 1) = (\text{Var}(Y_j) - \text{Cov}(Z, Y_j) \text{Var}(Z)^{-1} \text{Cov}(Z, Y_j)^T | \Omega_m = 1, \Omega_\ell = 1) \]
and then, as deterministic quantity,
\[ \mathbb{E}[\text{Var}(Y_j | Z)] = q^c \]  
(52)
with
\[ q^c = (\text{Var}(Y_j) | \Omega_m = 1, \Omega_\ell = 1) \]
\[ - \left( \text{Cov}(Y_k)_{k \in [j]} Y_j | \text{Var}(Y_k)_{k \in [j]} Y_j \right)^{-1} \text{Cov}(Y_k)_{k \in [j]} Y_j | \Omega_m = 1, \Omega_\ell = 1. \]

For the second term of (40), remark that \( A2, A6, \) and \( A7 \) implies that
\[ \text{Var}(\mathbb{E}[Y_j | Z]) = \text{Var}(\mathbb{E}[Y_j | Z, \Omega_m = 1, \Omega_\ell = 1]), \]
and
\[ \text{Var}(\mathbb{E}[Y_j | Z, \Omega_m = 1, \Omega_\ell = 1]) = \text{Var} \left( \mathbb{E} \left[ \left( B^c_{j \rightarrow m, \ell, \mathcal{H}[0]} + \sum_{k \in (m, \ell) \cup \mathcal{H}} B^c_{j \rightarrow m, \ell, \mathcal{H}[k]} Y_k + \zeta^c \right)^2 \mid Z \right] \right), \]
i.e.
\[ \text{Var}(\mathbb{E}[Y_j | Z, \Omega_m = 1, \Omega_\ell = 1]) \]
\[ = \text{Var} \left( \sum_{k \in (m, \ell) \cup \mathcal{H}} B^c_{j \rightarrow m, \ell, \mathcal{H}[k]} Y_k - \sum_{k \in (m, \ell) \cup \mathcal{H}} B^c_{j \rightarrow m, \ell, \mathcal{H}[k]} \mathbb{E}[Y_k | Z] + B^c_{j \rightarrow m, \ell, \mathcal{H}[0]} + \mathbb{E}[\zeta^c] \right) \]
One uses the same reasoning as in the proof of Proposition 5 (paragraph for deriving an equation for the variance) to get
\[ \text{Var}(\mathbb{E}[Y_j | Z, \Omega_m = 1, \Omega_\ell = 1]) = \sum_{k \in (m, \ell) \cup \mathcal{H}} (B^c_{j \rightarrow m, \ell, \mathcal{H}[k]})^2 \text{Var}(Y_k) \]
\[ + \sum_{k,k' \in (m, \ell) \cup \mathcal{H}} 2B^c_{j \rightarrow m, \ell, \mathcal{H}[k]} B^c_{j \rightarrow m, \ell, \mathcal{H}[k']} \text{Cov}(Y_k, Y_{k'}) + o_{\text{covmiss}}(\sigma^2), \]  
(53)
where
\[ o_{\text{covmiss}}(\sigma^2) = -2\sigma^2 \sum_{(k,k') \in (m, \ell) \cup \mathcal{H}} B^c_{j \rightarrow m, \ell, \mathcal{H}[k]} B^c_{j \rightarrow m, \ell, \mathcal{H}[k']} \sum_{\ell' \in (m, \ell) \cup \mathcal{H}} (\Gamma_Z)_{k' \ell'} \text{Cov}(Y_{k'}, Y_{k'}) \]
\[ + \sigma^4 \sum_{k \in (m, \ell) \cup \mathcal{H}} (B^c_{j \rightarrow m, \ell, \mathcal{H}[k]})^2 \left( \sum_{(k' \ell') \in (m, \ell) \cup \mathcal{H}} (\Gamma_Z)_{k' \ell'} \text{Var}(Y_{k'}) - 2(\Gamma_Z)_{k' k} (\Gamma_Z)_{k' \ell'} \text{Cov}(Y_{k'}, Y_{k'}) \right) \]
\[ - 2\sigma^4 \sum_{(k < k') \in (m, \ell) \cup \mathcal{H}} B^c_{j \rightarrow m, \ell, \mathcal{H}[k]} B^c_{j \rightarrow m, \ell, \mathcal{H}[k']} \sum_{(k' \ell') \in (m, \ell) \cup \mathcal{H}} (\Gamma_Z)_{k' k'} (\Gamma_Z)_{k' \ell'} \text{Cov}(Y_{k'}, Y_{k'}) \]  
(54)
Combining (51), (52) and (53), one get the following formula for $\text{Cov}(Y_m, Y_\ell)$,

$$2E^c_{j \rightarrow m, \ell, \mathcal{H}(m)}E^c_{j \rightarrow m, \ell} \text{Cov}(Y_m, Y_\ell) = \text{Var}(Y_\ell) - q^c - \sum_{k \in \{m, \ell\} \cup \mathcal{H}} (B^c_{j \rightarrow m, \ell, \mathcal{H}(k)})^2 \text{Var}(Y_k)$$

$$- \sum_{k < k', k \in \{m, \ell\} \cup \mathcal{H}, k' \in \mathcal{H}} 2E^c_{j \rightarrow m, \ell, \mathcal{H}(k)}E^c_{j \rightarrow m, \ell, \mathcal{H}(k')} \text{Cov}(Y_k, Y_{k'}) - \alpha_{\text{covmiss}}(\sigma^2)$$

An estimator of $\text{Cov}(Y_m, Y_\ell)$ is then derived as in (50), given that $\sigma^2$ tends to zero and $K = B^c_{j \rightarrow m, \ell, \mathcal{H}(m)}B^c_{j \rightarrow m, \ell}$ is non zero.

We use the consistent estimators defined in Proposition 5 for $\text{Var}(Y_m)$ and $\text{Cov}(Y_m, Y_{k \in \mathcal{H}})$. If $Y_\ell$ is also a MNAR variable, Proposition 5 is applied for estimating $\text{Var}(Y_\ell)$ and $\text{Cov}(Y_\ell, Y_{k \in \mathcal{H}})$. Otherwise, if $Y_\ell$ is not a MNAR variable, we use (A9).

Eventually, (A3) and (A8) leads to the consistency of $\widehat{\text{Cov}}(Y_m, Y_\ell)$.

### B.5 Extension to more general mechanisms for the not MNAR variables

The results of Propositions 4, 5, and 8 can be extended to a more general setting than the one presented in Section 2. The pivot variables may be assumed to be MCAR (or observed). The variables which are neither MNAR nor pivot may be observed or satisfying

$$\forall \ell \in \mathcal{J}\setminus \mathcal{M}, \forall i \in \{1, \ldots, n\}, \quad P(\Omega_{id} = 1|Y_i) = P(\Omega_{id} = 1|Y_{ik} \in \mathcal{J}\setminus \mathcal{H}(\ell) \cup \mathcal{M})$$

i.e. they are MCAR or MAR but their missing-data mechanisms may not depend on the pivot variables.

The proofs are similar and not presented here for the sake of brevity.

Note that the main difference is that the complete case has to be extended. For instance, for $j \in \mathcal{J}$ and $k \in \mathcal{J}_{-j}$, the coefficients standing respectively for the intercept and the effects of $Y_j$ on $(Y_m, (Y_{j'} \mid j' \in \mathcal{J}_{-j}))$ in the complete case, i.e. when $\Omega_m = 1, (\Omega_j = 1)_{j \in \mathcal{J}}$ are in this general setting defined as follows

$$(Y_j | \Omega_m = 1, (\Omega_j = 1)_{j \in \mathcal{J}}) := E^c_{j \rightarrow m, \mathcal{J}_{-j}(0)} + \sum_{j' \in \mathcal{J}_{-j}} E^c_{j \rightarrow m, \mathcal{J}_{-j}(j')} Y_{j'} + E^c_{j \rightarrow m, \mathcal{J}_{-j}(m)} Y_m + \zeta^c$$

with $\zeta^c = -\sum_{j' \in \mathcal{J}_{-j}} E^c_{j \rightarrow m, \mathcal{J}_{-j}(j')} \epsilon_{j'} - E^c_{j \rightarrow m, \mathcal{J}_{-j}(m)} \epsilon_m + \epsilon_j$.

### C Other numerical experiments

**Robustness to noise.** Considering the same setting as in Section 4.1 ($n = 1000$, $p = 10$, $r = 2$ and seven self-masked MNAR variables), the methods are tried for different noise levels $\sigma^2 \in \{0.1, 0.3, 0.5, 0.7, 1\}$. The results are presented for one missing variable and for all the other ones, the results are similar. In Figure 5, Algorithm 1 is the only method that does not give a biased estimate of the mean and the variance regardless of the noise level. In Figure 6, despite a larger bias in the estimation of the covariance between a missing variable and a pivot one as the noise level increases, Algorithm 1 outperforms all the other methods, regarding the estimation of the covariance between two missing variables. Note that the formula for the estimate of the covariance between two missing variables relies on the one for the estimate of the variance, but both differ from the one used for the covariance estimation between a missing variable and a pivot one. As expected, in Figures 7 estimation deteriorates as the data gets noisier and then the loading matrix estimation and the prediction error get closer to the results of mean imputation. In term of prediction error, the proposed method yet remains competitive in regards of the approaches (ii) and (iii). Overall, when the noise level increases, the exogeneity will be worse and that ignoring it in practice can be made to the detriment of performance.
Figure 5: Mean estimation (left graphic) and variance estimation (right graphic) of one missing variable for different values of the level of noise when $r = 2$, $n = 1000$, $p = 10$ and seven variables are MNAR. True values to be estimated are indicated by red lines.

Figure 6: Covariance estimation between a missing variable and a pivot one (left graphic) and two missing variables (right graphic) for different values of the level of noise when $r = 2$, $n = 1000$, $p = 10$ and seven variables are MNAR. True values to be estimated are indicated by red lines.

Figure 7: RV coefficients for the loading matrix (left graphic) and prediction error (right graphic) for different values of the level of noise when $r = 2$, $n = 1000$, $p = 10$ and seven variables are MNAR.

Varying the percentage of missing values Considering the same setting as in Section 4.1 ($n = 1000$, $p = 10$, $r = 2$, $\sigma = 0.1$ and seven self-masked MNAR variables), the methods are tried for different percentages of missing values (10%, 30%, 50%). The results are presented in Figure 8. As expected, all the methods deteriorate with an increasing percentage of missing values but our method is stable.
Figure 8: Mean estimation (left graphic), variance estimation (middle graphic) and prediction error (right graphic) for different percentages of missing values when $r = 2$, $n = 1000$, $p = 10$ and seven variables are MNAR.

**Misspecification to the PPCA model.** The fixed effects model is considered, i.e. the data $Y \in \mathbb{R}^{n \times p}$ is generated as a sum of a low-rank matrix $\Theta \in \mathbb{R}^{n \times p}$ (the rank $r$ of $\Theta$ satisfies $r < \min\{n, p\}$) and a Gaussian noise matrix, i.e.

$$Y = \Theta + \epsilon.$$  

The data matrix of size $n = 200$ and $p = 10$ is generated under the fixed effects model as (56) with a rank $r = 2$ (for $\Theta$) and a noise level $\sigma = 0.1$. Missing values are introduced on seven MNAR variables according to a self-masked MNAR mechanism, resulting in 35% missing data in the whole matrix. Figure 9 shows that estimators for the mean and the variance given by Algorithm 1 have a larger variance than those given by the parametric Method (iv). But surprisingly, Algorithm 1 provides less biased estimates of the mean and the variance, than Method (iv) while precisely dedicated to this specific setting. Note that with Method (iv) designed for fixed effects models, the variance is slightly under-estimated, which is expected as the method imputes missing entries with $\hat{\Theta}$ and consequently the variability in the imputed data is smaller than the one in the observed data.

As for the imputation performance, Figure 9 also shows that Algorithm 1 gives similar results as Method (iv) which explicitly models the MNAR mechanism. In addition, despite the model misspecification, it also remains competitive compared to Method (iii) which ignores the MNAR mechanism but is specially designed to handle fixed effect models.

Figure 9: Mean estimation (left graphic), variance estimation (middle graphic) of one missing variable and prediction error (right graphic) when data are generated under the fixed effects model in (56), $r = 2$, $n = 200$, $p = 10$ and seven variables are MNAR. True values to be estimated are indicated by red lines.

**Misspecification to the rank** The misspecification to the parameter $r$ has been evaluated: under a model generated with $r = 3$ latent variables ($n = 1000$, $p = 20$, $\sigma = 0.8$ and ten MNAR self-masked variables), the rank is either underestimated, well estimated or overestimated by giving to Algorithm 1 the information that $r = 2$, $r = 3$ or $r = 4$. Both estimation of the loading matrix and prediction error are shown in Figure 10. The results for an underestimated ($r = 2$) or overestimated ($r = 4$) rank are comparable to the case where the accurate rank is considered instead ($r = 3$), showing a stability of Algorithm 1 to rank misspecification.
General MNAR mechanism  We consider the setting $n = 1000$, $p = 20$ and $\sigma = 0.8$. Here, missing values are introduced on ten variables $(Y_{ik})_{k \in \{1:10\}}$ using a more general MNAR mechanism (see (3)) than the self-masked one. In particular, the MNAR mechanism we consider is defined as follows,

$$\forall m \in [1:10], \forall i \in \{1, \ldots, n\}, \Pr(\Omega_{im} = 1 | Y_i) = \Pr(\Omega_{im} = 1 | Y_{im}, Y_{ik}, Y_{i\ell}),$$  \hspace{1cm} (57)

where $k$ and $\ell$ are indexes of MNAR variables randomly chosen such that $k \neq \ell \in [1:10] \backslash \{m\}$. In Figure 11, Algorithm provides the best estimators of the mean and the variance (in term of bias) and the smallest prediction error.

Higher dimension and variation of the rank  The performance of the different methods for higher dimension is assessed. A data matrix of size $n = 1000$, $p = 50$ is generated from two latent variables ($r = 2$) and with a noise level $\sigma = 1$. Missing values are introduced on twenty variables according to a self-masked MNAR mechanism, leading to 20% of missing values in total. Without loss of generality, the results are presented for one missing variable. Method [iv] has been discarded, as its computational time is too high for this setting.

Figure 10: RV coefficients for the loading matrix (left graphic) and prediction error (right graphic) when $r = 3$, $n = 1000$, $p = 20$ and ten variables are MNAR for different cases where the rank is either underestimated, well estimated or overestimated.

Figure 11: Mean estimation (left graphic), variance estimation (middle graphic) of one missing variable and prediction error (right graphic) when $r = 2$, $n = 1000$, $p = 20$ and ten variables are MNAR as in (57).
Figure 12: Mean estimation (left graphic) and variance estimation (right graphic) of one missing variable when \( r = 2, n = 1000, p = 50 \) and twenty variables are MNAR. True values to be estimated are indicated by red lines.

Figure 13: Covariance estimation between two missing variable (left graphic) and a missing variable and a pivot one (right graphic) when \( r = 2, n = 200, p = 10 \) and seven variables are MNAR. True values to be estimated are indicated by red lines.

Figure 14: RV coefficients for the loading matrix (left graphic) and prediction error (right graphic) when \( r = 2, n = 1000, p = 50 \) and twenty variables are MNAR.

In Figure 12, as for the estimated mean and variance, Methods (i), (ii) and (iii) suffers from a large bias, whereas Algorithm 1 gives unbiased estimators. The same comments can be done for the estimation of the covariance between two missing values in Figure 13. As for the covariance estimation between a missing variable and a pivot one (Figure 13), Algorithm 1 suffers from a variability, which can be due to the fact that in this higher dimension setting, not all the possible combinations of pivot variables are considered. Indeed, instead of taking the set of pivot variables as all the not MNAR variables \( \mathcal{J} = \mathcal{M} \), we choose \( \mathcal{J} \subset \mathcal{M} \) such that \(|\mathcal{J}| = 10\). For the mean, 270 combinations of the pivot variables are aggregated over 870 possible combinations if \( \mathcal{J} = \mathcal{M} \).

Despite this dispersed estimator of the covariance between a MNAR variable and a pivot one, Algorithm 1 gives in Figure 14 a high RV coefficient, by improving Methods (i), (iii) and (ii). Concerning the imputation performance, Algorithm 1 strongly improves Methods (ii) and (iii).

For the same dimension setting \((n = 1000, p = 50)\) and the same noise level \((\sigma = 1)\), we vary the rank to \( r = 5 \). Similarly as before, missing values are introduced on twenty variables according to a
self-masked MNAR mechanism, leading to 20% of missing values in total. In Figure 15 for the mean and the variable estimations, Algorithm 1 gives unbiased estimators. In Figure 16 the covariance between a missing variable and a pivot one estimated by Algorithm 1 is biased but still less than the other methods. In addition, the covariance between two missing variables is unbiased but suffers from a high variability. Note that once again we have chosen \( J \subset M \) such that \( |J| = 10 \). For the mean, 1260 combinations of the pivot variables are aggregated over 712530 possible combinations if \( J = M \). In Figure 17, despite such results for the covariance estimators, Algorithm 1 gives a similar RV coefficient than Methods (ii) and (iii) but strongly improves all the methods in term of prediction error.

![Figure 15: Mean estimation (left graphic) and variance estimation (right graphic) of one missing variable when \( r = 5 \), \( n = 1000 \), \( p = 50 \) and twenty variables are MNAR. True values to be estimated are indicated by red lines.](image)

![Figure 16: Covariance estimation between two missing variable (left graphic) and a missing variable and a pivot one (right graphic) when \( r = 5 \), \( n = 1000 \), \( p = 50 \) and twenty variables are MNAR. True values to be estimated are indicated by red lines.](image)

![Figure 17: RV coefficients for the loading matrix (left graphic) and prediction error (right graphic) when \( r = 5 \), \( n = 1000 \), \( p = 50 \) and twenty variables are MNAR.](image)

**D Computation time**

Table 1 gathers computation times of the different methods, for both settings considered in Sections 4 and C.
Table 1: Computation time for simulations in Sections 4 and Appendix C. The process time is obtained for a computer with a processor Intel Core i5 of 2.3 GHz.

<table>
<thead>
<tr>
<th>Method</th>
<th>$r = 2, p = 10, n = 1000$</th>
<th>$r = 5, p = 50, n = 1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNAR algebraic</td>
<td>0.1 s</td>
<td>11 min 48 s (1260 aggregations)</td>
</tr>
<tr>
<td>SoftMAR</td>
<td>5.5 s</td>
<td>28 s</td>
</tr>
<tr>
<td>EMMAR</td>
<td>50.8 s</td>
<td>2 min 9 s</td>
</tr>
<tr>
<td>Param</td>
<td>5 h 15 min</td>
<td>not evaluated</td>
</tr>
</tbody>
</table>

E Details on the variables in TraumaBase®

A description of the variables which are used in Section 4.2 is given. The indications given in parentheses ph (pre-hospital) and h (hospital) mean that the measures have been taken before the arrival at the hospital and at the hospital.

- **SBP.ph, DBP.ph, HR.ph**: systolic and diastolic arterial pressure and heart rate during pre-hospital phase. (ph)
- **HemoCue.init**: prehospital capillary hemoglobin concentration. (ph)
- **SpO2.min**: peripheral oxygen saturation, measured by pulse oxymetry, to estimate oxygen content in the blood. (ph)
- **Cristalloid.volume**: total amount of prehospital administered cristalloid fluid resuscitation (volume expansion). (ph)
- **Shock.index.ph**: ratio of heart rate and systolic arterial pressure during pre-hospital phase. (ph)
- **Delta.shock.index**: Difference of shock index between arrival at the hospital and arrival on the scene. (h)
- **Delta.hemoCue**: Difference of hemoglobin level between arrival at the hospital and arrival on the scene. (h)

F Graphical approach

F.1 Preliminaries

Lemmas of Mohan et al. [17] are used to construct some estimators of the mean, variance and covariances for a MNAR variable based on a graphical approach.

**Lemma 9** (Lemma 2 [17]). Let us consider the m-graph $G$. The coefficient of the linear regression of $Y_j$ on $Y_k$, $k \neq j$, denoted as $\beta_{j \rightarrow k, k \neq j}$ is recoverable (i.e. they are consistent in the complete-case analysis) if $Y_j \perp \Omega | Y_k, k \neq j$ and one has

$$\beta_{j \rightarrow k, k \neq j} = \beta_{j \rightarrow k, k \neq j}^c.$$  

**Lemma 10** (Lemma 1). ([17])(Graphical approach for computing the covariance) Let $G$ be a m-graph with $k$ unblocked paths $p_1, \ldots, p_k$ between two variables $Y_\tau$ and $Y_\delta$. Let $A_{p_i}$ be the ancestor of all notes on path $p_i$. Let the number of notes on $p_i$ be $n_{p_i}$. One can derive that

$$\text{Cov}(Y_\tau, Y_\delta) = \sum_{i=1}^{k} \text{Var}(A_{p_i}) \prod_{j=1}^{n_{p_i}-1} \alpha_j^{p_i},$$

where $\prod_{j=1}^{n_{p_i}-1} \alpha_j^{p_i}$ is the product of all causal parameters on path $p_i$.

In addition, let us recall the basic formula,

$$\beta_{Y \rightarrow X} = \frac{\text{Cov}(X, Y)}{\text{Var}(X)},$$

where $Y$ and $X$ are two variables of a linear model.
F.2 Estimation of the mean, variance and covariances of the MNAR variables

The graphical approach to construct an estimator of $\alpha_1$ is based on the transformation illustrated in Figure 1 of the graphical model of PPCA as structural causal graphs, whose context is introduced in [20]. This latter framework allows to directly apply the results of Mohan et al. [17] who consider the associated (linear) structural causal equations under the exogeneity assumption with MNAR missing values for one variable.

For the sake of brevity, the results are presented for the toy example in Section 3.1 where $p = 3$, $r = 2$ and $Y_1$ is self-masked MNAR and the other variables are observed.

Then, one can associate to Figure 1 (bottom right graph) the structural equation model detailed in the following lemma.

**Lemma 11.** Assuming $E[\epsilon_2|Y_1, Y_3] = 0$, the structural equation model associated with the bottom right graph in Figure 1 is:

$$Y_2 = \beta_{2 \rightarrow 1, 3[0]} + \beta_{2 \rightarrow 1, 3[1]} Y_1 + \beta_{2 \rightarrow 1, 3[3]} Y_3 + \epsilon_2,$$

where $\beta_{2 \rightarrow 1, 3[0]}$, $\beta_{2 \rightarrow 1, 3[1]}$ and $\beta_{2 \rightarrow 1, 3[3]}$ are the intercept and the coefficients of the linear regression of $Y_2$ on $Y_1$ and $Y_3$.

Using Equation (59) and Lemma 9 we apply the results of Mohan et al. [17] to get an estimator for the mean of the MNAR variable.

**Proposition 12** (Mean estimator for the graphical approach). Under the equation (59), assuming $\textbf{A1}$ and $\beta_{2 \rightarrow 1, 3} \neq 0$, one can construct an estimator of the mean $\alpha_1$ of the MNAR variable $Y_1$ as follows:

$$\hat{\alpha}_1 := \frac{\hat{\alpha}_2 - \hat{\beta}_{2 \rightarrow 1, 3[0]} - \hat{\beta}_{2 \rightarrow 1, 3[3]} \hat{\alpha}}{\hat{\beta}_{2 \rightarrow 1, 3[1]}},$$

where $\hat{\beta}_{2 \rightarrow 1, 3[0]}$, $\hat{\beta}_{2 \rightarrow 1, 3[1]}$ and $\hat{\beta}_{2 \rightarrow 1, 3[3]}$ denote some estimators of $\beta_{2 \rightarrow 1, 3[0]}$, $\beta_{2 \rightarrow 1, 3[1]}$ and $\beta_{2 \rightarrow 1, 3[3]}$ given in Lemma [17]. This estimator is consistent under additional Assumption $\textbf{A4}$.

**Proof.** To derive some estimator of the mean, we want to obtain the following formula

$$\alpha_1 = \frac{\alpha_2 - \beta_{2 \rightarrow 1, 3[0]} - \beta_{2 \rightarrow 1, 3[3]} \alpha_3}{\beta_{2 \rightarrow 1, 3[1]}},$$

Indeed, one has:

$$E[Y_2] = E[E[Y_2|Y_1, Y_3]$$

$$= E[E[Y_2|Y_1, Y_3, \Omega_1 = 1]]$$

$$= E[E[\beta_{2 \rightarrow 1, 3[0]} + \beta_{2 \rightarrow 1, 3[1]} Y_1 + \beta_{2 \rightarrow 1, 3[3]} Y_3 + \epsilon_2|Y_1, Y_3]]$$

$$= \beta_{2 \rightarrow 1, 3[0]} + \beta_{2 \rightarrow 1, 3[1]} E[Y_1] + \beta_{2 \rightarrow 1, 3[3]} E[Y_3],$$

which leads to the desired Equation (61), provided that $\beta_{2 \rightarrow 1, 3[1]} \neq 0$. A natural estimator of $\alpha_1$ is then given by (60). It is consistent given that all the quantities involved are consistent, by using $\textbf{A4}$ (for the consistency of $\hat{\alpha}_2$ and $\hat{\alpha}_3$) and Lemma 9 (for the consistency of the coefficients $\hat{\beta}_{2 \rightarrow 1, 3[0]}$, $\hat{\beta}_{2 \rightarrow 1, 3[1]}$ and $\hat{\beta}_{2 \rightarrow 1, 3[3]}$).

**Remark 13** (Mean estimation: algebraic vs. graphical approach). In both approaches, the PPCA model is translated into a linear model. However, both estimators in Equations (59) and (60) theoretically differ. The exogeneity assumption and approximation is not made at the same step. In the algebraic approach, the results are first derived without using any approximation. It gives linear models that do not comply with the standard exogeneity assumption. Consequently, an approximation is done at the estimation step since the parameters $\bar{B}_{2 \rightarrow 1, 3[0]}$, $\bar{B}_{2 \rightarrow 1, 3[1]}$ and $\bar{B}_{2 \rightarrow 1, 3[3]}$ are estimated with the standard linear regression coefficients. In the graphical approach, an approximation is made at the first step when a structural equation model is associated with the graphical model by assuming the exogeneity, i.e. $E[\epsilon_2|Y_1, Y_3] = 0$. In practice, for both approaches, the same coefficients are naturally computed, i.e. $\beta_{j \rightarrow k, \ell} = \bar{B}_{j \rightarrow k, \ell}$, which leads to the same computed estimators for the mean of $Y_1$. 
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Whereas only one simplified graphical model between $Y_1, Y_2$ and $Y_3$, displayed in the bottom right graph of Figure [1] was required to construct an estimator of the mean of $Y_1$, the variance and covariance estimation relies on Equation (59) and the following one (associating to the bottom left graph of Figure [1]),

$$Y_3 = \beta_{3\rightarrow 1,2}[0] + \beta_{3\rightarrow 1,2}[1]Y_1 + \beta_{3\rightarrow 1,2}[2]Y_2 + \epsilon_3, \tag{62}$$

assuming $\mathbb{E}[\epsilon_3|Y_1, Y_2] = 0$ and where $\beta_{3\rightarrow 1,2}[0], \beta_{3\rightarrow 1,2}[1]$ and $\beta_{3\rightarrow 1,2}[2]$ are the intercept and the coefficients of the linear regression of $Y_3$ on $Y_1$ and $Y_2$.

Using Equations (59) and (62) and Lemmas [9][10], one can derive some estimators for the variance and the covariances of $Y_1$.

**Proposition 14** (Variance and covariances formulae resulting from the graphical approach when $p = 3$ and $r = 2$). Under the two equations (59) and (62), assuming $A^4$ and also $\beta_{3\rightarrow 1} \neq 0$, $\beta_{2\rightarrow 1,3}[1] \neq 0$ and $\text{Var}(Y_3) \neq 0$, one can construct an estimator of the variance of the MNAR variable $Y_1$ and its covariances as follows

$$\widehat{\text{Var}}(Y_1) := \frac{\text{Var}(Y_3)}{\beta_{3\rightarrow 1}^2} \frac{1}{\beta_{2\rightarrow 1,3}[1]} \left( \frac{\text{Cov}(Y_2, Y_3)}{\text{Var}(Y_3)} - \hat{\beta}_{2\rightarrow 1,3}[3] \right), \tag{63}$$

$$\widehat{\text{Cov}}(Y_1, Y_2) := \frac{1}{\beta_{3\rightarrow 1,2}[1]} \left( \frac{\text{Cov}(Y_2, Y_3)}{\text{Var}(Y_2)} - \hat{\beta}_{3\rightarrow 1,2}[2] \right) \widehat{\text{Var}}(Y_2), \tag{64}$$

$$\widehat{\text{Cov}}(Y_1, Y_3) := \frac{1}{\beta_{2\rightarrow 1,3}[1]} \left( \frac{\text{Cov}(Y_2, Y_3)}{\text{Var}(Y_3)} - \hat{\beta}_{2\rightarrow 1,3}[3] \right) \widehat{\text{Var}}(Y_3), \tag{65}$$

where $\hat{\beta}_{3\rightarrow 1,2}[1]$, $\hat{\beta}_{3\rightarrow 1,2}[2]$ and $\hat{\beta}_{3\rightarrow 1}$ are some estimators of $\beta_{3\rightarrow 1,2}[1]$, $\beta_{3\rightarrow 1,2}[2]$ and $\beta_{3\rightarrow 1}$ given in (62).

These estimators are consistent under additional Assumption $A^4$.

**Proof.** To derive some estimators of the variance and covariances of the MNAR variable $Y_1$, one want to obtain the following formulas:

$$\text{Var}(Y_1) = \frac{\text{Var}(Y_3)}{\beta_{3\rightarrow 1}^2} \frac{1}{\beta_{2\rightarrow 1,3}[1]} \left( \frac{\text{Cov}(Y_2, Y_3)}{\text{Var}(Y_3)} - \beta_{2\rightarrow 1,3}[3] \right), \tag{66}$$

$$\text{Cov}(Y_1, Y_2) = \frac{1}{\beta_{3\rightarrow 1,2}[1]} \left( \frac{\text{Cov}(Y_2, Y_3)}{\text{Var}(Y_2)} - \beta_{3\rightarrow 1,2}[2] \right) \text{Var}(Y_2), \tag{67}$$

$$\text{Cov}(Y_1, Y_3) = \frac{1}{\beta_{2\rightarrow 1,3}[1]} \left( \frac{\text{Cov}(Y_2, Y_3)}{\text{Var}(Y_3)} - \beta_{2\rightarrow 1,3}[3] \right) \text{Var}(Y_3). \tag{68}$$

Using Equation (58), one has

$$\text{Cov}(Y_1, Y_3) = \text{Var}(Y_1)\beta_{3\rightarrow 1},$$

$$\text{Cov}(Y_3, Y_1) = \text{Var}(Y_3)\beta_{1\rightarrow 3},$$

so

$$\text{Var}(Y_1) = \frac{\text{Var}(Y_3)\beta_{1\rightarrow 3}}{\beta_{3\rightarrow 1}}.$$ 

Considering the graphical model in the bottom left graph of Figure [1],

$$\text{Cov}(Y_2, Y_3) = \beta_{2\rightarrow 1,3}[1]\beta_{1\rightarrow 3}\text{Var}(Y_3) + \beta_{2\rightarrow 1,3}[3]\text{Var}(Y_3) \tag{by Lemma [10]}$$

$$\Rightarrow \beta_{1\rightarrow 3} = \frac{1}{\beta_{2\rightarrow 1,3}[1]} \left( \frac{\text{Cov}(Y_2, Y_3)}{\text{Var}(Y_3)} - \beta_{2\rightarrow 1,3}[3] \right), \tag{69}$$

so

$$\text{Var}(Y_1) = \frac{\text{Var}(Y_3)}{\beta_{3\rightarrow 1}^2} \frac{1}{\beta_{2\rightarrow 1,3}[1]} \left( \frac{\text{Cov}(Y_2, Y_3)}{\text{Var}(Y_3)} - \beta_{2\rightarrow 1,3}[3] \right).$$
where the last implication is given by Lemma 9 and Assumption A1, giving also
\[ \beta_{3 \rightarrow 1} = \beta_{3 \rightarrow 1}^{c}, \]
which leads to Equation (66).

By (68), the covariances can be expressed in two different ways,
\[
\begin{align*}
\text{Cov}(Y_1, Y_2) &= \beta_{2 \rightarrow 1} \text{Var}(Y_1) \quad \text{and} \quad \text{Cov}(Y_1, Y_3) = \beta_{3 \rightarrow 1} \text{Var}(Y_1), \\
\text{Cov}(Y_1, Y_2) &= \beta_{1 \rightarrow 2} \text{Var}(Y_2) \quad \text{and} \quad \text{Cov}(Y_1, Y_3) = \beta_{1 \rightarrow 3} \text{Var}(Y_3).
\end{align*}
\]

In (70), the coefficients \( \beta_{2 \rightarrow 1} \) and \( \beta_{3 \rightarrow 1} \) can be estimated on the complete case using Lemma 9, but the variance of \( Y_1 \) has still to be taken care of. Instead of potentially propagate error from (66), we propose to favor the expressions given in (71) to evaluate the covariances.

Focusing on (71), the coefficient \( \beta_{1 \rightarrow 3} \) is given in (69) and \( \beta_{1 \rightarrow 2} \) can be obtained using the same method, based on the reduced graphical model in the bottom right graph of Figure 1 (by Assumption A1), so that
\[
\beta_{1 \rightarrow 2} = \frac{1}{\beta_{3 \rightarrow 1,2}^{c}[1]} \left( \text{Cov}(Y_2, Y_3) - \beta_{3 \rightarrow 1,2}^{c}[2] \text{Var}(Y_2) \right).
\]

Therefore, by plugging it in (71), Equations (67) and (68) are obtained.

The natural estimators for \( \text{Var}(Y_1), \text{Cov}(Y_1, Y_2) \) and \( \text{Cov}(Y_1, Y_3) \) are then given by (63), (64) and (65). They are consistent given that all the quantities involved are consistent, by using A4 (for the consistency of \( \text{Var}(Y_2), \text{Var}(Y_3) \) and \( \text{Cov}(Y_2, Y_3) \)) and Lemma 9 (for the consistency of \( \beta_{j \rightarrow k,\ell}^{c} \)).

**Remark 15** (Var-covariance estimation: algebraic vs. graphical approach). As for the mean, the exogeneity assumption is required in the last step of the algebraic approach to estimate coefficients in the first step of the graphical approach to obtain structural equation models. However, contrary to the estimator suggested for the mean, the estimators in both graphical and algebraic approaches here differ (compare (12) with (65), (64) and (65)). Indeed, the algebraic approach is based on the use of conditionality, whereas the graphical one relies on graphical results standing for the linear models when exogeneity holds.

**G  PPCA with MAR data**

The following proposition is an adaptation of our method to handle MAR data, called MAR in Section 4.1 inspired by [17] Theorems 1, 2, 3. In the MAR case, we assume the following

\[ \mathbf{A1}_{\text{MAR}} \cdot \quad (B_{j'})_{j' \in \mathcal{J}} \text{ is invertible.} \]

\[ \mathbf{A2}_{\text{MAR}} \cdot \quad \forall m \in \mathcal{M}, Y_{m} \perp \Omega, (Y_{k})_{k \in \{m\}} \]

\[ \mathbf{A3}_{\text{MAR}} \cdot \quad \forall m \in \mathcal{M}, \text{the complete-case coefficients } B^{c}_{m \rightarrow \mathcal{J}[0]} \text{ and } B^{c}_{m \rightarrow \mathcal{J}[k]}, k \in \mathcal{J} \text{ can be consistently estimated.} \]

\[ \mathbf{A5}_{\text{MAR}} \cdot \quad \forall \ell \in \hat{\mathcal{J}}, \text{ for all set } \mathcal{H} \subset \mathcal{J}_{-\ell} \text{ such that } |\mathcal{H}| = r - 1, (B_{\ell} (B_{j'})_{j' \in \mathcal{H}}) \text{ is invertible,} \]

\[ \mathbf{A6}_{\text{MAR}} \cdot \quad \forall m \in \mathcal{M}, \forall \ell \in \hat{\mathcal{J}} \setminus \mathcal{M}, \forall j \in \mathcal{J}, \quad Y_{m} \perp \Omega, (Y_{k})_{k \in \{m\}} \]

\[ \mathbf{A8}_{\text{MAR}} \cdot \quad \forall m \in \mathcal{M}, \forall \ell \in \{m\} \setminus \hat{\mathcal{J}}, \text{ for all set } \mathcal{H} \subset \mathcal{J} \text{ such that } |\mathcal{H}| = r - 1, \text{ the complete-case coefficients } B^{c}_{m \rightarrow \ell, \mathcal{H}[0]} \text{ and } B^{c}_{m \rightarrow \ell, \mathcal{H}[k]}, k \in \{\ell\} \cup \mathcal{H} \text{ can be consistently estimated.} \]

**Proposition 16** (Expectation, variance and covariances formulae for a MAR variable when \( p = 3 \) and \( r = 2 \)). Consider the PPCA model (1). Under Assumptions \[ \mathbf{A1}_{\text{MAR}}, \quad \text{and } \mathbf{A2}_{\text{MAR}} \] one can construct the estimators of the mean, the variance and the covariances with a pivot variable for any MAR variable \( Y_{m}, m \in \mathcal{M}, \) as follows

\[
\hat{\alpha}_{m} = \hat{B}^{c}_{m \rightarrow \mathcal{J}[0]} + \sum_{j \in \mathcal{J}} \hat{B}^{c}_{m \rightarrow \mathcal{J}[j]} \hat{\alpha}_{j},
\]

with \( \mathcal{J} \) the pivot variables set,
– the variance of the missing variable
\[
\hat{\text{Var}}(Y_m) = \hat{Q}_{\text{MAR}} + \sum_{j \in \mathcal{J}} (\hat{B}_{m \rightarrow \mathcal{J}[j]}^c)^2 \hat{\text{Var}}(Y_j)
\]
\[
+ 2 \sum_{(j<k) \in \mathcal{J}} \hat{B}_{m \rightarrow \mathcal{J}[j]}^c \hat{B}_{m \rightarrow \mathcal{J}[k]}^c \hat{\text{Cov}}(Y_j, Y_k),
\]
with
\[
\hat{Q}_{\text{MAR}} = \left( \hat{\text{Var}}(Y_m)|\Omega, m = 1 \right)
\]
\[
- \left( \hat{\text{Cov}}((Y_j)_{j \in \{m\}}, Y_m)\hat{\text{Var}}((Y_j)_{j \in \{m\}})^{-1} \hat{\text{Cov}}((Y_j)_{j \in \{m\}}, Y_m)^T |\Omega, m = 1 \right).
\]

– the covariances between the missing variable and a pivot variable, for all \(\ell \in \mathcal{J}\),
\[
\hat{\text{Cov}}(Y_m, Y_\ell) = \hat{B}_{m \rightarrow \mathcal{J}[0]}^c \hat{\alpha}_\ell + \hat{B}_{m \rightarrow \mathcal{J}[\ell]}^c \left( \hat{\text{Var}}(Y_\ell) + \hat{\alpha}_\ell^2 \right)
\]
\[
+ \sum_{k \in \mathcal{J}_- \ell} \hat{B}_{m \rightarrow \mathcal{J}[k]}^c \left( \hat{\text{Cov}}(Y_\ell, Y_k) + \hat{\alpha}_\ell \hat{\alpha}_k \right) - \hat{\alpha}_m \hat{\alpha}_\ell
\]

Under Assumption [A3\text{MAR}] and [A4], these estimators are consistent.

In addition, under Assumption [A5\text{MAR}, A6\text{MAR}, and A7], one can construct the estimator of the covariance between a MAR variable \(Y_m\) for \(m \in \mathcal{M}\) and any not pivot variable as follows

– the covariances between the missing variable and any not pivot variable, for all \(\ell \in \{m\}\setminus \mathcal{J}\), choose \(r-1\) variable indexes in \(\mathcal{J}\) to form the set \(\mathcal{H} \cup \mathcal{J}\) such that \(|\mathcal{H}| = r-1\)
\[
\hat{\text{Cov}}(Y_m, Y_\ell) = \hat{B}_{m \rightarrow \mathcal{H}[0]}^c \hat{\alpha}_\ell + \hat{B}_{m \rightarrow \mathcal{H}[\ell]}^c \left( \hat{\text{Var}}(Y_\ell) + \hat{\alpha}_\ell^2 \right)
\]
\[
+ \sum_{k \in \mathcal{H}} \hat{B}_{m \rightarrow \mathcal{H}[k]}^c \left( \hat{\text{Cov}}(Y_\ell, Y_k) + \hat{\alpha}_\ell \hat{\alpha}_k \right) - \hat{\alpha}_m \hat{\alpha}_\ell
\]

Under the additional Assumptions [A8\text{MAR} and A9], this estimator is consistent.

**Proof.** The proof follows exactly the same direction than in Proposition 4, 5 and 8. The only difference is that the regressions used are not the same.

For the sake of clarity, consider the same toy example as in Section 3.1 where \(p = 3, r = 2\), in which only one variable can be missing (at random), and fix \(\mathcal{M} = \{1\}\) and \(\mathcal{J} = \{2, 3\}\). Note that here the MAR mechanism leads to \(P(\Omega_1 = 0|Y_1, Y_2, Y_3) = P(\Omega_1 = 0|Y_2, Y_3)\). The goal is to estimate the mean of \(Y_1\), without specifying the distribution of the missing-data mechanism and using only the observed data.

Assumption [A1\text{MAR}] allows to obtain linear link between the MAR variable \(Y_1\) and the pivot variables \((Y_2, Y_3)\). In particular, one has
\[
Y_1 = \beta_{1 \rightarrow 2,3[0]} + \beta_{1 \rightarrow 2,3[2]} Y_2 + \beta_{1 \rightarrow 2,3[3]} Y_3 + \zeta,
\]
with \(\beta_{1 \rightarrow 2,3[0]}, \beta_{1 \rightarrow 2,3[2]}\) and \(\beta_{1 \rightarrow 2,3[3]}\) the intercept and coefficients standing for the effects of \(Y_1\) on \(Y_2\) and \(Y_3\), and with
\[
\zeta = -B_{1 \rightarrow 2,3[2]} \epsilon_2 - B_{1 \rightarrow 2,3[3]} \epsilon_3 + \epsilon_1
\]

Assumption [A2\text{MAR}] i.e. \(Y_1 \perp \Omega_1|Y_2, Y_3\), is required to obtain identifiable and consistent parameters of the distribution of \(Y_1\) given \(Y_2, Y_3\) in the complete-case when \(\Omega_1 = 1\), denoted as \(\beta_{1 \rightarrow 2,3[0]}, \beta_{1 \rightarrow 2,3[2]}^c\) and \(\beta_{1 \rightarrow 2,3[3]}^c\),
\[
(Y_1)_{\Omega_1=1} = \beta_{1 \rightarrow 2,3[0]}^c + \beta_{1 \rightarrow 2,3[2]}^c Y_2 + \beta_{1 \rightarrow 2,3[3]}^c Y_3 + \zeta^c,
\]
with
\[
\zeta^c = -B_{1 \rightarrow 2,3[2]}^c \epsilon_2 - B_{1 \rightarrow 2,3[3]}^c \epsilon_3 + \epsilon_1
\]
(In the MNAR case, the regression of \( Y_1 \) on \( (Y_2, Y_3) \) is prohibited, as \( A2_{\text{MAR}} \) does not hold. That is why we used the regression of \( Y_2 \) on \( Y_1 \) and \( Y_3 \));

Using again \( A2_{\text{MAR}} \), one has

\[
E[Y_1|Y_2, Y_3, \Omega_1 = 1] = E \left[ \beta_{1\rightarrow 2,3}[0] + \beta_{1\rightarrow 2,3}[1] Y_2 + \beta_{1\rightarrow 2,3}[3] Y_3 | Y_2, Y_3 \right] + E[\zeta|Y_2, Y_3],
\]

and taking the expectation leads to

\[
E[Y_1] = \beta_{1\rightarrow 2,3}[0] + \beta_{1\rightarrow 2,3}[1] E[Y_2] + \beta_{1\rightarrow 2,3}[3] E[Y_3],
\]

given that \( E[\epsilon_k] = 0, \forall k \in \{1, 2, 3\} \).

One obtains

\[
\alpha_1 = \beta_{1\rightarrow 2,3}[0] + \beta_{1\rightarrow 2,3}[1] \alpha_2 + \beta_{1\rightarrow 2,3}[3] \alpha_3
\]

A natural estimator for \( \alpha_1 \) is

\[
\hat{\alpha}_1 = \hat{\beta}_{1\rightarrow 2,3}[0] + \hat{\beta}_{1\rightarrow 2,3}[1] \hat{\alpha}_2 + \hat{\beta}_{1\rightarrow 2,3}[3] \hat{\alpha}_3,
\]

which is consistent using Assumption \( A3_{\text{MAR}} \) and \( A4 \). \( \square \)