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Valentin Belissen
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Abstract— This Research Project Summary presents ongoing
work on automatic Sign Language Recognition (SLR) and
detection, carried out as a PhD research project at the LIMSI,
CNRS, France. It uses the French part of the Dicta-Sign corpus
with 8 hours of annotated dialogue from 18 native speakers [1].

This work tackles the issue of extracting relevant information
from a Sign Language (SL) video, and developing systems to
detect lexical signs or even high-level linguistic features.

Index Terms— Sign Language, Convolutional Neural Net-
works, Recurrent Neural Networks, Sign Language Recognition

I. ADDRESSED PROBLEM AND MOTIVATION

A. Specificities of SL

Sign Languages (SL) are undoubtedly the most natural
language for Deaf people. However, SL do not have a written
equivalent, which makes it impossible to search amongst
SL videos, like one would do for text documents. However,
with the development of the Internet, there are more and
more SL videos available to the Deaf, on public platforms,
social networks, etc. It is thus a strong need inside the Deaf
community to develop tools that would enable one to do
such searches or queries, possibly without the use of any
written language. Another motivation to this work is that
SL linguistics are not as well described as those of other
common spoken languages. Being able to detect high-level
linguistic features would then be useful to better understand
them.

A lot of past and current work has focused on the
problem of recognizing lexical signs that are realized in an
isolated way, usually called citation-form lexical SLR (see
for instance [2] and [3]). Although it might be a step towards
true SLR, it has strong limitations, if only that signs are
not achieved similarly in continuous discourse compared to
when isolated. SLR is actually a much more difficult task,
with more variability and continuous transitions between
successive signs. It has been addressed on specific corpus
and in a sequential way [4]–[6], although SL actually have
strong characteristics that make them fundamentally different
from unidimensional sequential languages:
• They are multi-channel: information is conveyed through
hand motion, shape and orientation, body posture and mo-
tion, facial expression and gaze;
• They are strongly spatially organized: events, objects,
people and other entities are placed in the signing space and
related to each other in a visual way;
• They allow signers to generate new signs – that would
not appear in a dictionary – on the go, in an iconic way,
or even to modify lexical signs. More generally, SL do not

only consist of lexical signs but they also make use of more
complex iconic structures.

Last, but not least, is the fact that due to their inherent
flexibility, SL show an important variability between differ-
ent signers in terms of style, dynamics.

B. Dicta-Sign and SL linguistics

The Dicta-Sign corpus contains dialogue in four different
languages: British Sign Language (BSL), German Sign Lan-
guage (DGS), Greek Sign Language (GSL) and French Sign
Language (LSF) [1]. For this work, only the French part was
retained, containing about five hours of annotated dialogue
with the following annotations according to [7]:
• Fully Lexical Signs (FLS): they form the basic lexicon
of SL, as it was mentioned before. FLS only account for a
fraction of what can be analyzed from SL discourse.
• Partially Lexical Signs (PLS): they are also referred to
as classifier signs or classifier predicates (see [8]). Their
definition is close to what is called iconic signs in [9].

• Pointing (PT): Pointing signs, as mentioned in the name,
are used to point towards an entity in the signing space,
that is to link what is said to a spatial referent. Since SL
are spatially organized, they are of prime importance to
understand a discourse.

• Depicting Signs (DS): they form a broad category of
signs, the structure of which is easily identified. They
are used to describe the location, motion, size, shape
or the action of an entity, along with trajectories in the
signing space. They sometimes consist of the tweak-
ing/enrichment of a lexical sign.

• Buoys: they are handshapes held in the signing space
(usually on the weak hand) while signing activity
continues on the other hand [10]. They can be seen
as a referent, and can be used for specific linguistic
functions, like what was called qualification/naming
structures in [11].

• Non Lexical Signs (NLS): Here NLS comprise finger-
spelling (FS), numbering (N) and gestures that are not
typically specific to SL and can be culturally shared with
non SL signers (i.e. speakers).

C. Scope of this work

FLS are the most studied elements in the literature in
terms of automatic recognition (see for instance [2]–[5],
[12]–[15]). Conversely, pointing and buoys have not been
dealt with to our knowledge, except in [16] which focuses
on pointing signs but without any published result. However,
these linguistic features have been shown critical in order to
accurately describe SL speech [9]–[11], [17]. Our aim is to
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Fig. 1: Relevant data extraction pipeline for a 2D RGB SL video.

design a global SL recognition system that will be enriched
step by step: first, we focus on detecting lexical signs, then
we try to detect higher-level linguistic features.

II. PROPOSED SOLUTION AND METHODOLOGY OF
CURRENT WORK

A. Data processing pipeline

The input data of the present model is RGB videos (one
video per signer), with a frequency of 25 fps and a resolution
of 720x576.

We have decided to handle this data through three different
channels: the upper body pose, the face and the hands. The
whole pipeline is summarized on Fig. 1.

3D facial pose estimation. In this work, it was considered
that facial pose in SL was not fundamentally different from
that of 3D facial pose estimation in common situations
datasets. Therefore, a pretrained Convolutional Neural Net-
work (CNN) [18] is used to directly obtain this estimate.

3D upper body pose estimation. First, a 2D estimate of
the upper body pose is obtained from Convolutional Neural
Networks (CNN) and open source libraries like OpenPose
[19]. Then, since SL are 3-dimensional, a Deep Neural
Network (DNN) was built and trained following [20]. A
corpus of 3D motion capture data [21] was used to train
the network on LSF.

Hand pose. Ideally, one would like to estimate 3D hand
pose as has been done for the body pose. Unfortunately, it
has not yet been possible to find or develop a model able to
get a reliable estimate on the 3D hand pose. Indeed, because
of the speed of the hands in SL speech, the motion blur has
prevented us from using 3D hand pose estimators like [22].
From our point of view, those models only work well for
slow motion (or high frequency videos) associated with high
resolutions.

It was then decided – for now – to use a trained CNN
model [23] that classifies hand images into 60 SL hand-
shapes. With a 85.5% top-1 accuracy, this CNN model is
to our knowledge today’s best SL handshape classifier. It is
to be noted that while handshape can be accurately retrieved,
information on hand orientation is somewhat lost in this
classification although it conveys meaningful information.

B. Summary of processed SL data

After each image is processed by the three channels of
the data extraction pipeline, final adjustments are made, 3D
data of the head and the upper body are bound together and
rescaled with respect to a shoulder width of length 1, and
more meaningful features are calculated:

• every joint position with respect to its parent joint (e.g.:
hand position is calculated w.r.t. elbow position, elbow
position w.r.t. shoulder position, etc.);

• the position of one hand relatively to the other hand, as
well as the Euclidean distance between them;

• head orientation.
Finally, a feature vector of size F = 298 is obtained and

renormalized so that each feature has a mean of zero and
a standard deviation of one. This will be the input of the
learning model.

C. The learning model

Taking inspiration from state-of-the-art models for lexical
SLR in continuous SL (see [4] and [5]), it was decided
to build and train a Recurrent Neural Network (RNN) in
order to predict Fully-Lexical Signs (FLS), Pointing Signs
(PT), Depicting Signs (DS), Buoys and Non-Lexical Signs
(NLS). The RNN model was built with Keras [24] on top of
Tensorflow [25].
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Fig. 2: Frame-wise probabilities on an example, after training, for both buoy (left) and pointing (right)
.

Fig. 3: Buoy (top) and pointing (bottom) sequence examples in Fig. 2 (respectively at left and right).

Since this work does not aim at real-time applications, the
recurrent layers have been chosen as bidirectional. The type
of units is Long Short-Term Memory (LSTM) – they handle
vanishing gradient issues [26], which in the case of high
frequency data like ours is critical. The number of recurrent
layers is currently 2. Dropout is used to prevent overfitting
in the LSTM layers [27].

D. Results

For both buoys and pointing signs, frame-wise predictions
of the trained model compared to expected values, on two
sequences from the test set, are presented on Fig. 2. The
model correctly outputs its probabilities, with one buoy and
two pointing signs correctly detected. The buoy prediction is
slightly shifted to the left, which may be explained by the fact
that buoys tend to have unclear limits, so the annotations are
more subjective for them than for pointing signs that tend to
be more accurately located. Fig. 3 shows a few of the images
where a buoy (top) or two pointing signs (bottom) occur.

III. FUTURE ENRICHMENTS AND CHALLENGES

This work has shown that, with image processing tools like
CNNs and sequence processing models like LSTMs, it is now
possible to detect high-level linguistic features in continuous
SL videos, in an automated way. In the future, we will:

• Add more linguistic features to the model.
• Further improve current model performance.
• Improve our data processing pipeline, through the use

of state-of-the-art hand pose estimators.
• Apply methods presented in this paper to other SL

corpus.
• Propose a RNN-based SLR system that will make it

possible to search through many SL videos, like one
would do to search through web search engines with a
text entry.

The long-term applications could be to integrate this
kind of model into a bigger one and go towards realistic
Sign Language Translation – including the understanding of
spatial relationship and iconic structures.
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