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Abstract

This paper is the second part of a work on Laplace and Helmholtz
integral equations in 2 space dimensions on open curves. A new Galerkin
method in weighted L2 spaces together with new preconditioners for the
weighted layer potentials are studied. This second part provides the theo-
retical analysis needed to establish the results announced in the first part.
The main novelty is the introduction of a pseudo-differential calculus on
open curves that allows to build parametrices for the weighted layer poten-
tials. Contrarily to more classical approaches where the Mellin transform
is used, this new approach is well-suited to the specific singularities that
appear in the problem.

Introduction

We are concerned with the numerical resolution of the problems of Helmholtz
and Laplace scattering by open curves in the plane, with Dirichlet or Neumann
boundary data. In the first part of this work [1], after recasting the classical
first-kind integral equations into a form involving weighted versions of the usual
layer potentials, the authors have introduced a Galerkin method in weighted L2

spaces and some new efficient preconditioners for the resulting linear systems. A
discussion on existing literature and the relation of this method to other works
can be found in [1]. This second part is devoted to the mathematical analysis
of the method. More precisely, on the one hand, we establish the announced
optimal orders of convergence for the Galerkin method, and on the other hand,
we analyze the parametrices for the weighted layer potentials that underlie the
construction of the preconditioners. This involves the introduction of two classes
of pseudo-differential operators on open curves with an associated symbolic
calculus, transported from the usual pseudo-differential calculus available on
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the torus [6]. The way we deal with the singularity of the change of variable
is new, to the best of our knowledge. The resulting classes of operator are
particularly simple, enjoy all the usual pseudo-differential properties and could
therefore present an interest in other contexts.

The outline is as follows. In the first section, we define two scales of in-
terpolating Hilbert spaces, T s and Us and analyze their properties. Some of
this analysis is applied in the second section to establish the optimal orders of
convergence of the Galerkin method. In the third section, we introduce the new
classes pseudo-differential operators on open curves, respectively in the scales
T s and Us. This allows us analyze the parametrices for the weighted layer
potentials in the fourth and last section.

Remark 1. Throughout all this article, we use repeatedly the letter C in esti-
mates of the form a ≤ Cb. From line to line, the value of the constant C may
change but is independent of the relevant parameters defining a and b.

1 Spaces T s and U s

All the analysis of this work takes place in two interpolating scales of Hilbert
spaces T s and Us that we define now, before establishing some of their proper-
ties.

1.1 Definitions

The Chebyshev polynomials of first and second kinds (see e.g. the book [2]) are
respectively given by

Tn(x) = cos(n arccos(x)), Un(x) = sin((n+ 1) arccos(x))√
1− x2

for x ∈ [−1, 1] and n ∈ N. Letting ∂x the derivation operator and ω the
operator u(x) 7→ ω(x)u(x) with ω(x) =

√
1− x2, Tn and Un satisfy the following

identities:

−(ω∂x)2Tn = n2Tn , (1)
−(∂xω)2Un = (n+ 1)2Un . (2)

Notice that here and in the following, ∂xω denotes the composition of operators
∂x and ω and not the function x 7→ ∂xω(x). One can also check the identities

∂xTn = nUn−1 , (3)
−ω∂xωUn = (n+ 1)Tn+1 . (4)

The first one is obtained for example from the definition of Tn, from which we
deduce the second one after using −(ω∂x)2Tn+1 = (n+ 1)2Tn+1.

Both Tn and Un are polynomials of degree n, and provide respectively a
basis of the following Hilbert spaces

L2
1
ω

:=
{
u ∈ L1

loc(−1, 1)

∣∣∣∣∣
∫ 1

−1

|u(x)|2√
1− x2

dx < +∞
}
,
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L2
ω :=

{
u ∈ L1

loc(−1, 1)
∣∣∣∣ ∫ 1

−1
|u(x)|2

√
1− x2dx < +∞

}
.

Following the notations of [3], we denote the Banach duality products of L2
1
ω

and L2
ω respectively by 〈·, ·〉 1

ω
and 〈·, ·〉ω and the inner products respectively by

(·, ·) 1
ω
and (·, ·)ω, with the following normalization:

(u, v) 1
ω

= 〈u, v〉 1
ω

:= 1
π

∫ 1

−1

u(x)v(x)
ω(x) dx ,

(u, v)ω = 〈u, v〉ω := 1
π

∫ 1

−1
u(x)v(x)ω(x)dx .

The Chebyshev polynomials satisfy

(Tn, Tm) 1
ω

=

 0 if n 6= m,
1 if m = n = 0,
1/2 otherwise,

(5)

and
(Un, Um)ω =

{
0 if n 6= m,
1/2 otherwise, (6)

from which we obtain the so-called Fourier-Chebyshev decomposition: any u ∈
L2

1
ω
can be decomposed through the first kind Chebyshev series

u(x) =
+∞∑
n=0

ûnTn(x) , (7)

where the Fourier-Chebyshev coefficients of the first kind are given by

ûn =
(u, Tn) 1

ω

(Tn, Tn) 1
ω

and satisfy the Parseval equality

∀(u, v) ∈ L2
1
ω

(u, v) 1
ω

= û0v̂0 + 1
2

+∞∑
n=1

ûnv̂n .

When u is furthermore a smooth function, one can check that the series (7)
converges uniformly to u. Similarly, any function v ∈ L2

ω can be decomposed
along the (Un)n as

v(x) =
+∞∑
n=0

v̌nUn(x)

where the Fourier-Chebyshev coefficients of the second kind v̌n are given by

v̌n :=
(v, Un)ω

(Un, Un)ω
with the Parseval identity

(u, v)ω = 1
2

+∞∑
n=0

ǔnv̌n .

The preceding analysis can be used to define Sobolev-like spaces.
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Definition 1. We define T s as the set of (formal) series

u =
∑
n∈N

ûnTn

where the coefficients ûn satisfy∑
n∈N

(1 + n2)s |ûn|2 < +∞ .

Let T∞ = ∩s≥0T
s and T−∞ = ∪s∈RT s. For u ∈ T s when s ≥ 0, the series

defining u converges in L2
1
ω

and the Fourier-Chebysehv coefficients of the first
kind of u coincide with ûn, allowing to identify T s to a subspace of L2

1
ω

with
T 0 = L2

1
ω
. For all u ∈ T s, we define the linear form 〈u, ·〉 1

ω
by

∀ϕ ∈ T∞, 〈u, ϕ〉 1
ω

= 1
2 û0ϕ̂0 + 1

2

+∞∑
n=1

ûnϕ̂n . (8)

This linear form has a unique continuous extension on T−s, and the dual of
T s is the set of linear forms 〈u, ·〉 1

ω
where u ∈ T−s. Endowed with the scalar

product

(u, v)T s := û0v̂0 + 1
2

+∞∑
n=1

(1 + n2)sûnv̂n ,

T s is a Hilbert space for all s. A homogeneous semi-norm on T s can be defined
as

|u|2T s := 1
2

+∞∑
n=1

n2s |ûn|2 .

Definition 2. In a similar fashion, we define Us as the set of formal series

u =
∑
n∈N

ǔnUn

where the coefficients ǔn satisfy∑
n∈N

(1 + n2)s |ǔn|2 < +∞ .

Let U∞ = ∩s∈RUs and U−∞ = ∪s∈RUs. For u ∈ Us when s ≥ 0, the series
defining u converges in L2

ω and the Fourier-Chebyshev coefficients of the second
kind of u coincide with ǔn, allowing to identify Us to a subspace of L2

ω with
U0 = L2

ω. For all u ∈ Us, we define the linear form 〈u, ·〉ω by

∀ϕ ∈ U∞, 〈u, ϕ〉ω := 1
2

+∞∑
n=0

ϕ̌nǔn . (9)

This linear form has a unique continuous extension on U−s, and the dual of Us
may be identified to U−s with respect to the bilinear form 〈·, ·〉ω. Endowed with
the scalar product

(u, v)Us := 1
2
∑
n∈N

(
1 + (n+ 1)2)s ǔnv̌n ,

Us is a Hilbert space for all s ∈ R.
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Let s1, s2 ∈R, θ ∈ (0, 1) and let s = θs1 + (1− θ)s2. It is easy to check that

∀u ∈ T∞, ‖u‖T s ≤ ‖u‖
θ
T s1 ‖u‖

1−θ
T s2

and
∀u ∈ U∞, ‖u‖Us ≤ ‖u‖

θ
Us1 ‖u‖

1−θ
Us2 .

Therefore, (T s)s∈R and (Us)s∈R are exact interpolation scales.

1.2 Basic properties

Links with smooth functions and continuous inclusions For any real s,
if u ∈ T s, the sequence of polynomials

uN (x) =
N∑
n=0

ûnTn(x)

converges to u in T s. The same assertion holds for u ∈ Us when Tn is replaced
by Un. Therefore:

Lemma 1. C∞([−1, 1]) is dense in T s and Us for all s ∈ R.

The polynomials Tn and Un are connected by the following formulas:

T0 = U0, T1 = U1

2 , and ∀n ≥ 2, Tn = 1
2 (Un − Un−2) , (10)

∀n ∈ N, U2n = 2
n∑
j=0

T2j − 1, U2n+1 = 2
n∑
j=0

T2j+1. (11)

This leads us to introduce the map

I : T∞ → U∞

defined by
Iϕ

∧

0 = ϕ̂0 −
ϕ̂2

2 , Iϕ

∧

j = ϕ̂j − ϕ̂j+2

2 for j ≥ 1.

I is bijective has the explicit inverse

Î−1ϕ0 =
+∞∑
n=0

ϕ̌2n, Î−1ϕj = 2
+∞∑
n=0

ϕ̌j+2n for j ≥ 1.

Lemma 2. For all real s, I has a unique continuous extension from T s to Us
and for s > 1

2 , I
−1 has a continuous extension from Us to T s−1.

Before starting the proof, we introduce the Cesàro operator C defined on l2(N∗)
by

(Cu)n = 1
n

n∑
k=1

uk .
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As is well-known, this is a linear continuous operator on the Hilbert space l2(N∗).
Its adjoint

(C∗u)n =
+∞∑
k=n

uk
k
,

is therefore also continuous on l2(N∗). In other words, for all (un)n ∈ l2(N),

+∞∑
n=1

(+∞∑
k=n

uk
k

)2

≤ C
+∞∑
k=1

u2
k .

Proof. The first result is immediate from the definition of T s, Us and I. When
u ∈ Us for s > 1/2, the series

∑
|ǔn| is converging thus I−1u is well defined. By

definition, u ∈ Us means that the sequence
(
(1 + n2)s/2 |ǔn|

)
n≥1 is in l2(N∗).

Thus, using the continuity of the adjoint of the Cesàro operator mentioned
previously, the sequence (rn)n defined by

∀n ≥ 0, rn :=
+∞∑
k=n

(1 + k2)
s−1

2 |ǔk|

is in l2(N) with a l2 norm bounded by ‖u‖Us . We now write

∥∥I−1u
∥∥2
T s−1 =

+∞∑
n=0

(1 + n2)s−1
∣∣∣Î−1un

∣∣∣2
≤ 4

+∞∑
n=0

(1 + n2)s−1

(+∞∑
k=n
|ǔk|

)2

≤ 4
+∞∑
n=0

(+∞∑
k=n

(1 + k2)
s−1

2 |ǔk|)
)2

= 4 ‖(rn)n‖2l2 .

We saw that the last quantity is controlled by ‖u‖2Us so the result is proved.

Let
u =

∑
n∈N

ûnTn, v =
∑
n∈N

v̌nUn .

When Iu = v, we identify u and v. The previous results have shown that this
identification is compatible with the equality of functions in L2

1
ω

or L2
ω. The

mapping I is then the identity mapping and its properties just established can
be rephrased as follows.

Corollary 1. For all s ∈ R, T s ⊂ Us and for all s > 1
2 , U

s ⊂ T s−1 with
continuous inclusions.

One immediate consequence of the previous result is that T∞ = U∞. Moreover,
there holds
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Lemma 3.
T∞ = C∞([−1, 1]) .

Proof. If u ∈ C∞([−1, 1]), then we can obtain by induction using integration
by parts and (1), that for any k ∈ N

ûn = (−1)k

n2k

∫ 1

−1

(ω∂x)2ku(x)Tn(x)
ω(x) dx.

Noting that (ω∂x)2 = (1−x2)∂2
x−x∂x, the function (ω∂x)2ku is C∞, and since

‖Tn‖∞ = 1, the integral is bounded independently of n. Thus, the coefficients
ûn have a fast decay, proving that C∞([−1, 1]) ⊂ T∞.

For the converse inclusion, if u ∈ T∞, the series

u(x) =
∑
n=0

ûnTn(x)

is normally converging since ‖Tn‖∞ = 1, so that u is a continuous function.
This proves T∞ ⊂ C0([−1, 1]). It now suffices to show that ∂xu ∈ T∞ and
apply an induction argument. Applying term by term differentiation, since
∂xTn = nUn−1 for all n (with the convention U−1 = 0),

∂xu(x) =
+∞∑
n=1

nûnUn−1(x).

Therefore, ∂xu is in U∞ = T∞ which proves the result.

The next result shows that nothing that can be done about the case s ≤ 1
2 :

Lemma 4. For s ≤ 1
2 , the functions of Us cannot be identified to functions in

T−∞.

Proof. Let s ≤ 1
2 , and let us assume by contradiction that the functions of Us

can be identified to elements of T−∞. Then, there must exist a continuous map
I from Us to T−∞ with the property

∀u ∈ C∞([−1, 1]), Iu = u.

We introduce the function u defined by ǔn = 1
n ln(n) . One can check that

u ∈ U 1
2 ⊂ Us, thus Iu must be element of T−∞. For all N , the function

uN =
N∑
n=0

ǔnUn

is in U∞ and (uN )N∈N converges to u in Us. By continuity of I, the sequence
(〈IuN , T0〉 1

ω
)N∈N must converge with limit 〈Iu, T0〉 1

ω
. But since IuN = uN ,

〈IuN , T0〉 1
ω

= 〈uN , T0〉 1
ω

=
N∑
n=0

ǔn 〈Un, T0〉 1
ω

=
bN2 c∑
k=0

1
2k ln(2k) ,
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where, in the last equality, we have used the identity

〈Un, T0〉 1
ω

=
{

1 if n is even ,
0 otherwise .

which can be checked for example using eq. (11). The last sum diverges to +∞
when N goes to infinity, giving the contradiction.

Lemma 5. For all ε > 0, if u ∈ T 1
2 +ε, then u is continuous and

∃C : ∀x ∈ [−1, 1], |u(x)| ≤ C ‖u‖T 1/2+ε .

Similarly, if u ∈ U3/2+ε, then u is continuous and

∃C : ∀x ∈ [−1, 1], |u(x)| ≤ C ‖u‖U3/2+ε .

Proof. Let x ∈ [−1, 1]. Using triangular inequality,

|u(x)| ≤
+∞∑
n=0
|ûn|

since for all n, ‖Tn‖L∞ = 1. Applying Cauchy-Schwarz’s inequality, one gets

|u(x)| ≤

√√√√+∞∑
n=0

1
(1 + n2) 1

2 +ε ‖u‖T 1
2 +ε .

The second statement is deduced from the first and the continuous inclusion
Us ⊂ T s−1 stated in Corollary 1.

Derivation operators We now extend the definition of the derivation oper-
ators ∂x and ω∂xω appearing in eqs (3) and (4).

Lemma 6. For all real s, the operator ∂x can be extended into a continuous
map from T s+1 to Us defined by

∀v ∈ C∞([−1, 1]), 〈∂xu, v〉ω := −〈u, ω∂xωv〉 1
ω
.

In a similar fashion, the operator ω∂xω can be extended into a continuous map
from Us+1 to T s defined by

∀v ∈ C∞([−1, 1]), 〈ω∂xωu, v〉 1
ω

:= −〈u, ∂xv〉ω .

Proof. Using eqs (3) and (4), one can check that the formulas indeed extend the
usual definition of both operators for smooth functions. We now show that the
map ∂x extended this way is continuous from T s+1 to Us. The definition

∀v ∈ U∞, 〈∂xu, v〉ω := −〈u, ω∂xωv〉 1
ω

gives a sense to ∂xu for all u in T−∞, as a duality T−∞×T∞ product, because if
v ∈ U∞(= C∞([−1, 1]), then ω∂xωv = (1−x2)v′−xv also lies in C∞([−1, 1])(=
T∞). Letting w = ∂xu, we have by definition for all n

w̌n = 〈w,Un〉ω = −〈u, ω∂xωUn〉 1
ω

= n 〈u, Tn+1〉 1
ω

= nûn+1 .
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This implies the announced continuity with

‖w‖Us ≤ ‖u‖T s+1 .

The properties of ω∂xω on T s are established similarly.

Corollary 2. The operator ∂x is continuous from T s+2 to T s for all s > −1/2
and from Us+2 to Us for all s > −3/2. On the other hand, ω∂xω is continuous
from T s+1 to T s and from Us+1 to Us for all s ∈ R.

Proof. For the continuity of ∂x from T s+2 to T s, we use the continuity of ∂x
from T s+2 to Us+1 and then of the identity from Us+1 to T s. For the continuity
of ∂x from Us+2 to Us, we use the same arguments in reverse order.
On the other hand, we have, for n ≥ 2,

ω∂xωTn = ω∂xω
Un − Un−2

2 = (n+ 1)Tn+1 − (n− 1)Tn−1

2 .

Therefore ω∂xω is continuous from T s+1 to T s. Finally, ω∂xω is continuous from
Us+1 to T s and the inclusion T s ⊂ Us is continuous thus ω∂xω is continuous
from Us+1 to Us.

1.3 Equivalent norms on T n and Un

We now provide a characterization of the spaces Tn and Un in terms of weighted
L2 norms of the derivatives and give equivalent norms on those spaces when n
is an integer. This is done by studying the properties of the operators (ω∂x)n
and (∂xω)n. The main results are propositions 1 and 2.

Lemma 7. The operator ω is a bijective isometry from U0 to T 0 with inverse
1
ω .

Proof. This result follows from

‖ωu‖21
ω

= 1
π

∫ 1

−1

|(ωu)|2

ω
= 1
π

∫ 1

−1
ω |u|2 = ‖u‖2ω ,

valid for all u ∈ L2
ω.

Combining this with the continuity of ∂x from T 1 to U0 and of ω∂xω from
U1 to T 0 (see Lemma 6) we obtain:

Corollary 3. The operators ω∂x : T 1 → T 0 and ∂xω : U1 → U0 are continuous.

Note however that those two operators do not send smooth functions to
smooth functions so we cannot expect a continuity of the form

∀s ∈ R, ω∂x : T s → T s−1.

For this reason, in the analysis of (ω∂x)n and (∂xω)n, we must treat separately
the cases of an even or odd integer n.
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Definition 3. For an even integer n, the operator (ω∂x)n : T−∞ → T−∞ is
defined by

(ω∂x)0 = Id, ∀k > 0, (ω∂x)2k := (ω∂xω)∂x(ω∂x)2k−2 .

The operator (∂xω)n : U−∞ → U−∞ is defined in an analogous way.

Lemma 8. Let n an even integer. For all s ∈ R, (ω∂x)n is continuous from
T s to T s−n and (∂xω)n is continuous from Us to Us−n.

Proof. Those results follow from the definition of the operators and by induction
using the mapping properties of ∂x and ω∂xω established in Lemma 6.

Definition 4. For an odd integer n, the operator (ω∂x)n : Tn → T 0 is defined
by

(ω∂x)n := ω∂x(ω∂x)n−1 .

The operator (∂xω)n : Un → U0 is defined in an analogous way.

Using Corollary 3, one can show:

Corollary 4. The operators (ω∂x)n and (∂xω)n are well defined and continuous
respectively from Tn to T 0 and from Un to U0.

Proposition 1. Let n ∈ N. If n is even,

Tn =
{
u ∈ L2

1
ω

∣∣∣ (ω∂x)nu ∈ L2
1
ω

}
.

If n is odd,
Tn =

{
u ∈ L2

1
ω

∣∣∣ ∂x(ω∂x)n−1u ∈ L2
ω

}
.

Moreover u 7→
√
‖u‖21

ω
+ ‖(ω∂x)nu‖21

ω
defines an equivalent norm on Tn, and

for all u ∈ Tn,
|u|Tn = ‖(ω∂x)nu‖L2

1
ω

.

Proof. The direct inclusions follow from the mapping properties established in
Lemma 6, Lemma 8 and Corollary 4. For the converse inclusions, let u in L2

1
ω
.

If n is even, say n = 2k, the assumption is that (ω∂x)nu ∈ L2
1
ω
. The Fourier-

Chebyshev coefficients of a = (ω∂x)nu are given for j > 0 by

âj =

(
(ω∂x)2ku(x), Tj

)
1
ω

(Tn, Tn) 1
ω

=

(
u(x), (ω∂x)2kTj

)
1
ω

(Tn, Tn) 1
ω

= (−1)kj2kûj .

while for j = 0, âj = 0. Applying Parseval’s equality to the function a, this
gives

1
2
∑
j>0

j2n |ûj |2 = ‖(ω∂x)nu‖21
ω
. (12)

On the other hand, if n is odd, say n = 2k + 1, let b := ∂x(ω∂x)2ku. The
assumption is now that b ∈ L2

ω, and by Lemma 7, ωb (= (ω∂x)nu) ∈ T 0 with

‖ωb‖ 1
ω

= ‖(ω∂x)nu‖ 1
ω

= ‖b‖ω .
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One can write

b̌j = 2
(
∂x(ω∂x)2ku, Uj

)
= −2

(
u, (ω∂x)2k(ω∂xω)Uj

)
.

Using −ω∂xωUj = (j + 1)Tj+1, we obtain

b̌j = (−1)k(j + 1)2k+1ûj+1 .

Parseval’s equality then implies that (12) also holds for odd n. This establishes
that u ∈ Tn and |u|Tn = ‖(ω∂x)nu‖ 1

ω
. For the norm equivalence, adding the

Parseval equality for u ∈ L2
1
ω
to (12), we get

|û0|2 + 1
2
∑
j>0

(1 + j2n) |ûj |2 = ‖u‖21
ω

+ ‖(ω∂x)nu‖21
ω
. (13)

There are two constants c and C such that c(1 + j2)n ≤ (1 + j2n) ≤ C(1 + j2)n.
Injecting this in (13), we obtain

c

2 ‖u‖
2
Tn ≤ ‖u‖

2
1
ω

+ ‖(ω∂x)nu‖21
ω
≤ C ‖u‖2Tn ,

and the equivalence of the norms follows.

Proposition 2. Let n ∈ N. If n is even, then

Un =
{
u ∈ L2

ω

∣∣ (∂xω)nu ∈ L2
ω

}
.

If n is odd, then

Un =
{
u ∈ L2

ω

∣∣∣ ω∂xω(∂xω)n−1u ∈ L2
1
ω

}
.

Moreover, u 7→
√∫ 1
−1 ω|(∂xω)nu|2 defines an equivalent norm on Un.

Proof. The direct inclusions follow from the mapping properties established in
Lemma 6, Lemma 8 and Corollary 4. For the converse inclusion, if n is even,
let a = (∂xω)nu, we assume that a ∈ L2

ω. One has

ǎj = (−1)k (1 + j)n ǔj ,

so, by Parseval’s equality,

1
2

+∞∑
j=0

(j + 1)2n |ǔj |2 = ‖(∂xω)nu‖2ω . (14)

If n is odd, the assumption is that b = ω∂xω(∂xω)n−1u is in L2
1
ω
. By calculations

similar to those in the proof of the preceding lemma, we find that for j > 0,

b̂j = j2nǔj−1 .

while b̂0 = 0. By Lemma 7, b
ω (= (∂xω)nu) ∈ U0. Applying Parseval’s equality

to b in L2
1
ω
and using

∥∥ b
ω

∥∥
ω

= ‖b‖ 1
ω
, we find that (14) also holds when n is odd,

and thus the inclusion is proved. Finally, there exists two constants c and C
such that for all j ∈ N,

c(1 + (j + 1))2n ≤ (j + 1)2n ≤ C(1 + (j + 1))2n.

This implies the equivalence of the norms.
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1.4 Link with Periodic Sobolev spaces

In this paragraph, we show how the spaces T s and Us are related to Sobolev
spaces of periodic even and odd functions respectively through the change of
variables x = cos θ. The main result is Proposition 3.

We briefly recall here the definition of the periodic Sobolev spaces on the
torus T2π := R/2πZ. A smooth function u on T2π can be decomposed in Fourier
series

u(θ) =
∑
n∈Z
Fu(n)einθ

with the Fourier coefficients defined by

Fu(n) := 1
2π

∫ π

−π
u(θ)e−inθdθ.

For n ∈ Z, let en : θ 7→ einθ. We define the Fourier coefficients of any periodic
distribution u on T2π, by Fu(n) := 〈u, e−n〉. For all s, the space Hs is the set
of periodic distributions on T2π for which

‖u‖2Hs :=
∑
n∈Z

(1 + n2)s |Fu(n)|2 < +∞ .

Introducing the duality product

〈u, v〉T2π
=
∑
n∈Z
Fu(n)Fv(−n) , (15)

H−s is identified to the dual of Hs and H0 = L2(T2π). For u, v ∈ H0,

〈u, v〉T2π
= 1

2π

∫ π

−π
u(x)v(x)dx.

The space Hs is the direct sum Hs
e ⊕Hs

o where

Hs
e := {u ∈ Hs | Fu(n) = Fu(−n)} ,

Hs
o := {u ∈ Hs | Fu(n) = −Fu(−n)} .

Note that when u is continuous,

u ∈ Hs
e ⇐⇒ ∀θ ∈ T2π, u(−θ) = u(θ) ,

u ∈ Hs
o ⇐⇒ ∀θ ∈ T2π, u(−θ) = −u(θ) .

Definition 5. We define the operators C : T−∞ → H−∞e by

∀n ∈ Z, F(Cu)(n) =
{
û0 if n = 0,
û|n|

2 otherwise,

and S : U−∞ → H−∞o by

∀n ∈ Z, F(Su)(n) =
{

0 if n = 0,
sign(n) û|n|−1

2 otherwise.

12



Lemma 9. The operators C and S map smooth functions to smooth functions.
For all (u, v) ∈ T−∞ × T∞,

〈u, v〉 1
ω

= 〈Cu, Cv〉T2π
.

For all (u, v) ∈ U−∞ × U∞,

〈u, v〉ω = 〈Su,Sv〉T2π
.

Proof. The first assertion is obvious from the definition of C and S. Let (u, v) ∈
T−∞ × T∞. By definition of 〈·, ·〉 1

ω
and 〈·, ·〉T2π

eqs. (8) and (15),

〈Cu, Cv〉T2π
=
∑
n∈Z
F(Cu)(n)F(Cv)(−n)

= û0v̂0 +
∑

n∈Z,n6=0

û|n|

2
v̂|n|

2

= û0v̂0 + 1
2

+∞∑
n=1

ûnv̂n

= 〈u, v〉 1
ω
.

.

The second identity is proved similarly.

Proposition 3. For all s ∈ R, the operators C and S induce bijective isometries
respectively from T s to Hs

e and from Us to Hs
o . Additionally, for u ∈ T s,

|u|T s = |Cu|Hs . (16)

For u ∈ C∞([−1, 1]),

Cu(θ) = u(cos θ) and Su(θ) = sin θ u(cos θ) . (17)

Let ve, vo ∈ C∞(T2π), an even and an odd function respectively. Then

C−1ve(x) = ve(arccosx) and S−1vo(x) = vo(arccosx)
ω(x) . (18)

Proof. Let JTs , JUs and JHs the linear continuous mappings defined respectively
on T−∞, U−∞ and H−∞ by

JTs Tn = (1 + n2) s2Tn, JUs Un−1 = (1 + n2) s2Un−1, JHs en = (1 + n2) s2 en.

By definition, for u ∈ T s and v ∈ Us,

‖u‖2T s =
〈
JTs u, J

T
s u
〉

1
ω

and ‖v‖2Us =
〈
JUs v, J

U
s v
〉
ω
,

while for w ∈ Hs,
‖w‖2Hs =

〈
JHs w, J

H
s w

〉
T2π

.

Moreover, notice that

CJTs = JHs C, SJUs = JHs S .

13



The isometric property of C may now be deduced from Lemma 9 as follows. Let

uN =
N∑
n=0

unTn. There holds

〈
JTs u, J

T
s uN

〉
1
ω

=
〈
CJTs u, CJTs uN

〉
T2π

=
〈
JHs Cu, JHs CuN

〉
T2π

.

Sending N to infinity, by continuity of JTs , JHs and C, this yields

‖u‖2T s = ‖Cu‖2Hs .

The property (16) and the isometric property of S are established in a similar
manner. Let us now prove eq. (17). For the first identity, consider some smooth
function u on [−1, 1]. Since Cu is smooth, the Fourier series of Cu converges
pointwise to Cu. Thus, for all θ ∈ T2π,

Cu(θ) =
∑
n∈Z
F(Cu)(n)einθ

= û0 +
∑

n∈Z,n6=0

û|n|

2 einθ

= û0 + 1
2

+∞∑
n=1

ûn
(
einθ + e−inθ

)
=

+∞∑
n=0

ûnTn(cos θ) .

The last sum also converges pointwise to u(cos θ) since u ∈ T∞. Similar cal-
culations show that Su(θ) = sin θ u(cos θ). To prove the bijectivity of S and
C, one can check that they have the explicit inverses C−1 and S−1 respectively
defined on Hs

e and Hs
o by

∀n ∈ N, ̂(C−1u)n =
{
Fu(0) if n = 0,
2Fu(n) otherwise,

and
∀n ∈ N, ̂(S−1u)n = 2Fu(n+ 1) .

Finally, identities (18) are simply deduced by inverting (17).

1.5 Generalization to a curve

All of the previous analysis can be generalized to define two families of spaces
T s(Γ) and Us(Γ) of functions defined on a smooth curve Γ by means of a C∞
diffeomorphism.
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Parametrization of the curve

We now introduce some notation that will be used at several points in the
remainder of this work. Let Γ a smooth open curve in R2 parametrized by
a C∞ diffeomorphism r : [−1, 1] → Γ. We assume that |r′(x)| = |Γ|

2 for all
x ∈ [−1, 1], where |Γ| is the length of Γ. This parametrization is related to the
curvilinear abscissa M(s) through

r(x) = M

(
|Γ|
2 (1 + x)

)
.

Let R : C∞(Γ) −→ C∞([−1, 1]) defined by

Ru(x) = u(r(x)) .

The tangent and normal vectors on the curve, τ and n, are respectively defined
by

τ(x) = ∂xr(x)
|∂xr(x)| , n(x) = ∂xτ(x)

|∂xτ ′(x)| .

Let N : Γ → R2 such that N(r(x)) = n(x), that is, N = R−1n. Let κ(x) the
signed curvature of Γ at the point r(x). Frenet-Serret’s formulas give

r(y) = r(x) + (y − x) |Γ|2 τ(x) + (y − x)2

2
|Γ|2

4 κ(x)n(x)

+(x− y)3

6
|Γ|3

8 (κ′(x)n(x)− κ(x)2τ(x)) +O
(
(x− y)4) ,

so that

|r(x)− r(y)|2 = |Γ|
2

4 (y − x)2 − (y − x)4

192 |Γ|4 κ(x)2 +O(x− y)5 . (19)

For u, v ∈ L2(Γ), we have by change of variables in the integral

〈u, v〉L2(Γ) = |Γ|2 〈Ru,Rv〉L2(−1,1) .

The tangential derivative ∂τ on Γ satisfies

∂τ = 2
|Γ|R

−1∂xR . (20)

We also define a “weight" on the curve as

ωΓ := |Γ|2 R−1ωR . (21)

Finally, the uniform measure on Γ is denoted by dσ.

Spaces T s(Γ) and Us(Γ)

The definition of the spaces T s can be transported on the curve Γ, replacing
the basis (Tn)n and (Un)n by (R−1Tn)n and (R−1Un)n. The spaces T s(Γ) and
Us(Γ) are thus defined as the sets of formal series respectively of the form

u =
∑
n∈N

ûnR
−1Tn , v =

∑
n∈N

v̌nR
−1Un ,
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where Ru =
∑
ûnTn ∈ T s and Rv =

∑
v̌nUn ∈ Us. To u and v are associated

the linear forms

∀ϕ ∈ C∞(Γ), 〈u, ϕ〉 1
ωΓ

:= 〈Ru,Rϕ〉 1
ω
,

∀ϕ ∈ C∞(Γ), 〈v, ϕ〉ωΓ
:= |Γ|

2

4 〈Rv,Rϕ〉ω .

The results of the previous section are easily extended to this new setting:

Lemma 10. For all s ∈ R, T s(Γ) and Us(Γ) are Hilbert spaces for the scalar
products

(u, v)T s(Γ) = (Ru,Rv)T s ,

(u, v)Us(Γ) = |Γ|
2

2 (Ru,Rv)Us .

With these definitions,

(u, v)T 0(Γ) = 〈u, v〉 1
ωΓ

=
∫

Γ

u(x)v(x)
ωΓ(x) dx ,

(u, v)U0(Γ) = 〈u, v〉ωΓ
=
∫

Γ
ωΓ(x)u(x)v(x)dx .

In particular T 0(Γ) = L2
1
ωΓ

and U0(Γ) = L2
ωΓ
. For s ∈ R, the dual of T s(Γ)

is the set of linear forms 〈u, ·〉 1
ωΓ

where u ∈ T−s(Γ), and the dual of Us(Γ) is
the set of linear forms 〈u, ·〉ωΓ

where u ∈ U−s(Γ). For s < t, the injections
T t(Γ) ⊂ T s(Γ) and U t(Γ) ⊂ Us(Γ) are compact. (T s(Γ))s∈R and (Us(Γ))s∈R
are two Hilbert interpolation scales. For an integer n, equivalent scalar products
on Tn(Γ) and Un(Γ) are given respectively by

(u, v) 7→
∫

Γ

u(x)v(x) + (ωΓ∂τ )nu(x)(ωΓ∂τ )nv(x)
ωΓ(x) dσ(x) ,

(u, v) 7→
∫

Γ
(∂τωΓ)nu(x)(∂τωΓ∂)nv(x)ωΓ(x)dσ(x) .

For all s ∈ R, T s(Γ) ⊂ Us(Γ) and for all s > 1
2 , U

s(Γ) ⊂ T s−1(Γ) with
continuous inclusions. For ε > 0, T 1/2+ε(Γ) ⊂ C0(Γ) and U3/2+ε ⊂ C0(Γ) with
continuous inclusions. Finally, T∞(Γ) = U∞(Γ) = C∞(Γ).

2 Weighted Galerkin method for the problem of
scattering by open curves

In this section, we present the first-kind integral equations arising in the study
of wave scattering by open curves with Dirichlet or Neumann conditions and
introduce the weighted layer potentials. We then apply the theory of the first
section to the analysis of the Galerkin method described in [1] in the case of a
zero wavenumber and flat geometry (this can be extended to the general case
by standard perturbation arguments).
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2.1 First-kind integral equations

Recall the definition and parametrization of the curve Γ detailed in section 1.5.
We consider the following boundary integral equations (BIEs)

Skλ = uD, Nkµ = uN , (22)

where Sk and Nk are respectively the single-layer and hypersingular operators.
We refer the reader to [1] and references therein for more details on the connec-
tion between eqs. (22) and the problem of wave scattering by the curve Γ. The
operators Sk and Nk admit the integral representations

(Skλ)(x) =
∫

Γ
Gk(x− y)λ(y)dσ(y) ,

(Nkµ)(x) = lim
ε→0+

∫
Γ
N(y) · ∇Gk(x+ εN(x)− y)µ(y)dσy.

(23)

for x ∈ Γ, with the Green function Gk defined by
G0(z) = − 1

2π ln |z| , if k = 0,

Gk(z) = i

4H0(k|z|), if k > 0,
(24)

where H0 is the Hankel function of the first kind. It is known that Sk maps
continuously H̃−1/2(Γ) to H1/2(Γ) [7, Theorem 1.8] and Nk maps continuously
H̃1/2(Γ) to H−1/2(Γ) [7, Theorem 1.4]. In the case k = 0, the Helmholtz
scattering reduces to the Laplace problem. The kernel of the hypersingular
operator has a non-integrable singularity, but computations are facilitated by
the following formula, valid for smooth functions µ and ν that vanish at the
extremities of Γ:

〈Nkµ, ν〉 =
∫

Γ×Γ
Gk(x− y)∂τµ(x)∂τν(y)

−k2Gk(x, y)µ(x)∂ν(y)n(x) · n(y)dσ(x)dσ(y) . (25)

For the geometry under consideration, the solutions λ and µ of the BIEs (22)
have singularities (even for C∞ data uD and uN ) due to the edges of the scat-
terer. It is now classical to introduce weighted versions of the usual layer po-
tentials, known to enjoy better mapping properties than Sk and Nk. Namely,
we define

Sk,ωΓ := Sk
1
ωΓ

, Nk,ωΓ := NkωΓ , (26)

and recast the BIEs (22) as

Sk,ωΓα = uD , Nk,ωΓβ = uN . (27)

where the unknowns α and β are related to λ and µ by

λ = α

ωΓ
, µ = ωΓβ .

Equation (25) give the following relation between Nk,ωΓ and Sk,ωΓ .
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Lemma 11. There holds

Nk,ωΓ = −∂τSk,ωΓωΓ∂τωΓ − k2Vkω
2
Γ

where Vk is the integral operator defined by

Vku =
∫

Γ

Gk(x− y)N(x) ·N(y)u(y)
ωΓ(y) dσ(y) .

Proof. Eq. (25) can be rewritten equivalently as

Nku = −∂τSk∂τu− k2
∫

Γ
Gk(x− y)N(x) ·N(y)u(y)dσ(y) .

Using the definitions of Nk,ωΓ and Sk,ωΓ , the results follow from simple manip-
ulations on this expression.

2.2 Weighted layer potentials on the flat segment

In this section, we consider the case where the wavenumber k is equal to 0 and
Γ = [−1, 1] × {0}. The parametrization r is then the constant function equal
to 1, ∂τ = ∂x and ωΓ = ω. In this context, the weighted potentials are thus
denoted by S0,ω and N0,ω. Some explicit properties of those operators allow us
to characterize T s and Us for s = ± 1

2 .

Single layer potential. The operator S0,ω takes the form

S0,ωα(x) =
∫ 1

−1

ln |x− y|α(y)√
1− y2

dy .

There holds
S0,ωTn = σnTn (28)

where

σn =


ln(2)

2 if n = 0,
1

2n otherwise.

Those identities are fundamental in our analysis. A proof can be found in [2,
Theorem 9.2]. We deduce easily

Lemma 12. The operator S0,ω is a positive bicontinuous bijection from T s to
T s+1 for all s ∈ R.

In particular, S0,ω maps T∞ to itself, so the image of a smooth function by
S0,ω is a smooth function. We now proceed to show the following character-
ization of T−1/2 and T 1/2. The next result, and Lemma 15 stated below are
equivalent to results formulated in [4] (see equations (4.77-4.86), and Proposi-
tions 3.1 and 3.3 therein).
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Lemma 13. We have T−1/2 = ωH̃−1/2(−1, 1) and for all u ∈ H̃−1/2(−1, 1),

‖u‖H̃−1/2 ∼ ‖ωu‖T−1/2 .

Moreover, T 1/2 = H1/2(−1, 1) and

‖u‖H1/2 = ‖u‖T 1/2 .

Proof. Since the logarithmic capacity of the segment is 1
4 , the (unweighted)

single-layer operator S0 is positive and bounded from below on H̃−1/2(−1, 1),
(see [3] chap. 8). Therefore the norm on H̃−1/2(−1, 1) is equivalent to

‖u‖H̃−1/2 ∼
√
〈S0u, u〉.

On the other hand, the explicit expression (28) implies that if α ∈ T−1/2, then

‖α‖T−1/2 ∼
√
〈S0,ωα, α〉 1

ω
.

It remains to notice that, since α = ωu, 〈S0,ωα, α〉 1
ω

= 〈S0u, u〉. This proves
the first result. For the second result, we know that,

(H1/2(−1, 1))′ = H̃−1/2(−1, 1)

([3, Chap. 3] taking the identification with respect to the usual L2 duality
denoted by 〈·, ·〉) and therefore

‖u‖
H

1
2

= sup
v 6=0

〈u, v〉
‖v‖

H̃−
1
2

.

According to the previous result, for all v ∈ H̃−
1
2 , the function α = ωv is in

T−1/2, and ‖v‖H̃−1/2 ∼ ‖α‖T−1/2 , while 〈u, v〉 = 〈u, α〉 1
ω
. Thus

‖u‖H1/2 ∼ sup
α6=0

〈u, α〉 1
ω

‖α‖T−1/2
.

The last quantity is the T 1/2 norm of u since T 1/2 is identified to the dual of
T−1/2 for 〈·, ·〉 1

ω
, concluding the proof.

Hypersingular operator. In the present context, the identity (11) takes the
form

〈N0,ωβ, β
′〉ω = 〈S0,ω(ω∂xω)β, (ω∂xω)β′〉 1

ω
.

Noticing that (ω∂xω)Un = −(n+ 1)Tn+1, we have, for all n 6= m,

〈N0,ωUn, Um〉ω = 0 .

Therefore,
N0,ωUn = νnUn

with νn ‖Un‖2ω = (n + 1)2σn+1 ‖Tn+1‖21
ω
, that is, νn = (n+1)

2 . We deduce the
following:

19



Lemma 14. The operator N0,ω is a positive bicontinuous bijection from Us to
Us−1 for all s ∈ R.

In particular, N0,ω maps smooth functions to smooth functions. As before, we
obtain a characterization of Us for s = ± 1

2 from the previous formula.

Lemma 15. We have U1/2 = 1
ω H̃

1/2(−1, 1) and for all u ∈ H̃1/2(−1, 1),

‖u‖H̃1/2 ∼
∥∥∥u
ω

∥∥∥
U1/2

.

Moreover, U−1/2 = H1/2(−1, 1) and

‖u‖H1/2 = ‖u‖U1/2 .

2.3 Optimal orders of convergence for the weighted Galerkin
method

A Galerkin method based on a refined mesh and weighted L2 scalar products is
described in [1] to solve eqs. (27) and orders of convergences are announced for
the Laplace problem (k = 0) when Γ = [−1, 1]×{0}. In this section we provide
the proofs for those statements. Let us consider the following discretization of
the segment [−1, 1]

−1 = x0 < x1 < · · · < xN = 1 ,

where xi = cos(i πN ).

2.3.1 Dirichlet problem

Let Vh the Galerkin space of (discontinuous) piecewise affine functions with
breakpoints at (xi)0≤i≤N . Let αh the unique solution in Vh to the variational
problem

(S0,ωαh, α
′
h) 1

ω
= (uD, α′h) 1

ω
, ∀α′h ∈ Vh . (29)

Let λh = αh
ω and α0 = ωλ.

Theorem 1. If the data uD is in T s+1 for some − 1
2 ≤ s ≤ 2, then there holds:

‖λ− λh‖H̃−1/2 ≤ Chs+1/2 ‖ωλ‖T s ≤ Ch
s+1/2 ‖uD‖T s+1 .

The proof of this theorem is similar in structure to the standard proof in
non-weighted L2-spaces. What we expose below borrows many ideas from [5].
The only difference, and source of difficulty, comes from the fact that the semi-
norms |P |Tn of polynomials P do not vanish on each segment contrary to the
non-weighted L2 case. For this reason, an additional estimate, eq. (37), is
required to establish the result.

Proof. Let us denote by Πh the operator that maps a function α ∈ T−1/2 to the
element αh ∈ Vh such that

(S0,ωαh, α
′
h) 1

ω
= (S0,ωα, α

′
h) 1

ω
∀α′h ∈ Vh .
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Since S0,ω is coercive in T−1/2 by Lemma 12, we have an analog of Céa’s lemma
in our context:

∀α ∈ T−1/2, ‖α−Πhα‖T−1/2 ≤ C inf
α′
h
∈Vh
‖α− α′h‖T−1/2 . (30)

From this we deduce, taking α′h = 0 in the infimum:

∀α ∈ T−1/2 ‖(Id −Πh)α‖T−1/2 ≤ C ‖α‖T−1/2 .

In addition, we are going to show

∀α ∈ T 2, ‖(Id −Πh)α‖T−1/2 ≤ Ch5/2 ‖α‖T 2 . (31)

By interpolation, this implies for all s ∈
[
− 1

2 , 2
]

∀α ∈ T s , ‖(Id −Πh)α‖T−1/2 ≤ Chs+1/2 ‖α‖T s .

The result then follows from this, since, on the one hand

‖λ− λh‖H̃−1/2 ≤ C ‖α0 − αh‖T−1/2

by Lemma 13, with αh = Πhα0 and, on the other hand, ωu = α0 = S−1
0,ωuD

which by Lemma 12, gives

‖α0‖T s ≤ C ‖uD‖T s+1 .

We prove (31) by studying the properties of two particular operators: the L2
1
ω

orthonormal projection Ph on Vh and the interpolation operator Ih which maps
a continuous function α to the (continuous) function of Vh that matches α at
the breakpoints xi. Because of Céa’s lemma, we have

∀α ∈ T−1/2, ‖(Id −Πh)α‖T−1/2 ≤ C ‖(Id −Ph)α‖T−1/2 .

Therefore, it suffices to show (31) where Πh is replaced by Ph to establish the
theorem. We shall first show that

∀α ∈ T s, ‖(Id −Ph)α‖L2
1
ω

≤ Chs ‖α‖T s (32)

for s ∈ [0, 2]. The estimate in T−1/2 norm is then deduced by the classical
duality method:

‖α−Phα‖T−1/2 = sup
η∈T 1/2,η 6=0

(α−Phα, η) 1
ω

‖η‖T 1/2
,

and since Ph is an orthonormal projection on L2
1
ω
,

‖α−Phα‖T−1/2 = sup
η∈T 1/2,η 6=0

(α−PNα, η −Phη) 1
ω

‖η‖T 1/2
.

This, by Cauchy-Schwarz equality and (32), gives

∀α ∈ T 2, ‖α−Phα‖T−1/2 ≤ Ch2 ‖α‖T 2 sup
η∈T 1/2,η 6=0

h1/2 ‖η‖T 1/2

‖η‖T 1/2
,
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implying the desired etimate. Let us prove (32). First, since Ph is an orthonor-
mal projection on L2

1
ω

∀α ∈ L2
1
ω
, ‖(Id −Ph)α‖L2

1
ω

≤ C ‖α‖L2
1
ω

.

Using again an interpolation argument, it is thus sufficient to show

∀α ∈ T 2, ‖(Id −Ph)α‖L2
1
ω

≤ Ch2 ‖α‖T 2 . (33)

To this aim, we establish the following estimate:

∀α ∈ T 2, ‖(Id − Ih)α‖L2
1
ω

≤ Ch2 ‖α‖T 2 , (34)

and conclude with ‖(Id −Ph)α‖L2
1
ω

≤ ‖(Id − Ih)α‖L2
1
ω

since Ph minimizes the

L2
1
ω

error. Any function α ∈ T 2 is continuous by Lemma 5, thus Ihα is well-
defined. To prove (34), let us fix α ∈ T 2 and i ∈ {0, . . . , N − 1}. The function
Cα belongs to H2 by Proposition 3 and thus its restriction on [θi, θi+1] belongs
to H2(θi, θi+1). The function Ihα being C∞ on [xi, xi+1], the restriction of CIhα
to [θi, θi+1] also belongs to H2(θi, θi+1). Moreover, C(Ih − Id)α vanishes on θi
and θi+1, and it is well-known that for a function v in H2(a, b) which vanishes
on a and b, there holds∫ b

a

|v(θ)|2 dθ ≤ C(b− a)4
∫ b

a

|∂θθv(θ)|2 dθ . (35)

Thus, applying this result on [θi, θi+1] to v = (C(Id−Ih)u)|[θi,θi+1] and summing
those inequalities for i = 0 to N − 1, we obtain

1
π

∫ π

0
|C(Id − Ih)α(θ)|2 dθ ≤ h4

π

N−1∑
i=0

∫ θi+1

θi

|∂θθC(Id − Ih)α(θ)|2 dθ ,

where on the left hand side, the integral is equal to ‖(Id − Ih)α‖21
ω

by Propo-
sition 3. If CIhα were affine on each segment [θi, θi+1], this inequality would
simplify to

‖(Id − Ih)α‖ 1
ω
≤ Ch2 |α|T 2 . (36)

This does not occur in our, which is the main difference with the standard proof.
Nevertheless, if we show that

N−1∑
i=0

∫ θi+1

θi

|∂θθCIhα(θ)|2 ≤ C ‖α‖2T 2 , (37)

then eq. (34) follows by triangular inequality. The expression of CIhα on
[θi, θi+1] is

CIhα(θ) = α(xi) + α(xi)− α(xi+1)
cos(θi+1)− cos(θi)

(cos(θ)− cos(θi)),

thus ∫ θi+1

θi

|∂θθCIhα(θ)|2 dθ =
∣∣∣∣ α(xi)− α(xi+1)
cos(θi+1)− cos(θi)

∣∣∣∣2 ∫ θi+1

θi

cos(θ)2dθ.

22



We can rewrite

|α(xi+1)− α(xi)|2 =
∣∣∣∣∫ xi+1

xi

∂xα(x)dx
∣∣∣∣2 ,

and apply Cauchy-Schwarz’s inequality and the change of variables x = cos(θ)
to find

|α(xi+1)− α(xi)|2 ≤
∫ xi+1

xi

|∂xα(x)|2

ω(x) dx

∫ θi+1

θi

sin(θ)2dθ.

Notice that the quantity ∫ θi+1
θi

cos(θ)2 ∫ θi+1
θi

sin(θ)2

(cos(θi+1)− cos(θi))2

is bounded uniformly in (θi, θi+1). Indeed, since cos is injective on [0, π], the
only problematic case is the limit when θi = θi+1. It is easy to check that the
fraction then takes the limit cos(θi)2, which is indeed uniformly bounded in θi.
We deduce

N−1∑
i=0

∫ θi+1

θi

|∂θθCIhα(θ)|2 ≤ C ‖∂xα‖21
ω
.

By Corollary 2, one has ‖∂xα‖ 1
ω
≤ C ‖α‖T 2 , thus (34) is established, concluding

the proof.

2.3.2 Neumann problem

Let Wh the Galerkin space of continuous piecewise affine functions on the mesh
(xi)0≤i≤N defined above, and βh the unique solution in Wh to

(N0,ωβh, β
′
h)ω = (uN , β′h)ω , ∀β′h ∈Wh . (38)

Let µh = βhω and β0 = µ
ω .

Theorem 2. If uN ∈ Us−1, for some 1
2 ≤ s ≤ 2, there holds

‖µ− µh‖H̃1/2 ≤ Chs−
1
2

∥∥∥µ
ω

∥∥∥
Us
≤ Chs− 1

2 ‖uN‖Us−1 .

Proof. Like before, let us denote by Πh the operator that maps a function
β ∈ U1/2 to the element βh ∈Wh such that

(N0,ωβh, β
′
h) = (N0,ωβ, β

′
h) ∀β′h ∈Wh .

The operator N0,ω being coercive on U1/2 by Lemma 15, we have a Céa’s lemma:

∀β ∈ U 1
2 , ‖β −Πhβ‖U1/2 ≤ C inf

β′
h
∈Wh

‖β − β′h‖U1/2 .

In particular taking β′h = 0 in the infimum,

∀β ∈ U1/2, ‖(Id −Πh)β‖U1/2 ≤ C ‖β‖U1/2 .
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Once we prove

∀β ∈ U2, ‖(Id −Πh)β‖U1/2 ≤ Ch
3
2 ‖β‖U2 , (39)

we get by interpolation

∀β ∈ Us, ‖(Id −Πh)β‖U1/2 ≤ Chs−
1
2 ‖β‖Us

for all s ∈ [ 1
2 , 2]. The result follows since on the one hand,

‖µ− µh‖H̃1/2 = ‖β0 − βh‖U1/2 ,

by Lemma 15, with Πhβ0 = βh and, on the other hand, µ
ω = β0 = N−1

0,ωuN
which, by Lemma 14, implies

‖β0‖Us ≤ C ‖uN‖Us−1 .

Like before, the proof of (39) involves the study of the interpolation operator
Ih. Namely, if we have

∀β ∈ U2, ‖(Id − Ih)β‖ω ≤ Ch
2 ‖β‖U2 , ‖(Id − Ih)β‖U1 ≤ Ch ‖β‖U2 , (40)

then, by interpolation, we obtain

‖(Id − Ih)β‖U1/2 ≤ Ch3/2 ‖u‖U2 ,

which gives (39) after applying Céa’s lemma. Let us show the first estimate
in (40). Applying Proposition 3 and using again the property of H2 functions
vanishing at the boundary (35) one can write∫ xi+1

xi

ω |(Id − Ih)β|2 ≤ C(θi+1 − θi)4
∫ θi+1

θi

|∂θθ(Sβ − SIhβ)|2

≤ Ch4

(
2
∫ θi+1

θi

|∂θθSβ|2 + 2
∫ θi+1

θi

|∂θθSIhβ|2
)
.

Summing for i = 0, · · · , N − 1, by Proposition 3, we get

‖(Id − Ih)β‖ω ≤ Ch
2

‖β‖U2 +

√√√√N−1∑
i=0

∫ θi+1

θi

|∂θθSIhβ(θ)|2 dθ

 . (41)

Just like for the Dirichlet problem, the proof would end here if SIhu were affine
on each segment, because the second term in the right hand side would be
0. Here, we need to show that this term is controlled by ‖β‖U2 . Using the
expression of Ih, one can write

∫ θi+1

θi

|∂θθSIhβ|2 ≤ C

(
|β(xi)|2

∫ θi+1

θi

sin2 θdθ

+
∣∣∣∣β(xi+1)− β(xi)
cos θi+1 − cos θi

∣∣∣∣2 ∫ θi+1

θi

sin2 θ(1 + cos2 θ)dθ
)
. (42)
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We can estimate the first term, thanks to Lemma 5:

|β(xi)| ≤ C ‖β‖U2 ,

while for the second term, the numerator of the fraction is estimated as follows:

|β(xi+1)− β(xi)|2 =
∣∣∣∣∫ xi+1

xi

∂xβ

∣∣∣∣2
≤

∫ xi+1

xi

ω |∂xβ|2
∫ xi+1

xi

1
ω

= |θi+1 − θi|
∫ xi+1

xi

ω |∂xβ|2 .

Observe that the quantity

|θi+1 − θi|
∫ θi+1
θi

sin2 θ(1 + cos2 θ)dθ
(cos θi − cos θi+1)2

is bounded by a constant independent of θi and θi+1. Indeed, in the limit
θi+1 → θi, the fraction takes the value 1 + cos2 θi. Therefore, (41) leads to

‖(Id − Ih)β‖ω ≤ Ch
2 (‖β‖U2 + ‖∂xβ‖ω) .

Recalling Corollary 2, the second term in this estimate is controlled by ‖β‖U2

and the first estimate of (40) is established. The second estimate of (40) can
be shown in a similar manner, concluding the proof.

2.3.3 Estimates in the weighted L2 norms

We have just established the optimal orders of convergence of the Galerkin
method in the energy norms. It is also possible to prove optimal order of con-
vergence in the weighted L2 norm of the problem, using inverse estimates and
Aubin-Nitsche’s duality method. The proofs do not differ in any essential way
from the standard theory, so they are omitted.

Proposition 4. For all s ∈ [0, 2],

‖α0 − αh‖ 1
ω
≤ Chs ‖α0‖T s ,

‖β0 − βh‖ω ≤ Ch
s ‖β0‖Us .

and for all s ∈ [1, 2],

‖β0 − βh‖U1 ≤ Chs−1 ‖β0‖Us .

3 Pseudo-differential operators on open curves

This section is devoted to the introduction of two classes of pseudo-differential
operators on open curves, which, to the best of our knowledge, have not been
studied elsewhere in the literature. Our approach can be summarized as follows.
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Through the change of variables x = cos θ, an operator on the segment can be
viewed as an operator on the torus T2π (where T2π = R/2πZ as in section
1.4). On this geometry, a simple algebra of pseudo-differential operators exists
[6]. However, the inverse change of variables, θ = arccos(x) has singularities
at x = −1 and x = 1, preventing the transfer of the properties of this algebra
back to the segment. We solve this difficulty by using some parity arguments.
Loosely speaking, we first remove the problematic part of the operators before
applying the pullback change of variables. As a result, two classes of operators
emerge, related to pseudo-differential operators on the torus that stabilize even
and odd functions respectively.
We start by collecting some facts on periodic pseudo-differential operators in
section 3.1. We then introduce a first class of pseudo-differential operators on
the segment (and more generally on smooth open curves) in section 3.2, which
is based on the scales of Hilbert spaces (T s)s∈R presented in section 1. We show
that the usual properties of pseudo-differential operators hold in this class. The
pseudo-differential operators based on (Us)s∈R are introduced in section 3.3.

3.1 Periodic pseudo-differential operators

On the family of periodic Sobolev spaces Hs, a class of periodic pseudo differen-
tial operators (PPDO) is studied in [6]. We briefly reproduce here the material
needed for our purposes. A PPDO of order α on Hs is an operator of the form

Au(θ) =
∑
n∈Z

σA(θ, n)Fu(n)einθ

for a “prolongated symbol" σA ∈ C∞(T2π × R) satisfying

∀j, k ∈ N, ∃Cj,k > 0 :
∣∣∣Dj

θD
k
ξσA(θ, ξ)

∣∣∣ ≤ Cj,k(1 + |ξ|)α−k . (43)

Here, as in section 1.4, Fu(n) = 1
2π
∫ π
−π u(t)e−inθdθ are the usual Fourier coef-

ficients of u and
Dθ := 1

i

∂

∂θ
, Dξ := 1

i

∂

∂ξ
.

The class of symbols that satisfy (43) is denoted by Σα, and Σ∞ := ∪α∈ZΣα.
The operator defined by a symbol σ is denoted by Op(σ) and the set of PPDOs
of order α is denoted by Op(Σα).

The prolongated symbol is not unique but determined uniquely at integer
values of ξ by (see [6]):

σA(θ, n) = e−n(θ)Aen(θ) , (44)

where we recall the notation en(θ) = einθ. This justifies the terminology of
“prolongated symbol". The operator A is in Op(Σα) if and only if

∀j, k ∈ N, ∃Cj,k > 0 :
∣∣∣Dj

θ∆
k
nσA(θ, n)

∣∣∣ ≤ Cj,k(1 + |n|)α−k , (45)

where ∆nφ(θ, n) = φ(θ, n+ 1)− φ(θ, n). That is, if the symbol defined in (44)
satisfies (45), then there exists a prolongated symbol satisfying (43). Because of
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this, we write σ ∈ Σp for a symbol σ(θ, n) that can be prolongated to a symbol
σ(θ, ξ) ∈ Σp. An operator in Op(Σα) maps Hs to Hs−α continuously for all
s ∈ R. The composition of two operators in Op(Σα) and Op(Σβ) gives rise to
an operator in Op(Σα+β). If two symbols a and b in Σ∞ satisfy a− b ∈ Σα, we
write a = b+ Σα.
Definition 6. Let a ∈ Σ∞. If there exists a sequence of reals (pj)j∈N such
that pj+1 < pj and a sequence of symbols aj ∈ Σpj such that for all N , a =
N∑
i=0

ai + ΣpN+1 , we write

a =
+∞∑
i=0

ai .

This is called an asymptotic expansion of the symbol a.

The symbol of the composition of two PPDOs A and B is denoted by σA#σB
and satisfies the asymptotic expansion [6]

σA#σB(t, ξ) =
+∞∑
j=0

1
j!

(
∂

∂ξ

)j
σA(θ, ξ)Dj

θσB(θ, ξ) . (46)

We also need the following result.
Proposition 5. (see [6]) Consider an integral operator K of the form

K : u 7→ 1
2π

∫ π

−π
a(θ, θ′)h(θ − θ′)u(θ′)dθ′ ,

where a is 2π-periodic and C∞ in both arguments and h is a 2π-periodic distri-
bution. Assume that the Fourier coefficients Fh(n) of h can be prolonged to a
function ĥ(ξ) on R such that

∀k ∈ N, ∃Ck > 0 :
∣∣∣∂kξ ĥ(ξ)

∣∣∣ ≤ Ck(1 + |ξ|)α−k

for some α. Then K is in Op(Σα) with a symbol satisfying the asymptotic
expansion

σK(θ, ξ) =
+∞∑
j=0

1
j!

(
∂

∂ξ

)j
ĥ(ξ)Dj

ta(t, θ)|t=θ . (47)

In particular, taking h ≡ 1, we see that for any functions a ∈ C∞(T2
2π), the

operator
K : u 7→ 1

2π

∫ π

−π
a(θ, θ′)u(θ′)dθ′

is in Op (Σ−∞).

3.2 Pseudo-differential operators on T s(Γ)

We now introduce a new class of pseudo-differential operators on the segment
[−1, 1], which is based on the scale of Hilbert spaces (T s)s∈R. Those operators
are characterized in Theorem 3 in terms of PPDOs, and from this we deduce
the main properties needed for our purposes in Corollary 5. Those definitions
and results are then generalized to smooth open curves.

27



3.2.1 Definitions and main results

Definition 7. Let A an operator on T−∞ and assume that there exists a couple
of functions a1 and a2 defined on [−1, 1]× N, that are C∞ in the first variable
and such that for all n ∈ N,

ATn = a1(x, n)Tn − ω2a2(x, n)Un−1 , (48)

with, by convention, U−1 = 0. The operator defined by the previous formula is
denoted by OpT (a1, a2). Define the symbol σ̃(a1, a2) on T2π × Z by

σ̃(a1, a2)(θ, n) := a1(cos θ, |n|) + i sin θ sign(n)a2(cos θ, |n|) .

We say that (a1, a2) ∈ SαT if σ̃(a1, a2) ∈ Σα. In this case, we say that A is a
pseudo-differential operator on T s and that the couple of functions (a1, a2) is a
pair of symbols for A. We denote S∞T := ∪α∈RSαT and S−∞T = ∩α∈RSαT . The
set of pseudo-differential operators (of order α) in T−∞ is denoted by Op(S∞T )
(by Op(SαT )).

Remark 2. It is easy to construct non-trivial symbols in S−∞T for the null
operator. For example, for some m ∈ N, take a(x, n) = δn=mω

2(x)Um−1(x) and
b(x, n) = δn=mTm(x). Because of this, a pair of symbol for a pseudo-differential
operator on T s is not unique.

Definition 8. For a PPDO Ã of symbol σÃ, we define a1(Ã) and a2(Ã) by

a1(Ã)(x, n) = σ̃(arccos(x), n) + σ̃(arccos(x),−n)
2 ,

a2(Ã)(x, n) = σ̃(arccos(x), n)− σ̃(arccos(x),−n)
2i
√

1− x2
,

where
σ̃(θ, n) = σÃ(θ, n) + σÃ(−θ,−n)

2 .

We can now state the main results of this section. Recall the definition of the
operator C from Proposition 3.

Theorem 3. Let A : T∞ → T−∞. Assume that for some PPDO Ã ∈ Op(Σα),
there holds

CA = ÃC (49)

as an equality of operators on T∞. Then A has a unique continuous extension
as an element of Op(SαT ), and (a1(Ã), a2(Ã)) is a pair of symbols for A.
Reciprocally let A = OpT (a1, a2) ∈ Op(SαT ). Then (49) holds, taking for Ã the
PPDO of order α given by the symbol

σÃ = σ̃(a1, a2) .

We immediately derive the following properties of those new pseudo-differ-
ential operators as an easy consequence of the previous result.
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Corollary 5. If A ∈ Op(SαT ), then for all s ∈ R,

A : T s → T s−α

is continuous. Moreover,

A ∈ Op(SαT ) and B ∈ Op(SβT ) =⇒ AB ∈ Op(Sα+β
T ) .

Finally, if A and B admit the pairs of symbols (a1, a2) and (b1, b2) respectively,
then AB admits the pair of symbol (a1(C̃), a2(C̃)) where

C̃ = Op(σ̃(a1, a2))Op(σ̃(b1, b2)) .

Proof of Corollary 5. Let A ∈ Op(SαT ), and let Ã a PPDO of order α such that
(49) holds. Let u ∈ T s for some s ∈ R. Applying the isometric property of C
(cf. Proposition 3) and the continuity of Ã from Hs to Hs−α,

‖Au‖T s = ‖CAu‖Hs =
∥∥ÃCu∥∥

Hs
≤ C ‖Cu‖Hs−α = C ‖u‖T s−α .

This establishes the first claim. Let A = OpT (a1, a2) ∈ SαT , B = OpT (b1, b2) ∈
SβT and let Ã = Op(σ̃(a1, a2)), B̃ = Op(σ̃(a1, a2)). We have

CAB = ÃCB = ÃB̃C .

Applying the properties of the PPDOs, one has ÃB̃ ∈ Op(Σα+β) therefore, by
Theorem 3, AB ∈ Op(Sα+β

T ) establishing the second claim. In addition, by
Theorem 3, AB admits the pair of symbols (a1(ÃB̃), a2(ÃB̃)), concluding the
proof.

Remark 3. The previous results provide a symbolic calculus on the class
SαT (Γ) as follows. If B and C respectively admit the pair of symbols (b1, b2)
and (c1, c2), then BC admits the pair of symbols

(b1, b2)#T (c1, c2) :=
(
a1(Ã), a2(Ã)

)
where Ã = Op (σ̃(b1, b2)#σ̃(c1, c2)). One can use (46) to compute an asymptotic
expansion of σ̃(b1, b2)#σ̃(c1, c2) which, in turn, gives an asymptotic expansion
of (b1, b2)#T (c1, c2).

Remark 4. We have already stated that a pseudo-differential operator on T s

always admits several distinct symbols. Theorem 3 gives another way to view
this fact, by observing that, when A ∈ Op(SαT ), there is an infinite number of
operators Ã satisfying CA = ÃC. Indeed, if B̃ is any PPDO that vanishes on
the set of even functions, one has

CA = (Ã+ B̃)C .

In light of this, a natural idea to define uniquely the symbol of A would be to set

a1 = a1(Ã∗), a2 = a2(Ã∗) ,

where Ã∗ is the operator defined by

Ã∗Cu = CAu ,
Ã∗Su = 0 .
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However, though A ∈ Op(SαT ), Ã∗ may fail to be a PPDO of order α. To see
why, one can check that if Ã is a PPDO of order α such that CA = ÃC, then
the symbol of Ã∗ must be given by

σÃ∗(θ, n) = σÃ(θ, n) + e−2inθσÃ(θ,−n) .

In general, this symbol is not in Σα because of the oscillatory term e−2inθ. In
conclusion, there is no clear way how to fix a natural representative in the class
of pairs (a1, a2) that define the same operator A. However, although unusual,
this is not an obstacle for the theory.

3.2.2 Proof of Theorem 3

The proof of Theorem 3 is decomposed through the following lemmas.

Lemma 16. Let A = OpT (a1, a2) and let Ã = Op(σ̃(a1, a2)). Then for all
n ∈ N,

CATn = ÃCTn .

Proof. Let A = OpT (a1, a2). Let σ = σ̃(a1, a2), and Ã = Op(σ). Fix n ∈ N.
On the one hand, we can write

ATn(cos(θ)) = a1(cos θ, n)Tn(cos(θ))− ω2(cos θ)a2(cos θ, n)Un−1(cos θ)
= a1(cos θ, n) cos(nθ)− sin θa2(cos θ, n) sin(nθ) .

On the other hand,

Ã(CTn)(θ) = Ã(en)(θ) + Ã(e−n)(θ)
2

=σ(θ, n)einθ + σ(θ,−n)e−inθ

2

=
(
σ(θ, n) + σ(θ,−n)

2

)
cos(nθ) + i

(
σ(θ, n)− σ(θ,−n)

2

)
sin(nθ) .

From the definition of σ̃(a1, a2), we see that the first term in parenthesis is equal
to a1(cos θ, n), and the second is i sin θa2(cos θ, n). Therefore,

CATn = ÃCTn

for all n ∈ N and the result is proved.

Lemma 17. If Ã = Op(σÃ) is a PPDO, then the functions a1(Ã) and a2(Ã)
are C∞ in the variable x and there holds the identity

σ̃(a1(Ã), a2(Ã))(θ, n) = σÃ(θ, n) + σÃ(−θ,−n)
2 .

Proof. Let σ̃(θ, n) = σÃ(θ, n) + σÃ(−θ,−n)
2 . We decompose σ̃ as

σ̃(θ, n) = f(θ, n) + g(θ, n)
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where f(θ, n) = σ̃(θ,n)+σ̃(θ,−n)
2 and g(θ, n) = σ̃(θ,n)−σ̃(θ,−n)

2 . By construction, f
(resp. g) is even (resp. odd) in both θ and n. For n > 0, there holds

a1(Ã)(x, n) = f(arccos(x), n), a2(Ã)(x, n) = g(arccos(x), n)
i
√

1− x2
.

Recalling Proposition 3, this is equivalently expressed as

a1(Ã)(·, n) = C−1f(·, n), a2(Ã)(·, n) = −iS−1g(·, n) .

Therefore, a1(Ã) and a2(Ã) are C∞ in x since f (resp. g) is a smooth even
(resp. odd) function. By definition, we have

σ̃T (a1(Ã), a2(Ã))(θ, n) = Ca1(Ã)(θ, |n|) + isign(n)Sa2(Ã)(θ, |n|)
= f(θ, |n|) + sign(n)g(θ, |n|)
= f(θ, n) + g(θ, n)
= σ̃(θ, n) ,

recalling that f (resp. g) is even (resp. odd) in n.

Lemma 18. If Ã = Op(σÃ) is a PPDO that stabilizes the set of smooth even
functions, then Ã coincides on this set with B̃ = Op(σB̃) where

σB̃(θ, n) = σÃ(θ, n) + σÃ(−θ,−n)
2 .

Proof. Let u a smooth even function. Since Au is even, we have

Au(θ) = Au(θ) +Au(−θ)
2 .

Thus

Au(θ) = 1
2

(∑
n∈Z

σÃ(θ, n)Fu(n)einθ + σÃ(−θ, n)Fu(n)e−inθ
)

= 1
2

(∑
n∈Z

σÃ(θ, n)Fu(n)einθ + σÃ(−θ,−n)Fu(−n)einθ
)

=
∑
n∈Z

σÃ(θ, n) + σÃ(−θ,−n)
2 Fu(n)einθ

since Fu(n) = Fu(−n). This proves the claim.

Lemma 19. If A : T∞ → T−∞ is such that there exists a PPDO Ã satisfying

∀n ∈ N, CATn = ÃCTn ,

then A = OpT (a1(Ã), a2(Ã)).

Proof. Notice that the assumption implies that Ã stabilizes the set of smooth
even functions. If σÃ is the symbol of Ã and

σ(θ, n) = σÃ(θ, n) + σÃ(−θ,−n)
2
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then, by Lemma 18, we have ÃC = Op(σ)C. Moreover, by Lemma 17, we know
that

σ = σ̃T (a1(Ã), a2(Ã))

and thus, letting B = OpT (a1(Ã), a2(Ã)), Lemma 16 tells us that

∀n ∈ N, CBTn = Op(σ)CTn .

Summing up, we have

∀n ∈ N, CATn = ÃCTn = Op(σ)CTn = CBTn .

This ensures A = B.

The proof of Theorem 3 is concluded as follows. Assume that for any u ∈ T∞,
CAu = ÃCu where Ã is some PPDO of order α with a symbol σÃ. The linear
continuous extension of A is uniquely defined for u ∈ T−∞ by

∀v ∈ T∞, 〈Au, v〉 1
ω

= 〈CAu, Cv〉T2π
=
〈
ÃCu, Cv

〉
T2π

.

where the last quantity makes sense since Cu ∈ H−∞. By Lemma 19, we have
A = OpT (a1(Ã), a2(Ã)). It remains to show that σ := σ̃(a1(Ã), a2(Ã)) ∈ Σα.
By Lemma 17, if Ã has a symbol σÃ, then

σ(θ, n) = σÃ(θ, n) + σÃ(−θ,−n)
2 ,

and σÃ ∈ Σα immediately implies σ ∈ Σα. This proves the first assertion. The
second assertion is an immediate consequence of Lemma 16.

3.2.3 Extension to open curves

Definition 9. Let A : T−∞(Γ) → T−∞(Γ). We say that A is a pseudo-dif-
ferential operator (of order α) on T−∞(Γ) if RAR−1 ∈ Op(S∞T ) (∈ Op(SαT )).
The set of pseudo-differential operators of order α on T−∞(Γ) is denoted by
Op(SαT (Γ)). We say that (a1, a2) is a pair of symbols of A if it is a pair of
symbols of RAR−1.

The properties of Op(SαT ) are transferred to Op(SαT (Γ)) without difficulty.

Proposition 6. Let A ∈ Op(SαT (Γ)). Then for all s, A is continuous from
T s(Γ) to T s−α(Γ). If A and B respectively belong to Op(SαT (Γ)) and
Op(SβT (Γ)), with pairs of symbols (a1, a2) and (b1, b2), then AB is in
Op(Sα+β

T (Γ)) and admits the pair of symbols
(
a1(C̃), a2(C̃)

)
where

C̃ = Op(σ̃(a1, a2))Op(σ̃(b1, b2)) = Op(σ̃(a1, a2)#σ̃(b1, b2)) .

3.3 Pseudo-differential operators on U s(Γ)

We proceed to introduce an analogous family of pseudo-differential operators
defined this time on the spaces Us. Similar properties hold for this new family
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of pseudo-differential operators. They are stated here but the proofs do not differ
in any significant way from the previous, and are thus omitted. At the end of
this section, we also establish two results linking pseudo-differential operators
on T s(Γ) to pseudo-differential operators on Us(Γ).

Definition 10. Let A an operator on U−∞ and assume that there exists a
couple of smooth functions a1 and a2 defined on [−1, 1]×N, that are C∞ in the
first argument and such that for all n ∈ N∗,

AUn−1 = a1(x, n)Un−1 + a2(x, n)Tn . (50)

The operator defined by the previous formula is denoted by OpU (a1, a2). For
n ∈ Z and θ ∈ [0, 2π], define the symbol σ̃(a1, a2) as before by

σ̃(a1, a2)(θ, n) = a1(cos θ, |n|) + i sin θ sign(n)a2(cos θ, |n|)

with the convention a1(x, 0) = a2(x, 0) = 0. We say that (a1, a2) ∈ SαU if
σ̃(a1, a2) ∈ Σα. In this case, we say that A is a pseudo-differential operator on
Us and the (non-unique) couple of functions (a1, a2) is called a pair of symbols
of A. We also take the notation S∞U := ∪α∈RSαU and S−∞U = ∩α∈RSαU . and
the set of pseudo-differential operators (of order α) in T−∞ by Op(S∞U ) (by
Op(SαU )).

Recall the definition of the isometric mapping S from Proposition 3.

Theorem 4. Let A : U∞ → U−∞. Assume that for some PPDO Ã ∈ Op(Σα),
there holds

SA = ÃS (51)
as an equality of operators on U∞. Then A has a unique continuous extension
as an element of Op(SαU ), and (a1(Ã), a2(Ã)) is a pair of symbols for A.
Reciprocally let A = OpU (a1, a2) ∈ Op(SαU ). Then (51) holds, taking for Ã the
PPDO of order α given by the symbol

σÃ = σ̃(a1, a2) .

Definition 11. Let A : U−∞(Γ) → U−∞(Γ). We say that A is a pseudo-
differential operator (of order α) on U−∞(Γ) if RAR−1 belongs to Op(S∞U ) (to
Op(SαU )). The set of pseudo-differential operators of order α on U−∞(Γ) is
denoted by Op(SαU (Γ)). We say that (a1, a2) is a pair of symbols of A if it is a
pair of symbols of RAR−1.

Corollary 6. Let Γ a smooth open curve and let A ∈ Op(SαU (Γ)) Then for all
s, A is continuous from Us(Γ) to Us−α(Γ). If B and C respectively belong to
Op(Sα1

U (Γ)) and Op(Sα2
U (Γ)), with pairs of symbols (b1, b2) and (c1, c2), then

BC is in Op(Sα1+α2
U (Γ)) and admits the pair of symbols (a1(Ã), a2(Ã)) where

Ã = Op(σ̃(b1, b2))Op(σ̃(c1, c2)) = Op(σ̃(b1, b2)#σ̃(c1, c2)) .

Lemma 20. Let A ∈ Op(SαT (Γ)) and

B = −∂τAωΓ∂τωΓ .

Then B ∈ Op(Sα+2
U (Γ)) and if Ã is a PPDO such that CRAR−1 = ÃC, then

SRBR−1 = −∂θÃ∂θS .
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Proof. One can check the following identities:

∂θS = −Cω∂xω ,
∂θC = −S∂x .

Let A′ = RAR−1 and B′ = RBR−1. Assuming that CA′ = ÃC, there holds

SB′ = −SR∂ΓAωΓ∂ΓωΓR
−1

= −S∂xA′ω∂xω
= ∂θCA′ω∂xω
= ∂θÃCω∂xω
= −∂θÃ∂θS .

Since Ã can be chosen as a PPDO of order α by Corollary 5, ∂θÃ∂θ is then a
PPDO of order α+2 and by Theorem 4, we conclude that B ∈ Op(Sα+2

U (Γ)).

Lemma 21. Let A ∈ Op(SαT (Γ)) and let

B = Aω2
Γ .

Then B ∈ Op(SαU (Γ)) and if Ã is a PPDO such that CRAR−1 = ÃC, then

SRBR−1 = sin Ã sinS

where sin denotes the operator f(θ) 7→ sin(θ)f(θ).

Proof. This follows from the identities

S = sin C, Cω2 = sinS

and the same arguments as in the proof of Lemma 20.

Definition 12. Let A and B in Op(S∞T (Γ)) (resp. Op(S∞U (Γ))). If A − B ∈
Op(SαT (Γ)) (resp. Op(SαU (Γ))), we write A = B + Tα (resp. A = B + Uα ).

4 Parametrices for the weighted layer potentials

Here, we apply the pseudo-differential theory on T s(Γ) and Us(Γ) to build para-
metrices for the weighted layer potentials introduced at the beginning of the
second section. Asymptotic expansions are performed with the help of the sym-
bolic calculus software Maple. The proofs of the next results are accompanied
by commented Maple worksheets in Appendix A.

4.1 Dirichlet problem

Lemma 22. The operator Sk,ωΓ belongs to Op(S−1
T (Γ)) and satisfies

CRSk,ωΓR
−1 = S̃kC
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where the symbol of S̃k ∈ Op(Σ−1) has the asymptotic expansion

σS̃k(θ, ξ) = 1
2 |ξ| + k2 |Γ|2 sin(θ)2

16 |ξ|3
+ 3ik2|Γ|2 sin θ cos θ

16ξ4sign(ξ)

+k2 |Γ|2 −768κ(θ)2 |Γ|2 sin4 θ + 112 sin2 θ + 3k2 |Γ|2 sin4 θ − 48
128|ξ|5

+Σ−6 .

(52)

Proof. The Hankel function admits the following expansion

H0(z) = −1
2π ln |z|J0(z) + F1(z2) (53)

where J0 is the Bessel function of first kind and order 0 and where F1 is analytic.
Let us define

Sk,ω := RSk,ωΓR
−1 .

We fix a smooth function u ∈ T∞. One has

(Sk,ωu) (x) =
∫ 1

−1
H0 (k |r(x)− r(y)|) u(y)

ω(y)dy .

Using the change of variables x = cos θ, y = cos θ′, we get

Sk,ωu(cos θ) =
∫ π

0
H0(k |r(cos θ)− r(cos θ′)|)u(cos(θ))dθ ,

which, in view of (53), can be rewritten as

Sk,ωu(cos θ) =−1
2π

∫ π

0
ln |cos θ − cos θ′| J0(k |r(cos θ)− r(cos θ′)|)Cu(θ)dθ

+
∫ π

0
F2(cos θ, cos θ′)Cu(θ)dθ′

where
F2(x, y) = ln |r(x)− r(y)|

|x− y|
+ F1(k2(x− y)2)

is a C∞ function. By parity, the second integral defines an operator

Ku(θ) = 1
2

∫ π

−π
F2(cos θ, cos θ′)Cu(θ)dθ.

There holds K = R̃1C where, by Proposition 5, R1 ∈ Op(Σ−∞). For the
first integral, we make the following classical manipulations. We first write
cos θ − cos θ′ = −2 sin θ+θ′

2 sin θ−θ′
2 . Thus

ln |cos θ − cos θ′| = ln
∣∣∣∣√2 sin θ + θ′

2

∣∣∣∣+ ln
∣∣∣∣√2 sin θ − θ

′

2

∣∣∣∣ .
We then integrate and apply the change of variables θ → −θ for the second
term, yielding

Sk,ωu(cos θ) =
(
S̃k,1 + R̃1

)
Cu(θ)
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where

S̃k,1u(θ) =−1
2π

∫ π

−π
ln
∣∣∣∣√2 sin θ − θ

′

2

∣∣∣∣ J0(k |r(cos θ)− r(cos θ′)|)u(θ′)dθ′ .

Let g : θ 7→ − 1
2π ln

∣∣√2 sin θ
2
∣∣. It is well-known that ĝ(n) = 1

2|n| for n 6= 0. We
may prolong this by ĝ(ξ) = 1

2|ξ| away from ξ = 0. Let

a(θ, θ′) = J0 (k |r(cos θ)− r(cos θ′)|) ,

which is a smooth function. By Proposition 5, the operator

S̃k,1u(θ) :=
∫ π

−π
g(θ − θ′)a(θ, θ′)u(θ′)dθ′

is in Op(Σ−1). In particular, S̃k,1u is a smooth function, from which we deduce
that θ 7→ Sk,ωu(cos θ) is a smooth (even) function. Proposition 3 then ensures

Sk,ωu(cos θ) = CSk,ωu(θ) .

This establishes that CSk,ωu = S̃kCu for any smooth function u. By Corol-
lary 5, this implies that Sk,ω ∈ Op

(
S−1
T

)
. We can compute the symbol of S̃k,1

using the asymptotic expansion (47). The terms ∂jsa(t, s)|t=s, can be related
to the geometric characteristics of Γ through expansion (19). The asymptotic
expansion (52) for S̃k,1 is obtained the help of Maple, and we refer the reader
to appendix A.1, eq. (1). To simplify the expressions, the computations were
only performed for ξ > 0, where ĝ(ξ) = 1

2ξ . In the general case, the 1
ξ4 term in

the asymptotic expansion must be multiplied by sign(ξ) to account for the case
ξ < 0. Obviously since R̃1 ∈ Op(Σ−∞), the asymptotic expansion also holds for
S̃k := S̃k,1 + R̃1, concluding the proof.

In particular, by Proposition 6,

Corollary 7. Sk,ωΓ is continuous from T s(Γ) to T s+1(Γ) for all s ∈ R and thus
maps C∞(Γ) to itself. A pair of symbols of Sk,ωΓ is given by

a1(x, n) = 1
2n + k2 |Γ|2 ω(x)2

16n3 + ã1 ,

a2(x, n) = 3xk2 |Γ|2

16n4 + ã2 ,

where (ã1, ã2) ∈ S−5
T .

Lemma 23. The operator −(ωτ∂τ )2 − k2ω2
Γ is in Op(S2

T (Γ)) with the pair of
symbols

a1(x, n) = n2 − k2 |Γ|
2
ω2(x)
4 ,

a2(x, n) = 0 .

It satisfies
CR
[
−(ωτ∂τ )2 − k2ω2

Γ
]
R−1 = D̃kC

where D̃k ∈ Op(Σ2) has the symbol

σD̃k(θ, ξ) = |ξ|2 − k2 |Γ|2 sin2(θ) . (54)
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Proof. Recalling eqs. (20),(21), one has

−(ωΓ)2 − k2ω2
Γ = R−1 [−(ω∂x)2 − k2ω2]R .

Letting Dk = −(ω∂x)2 − k2ω2,

DkTn = (n2 − k2 |Γ|2 ω2)Tn .

The result is then a consequence of Corollary 5.

Theorem 5. The operators
[
−(ωΓ∂τ )2 − k2ω2

Γ
]
and Sk,ωΓ are respectively in

Op(S2
T (Γ)) and Op(S−1

T (Γ)) and satisfy

[
−(ωΓ∂τ )2 − k2ω2

Γ
]
S2
k,ωΓ

= Id
4 + T−4.

Proof. We have shown that
[
−(ωΓ∂τ )2 − k2ω2

Γ
]
and Sk,ωΓ are respectively in

Op(S2
T (Γ)) and Op(S−1

T (Γ)) in the previous two lemmas. Using the symbolic
calculus described in section 3, we can compute an asymptotic expansion of the
symbol of the pseudo-differential operator[

−(ωΓ∂τ )2 − k2ω2
Γ
]
S2
k,ωΓ
− Id

4 .

The symbol of this operator is found to be in S−4
T (Γ), from which the result

follows. Details of the computations can be found in Appendix A.1.

Remark 5. The previous theorem implies the following fact

−(ωΓ∂τ )2S2
k,ωΓ

= Id
4 +R

where R is in Op(S−2
T (Γ)). This is also a compact perturbation of the identity.

Nevertheless, since R = k2ω2
ΓS

2
k,ωΓ

+ T−4 the term k2ω2S2
k,ω ∈ Op(S

−2
T ) can be

viewed as the leading first order correction accounting for the wavenumber. In
numerical applications, the inclusion of this term in the preconditioners leads
to very significant reductions of the number of GMRES iterations to solve the
linear systems arising from the Galerkin discretization, as demonstrated in [1].

4.2 Neumann problem

We saw in Lemma 11 that Nk,ωΓ = N1 − k2N2 where

N1 = −∂τSk,ωωΓ∂τωΓ

and N2 = Vkω
2
Γ with

Vku(x) =
∫

Γ

Gk(x− y)N(x) ·N(y)u(y)
ωΓ(y) dσ(y) .

Lemma 24. The operator N1 is in Op(S2
U (Γ)) and

SRN1R
−1 = Ñ1S
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where Ñ1 is a PPDO with a symbol σÑ1
satisfying

σÑ1
(θ, ξ) = |ξ|2 + 1

16
k2 |Γ|2 sin2(θ)

|ξ|
+ i

k2 |Γ|2 sin θ cos θ
16ξ2sign(ξ) + Σ−3 . (55)

As a consequence, N1 admits the pair of symbols

a1(x, n) = n

2 + k2 |Γ|2 ω(x)2

16n + ã1 , (56)

a2(x, n) = k2 |Γ|2 x
16n2 + ã2 , (57)

where (ã1, ã2) ∈ S−3
U

Proof. This result is obtained by symbolic calculus combining Lemma 22 and
Lemma 20. See appendix A.2 eq. (1).

A small adaptation of the proof of Lemma 22 yields the following result (see
Appendix A.2 eq. (2))

Lemma 25. The operator Vk is in Op(S−1
T (Γ)) and

CRVkR−1 = ṼkC

where Ṽk is a PPDO with a symbol σṼk satisfying

σṼk = 1
2|ξ| + Σ−3 .

Vk thus admits the pair of symbols

a1(x, n) = 1
2n + ã1(x, n) ,

a2(x, n) = ã2(x, n) ,

where (ã1, ã2) ∈ S−3
T .

Applying Lemma 21, we deduce

Corollary 8. The operator N2 is in Op(S−1
U (Γ)) and satisfies

SRN2R
−1 = Ñ2S

where the symbol of Ñ2 has the asymptotic expansion

σÑ2
= sin2 θ

2 |ξ| + i
sin θ cos θ
2ξ2sign(ξ) + Σ−3 . (58)

A pair of symbols for N2 is thus

a1(x, n) = ω(x)2

2n + ã1 ,

a2(x, n) = x

2n2 + ã2 ,

where (ã1, ã2) ∈ S−3
U .
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It is also easy to check the following result:

Lemma 26. The operator
[
−(∂τωΓ)2 − k2ω2

Γ
]
is in Op(S2

U (Γ)) and satisfies

SR
[
−(∂τωΓ)2 − k2ω2

Γ
]
R−1 = D̃kS

where D̃k is the operator defined in Lemma 23.

Theorem 6. The operators
[
−(∂τωΓ)2 − k2ω2

Γ
]
and Nk,ωΓ are respectively in

Op(S2
U (Γ)) and Op(S1

U (Γ))and satisfy

N2
k,ωΓ

= 1
4
[
−(∂τωΓ)2 − k2ω2

Γ
]

+ U−2.

Proof. Gathering the previous lemmas, we have asymptotic expansions avail-
able for the symbols of the operators Nk,ωΓ and

[
−(∂τωΓ)2 − k2ω2

Γ
]
. We can

thus compute an asymptotic expansion of the symbol of the operator N2
k,ωΓ
−[

−(∂τωΓ)2 − k2ω2
Γ
]
which turns out to be in S−2

U (Γ), giving the result. Details
of the computations can be found in Appendix A.2.

5 Conclusion

In this work and [1], we described and analyzed a new method for the numerical
resolution of first-kind integral equations modeling wave scattering by open
curves, with Dirichlet or Neumann boundary conditions. The equations are
discretized with a Galerkin method in weighted L2 space, with piecewise linear
functions defined on an explicitly refined mesh. We have established optimal
rates of convergence for the method. We have also introduced an adapted
analytic framework with, in particular, a new pseudo-differential calculus on
open curves, providing a precise understanding of the weighted layer potentials.
A simple and effective symbolic calculus has enabled us to build parametrices
for those operators. In turn, those parametrices can be discretized to provide
preconditioners for the linear systems. Our numerical results, exposed in [1], are
in close agreement with the theoretical predictions. The preconditioners have
been tested on various examples, including cases at high frequencies. They
indeed lead to great reductions in the number of GMRES iterations for the
resolution of the linear systems.

The numerical method is straightforward to implement and is only in a small
variant of the standard method. The only differences are summarized below:

Mesh refinement: The mesh has to be refined in an explicit way near the
edges. In fact, it must be uniform with respect to the weight function, that is
the quantity ∫

Si

1
ω(x)dx

must be constant over each segment Si of the mesh.
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Numerical quadratures: The numerical quadratures used to discretize the
integrals must be modified to take the weight w = 1

ω into account. Explicit

Gaussian quadratures are available in the case of w(x) = 1√
1− x2

.

Singular integrals: The main difficulty is the efficient computation of singu-
lar integrals of the form ∫ b

a

ln |x− y|dy
ω(y) ,

where a, b and x are close to 1 or −1. An efficient method is to rewrite this
integral as ∫ θb

θa

ln |sin θ(θ − θ′)| dθ +
∫ θb

θa

ln
(
|cos θ − cos θ′|
|sin θ(θ − θ′)|

)
dθ ,

where θa = arccos(a), θb = arccos(b) and θ = arccos(x). The first term can be
computed explicitly, while the second is the integral of a smooth function, which
is approximated using the standard Gaussian quadrature.

Finally, the method easily lends itself to formal generalizations. It is not
difficult to treat the case of a flat disk in R3 (this work is in progress). Future
works also include the treatment of general angles in R2. Eventually, we expect
that a suitable change of the weight function could allow to extend the approach
to arbitrary geometries.
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A Symbolic Calculus

A.1 Single layer potential

Procedure for the (usual) symbolic calculs:

Symbol of the operator −(ω∂x)2 − k2ω2)

Taylor expansion of |r(cos t)−r(cos s)| where r : [−1, 1]→ Γ is a parametrization
such that |r′(x)| = L

2 for all x. L is the length of Γ and C(t) is the curvature.
K denotes the unknown constant in the next order.

Taylor expansion of b(t, s) = J0(k|r(cos t)− r(cos s)|).

We use the following procedure to compute an asymptotic expansion of the
symbol of S̃k. K denotes the unknown constant in the next order.
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We obtain the following asymptotic expansion up to order 6:

(1)

We can thus compute the symbol of the operator S̃2
k using symbolic calculus,

and keep the terms up to order −6.

(2)

We now apply symbolic calculus to compute an asymptotic expansion of the
symbol of the composition D̃kS̃

2
k, keeping only the first two terms

(3)

We see that this is of the form 1
4 + σ where σ ∈ Σ−4.
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A.2 Hypersingular operator

Procedure for the (usual) symbolic calculs:

Symbols of the operators (∂xω)2 − k2ω2, u(x) 7→ sin(x)u(x) and ∂θ:

Taylor expansion of |r(cos t)−r(cos s)| where r : [−1, 1]→ Γ is a parametrization
such that |r′(x)| = L

2 for all x. L is the length of Γ and C(t) is the curvature.
K denotes the unknown constant in the next order:

Taylor expansion of b(t, s) = J0(k|r(cos t) − r(cos s)|)n(cos t) · n(cos s) where
n(t) is the normal vector at the point r(t):

We first compute an asymptotic expansion up to order 3 of the symbol of
Ñ1 = −∂θS̃k∂θ. We already know the symbol of S̃k
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so we just need to use the usual symbol calculus. We obtain the following
symbol:

(1)

We then turn to the computation of an asymptotic expansion of the symbol of
Ñ2. We start with a procedure to compute the symbol of the operator Ṽk:

The following symbol is obtained for Ṽk:

(2)
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The operator Ñ2 is then obtained by multiplying left and right by the operator
u(x) 7→ u(x)sin(x). We obtain the following asymptotic expantion up to order 3.

(3)

The symbol of Ñk = Ñ1− k2L2

4 Ñ2 is thus, retaining only the terms up to order 3:

(4)

We can now compute the symbol of Ñ2
k by usual symbolic calculus, retaining

terms up to order 2.

(5)

The difference Ñ2
k − 1

4D̃k,
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(6)

is in Σ−2
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