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# PHASE TRANSITION AND ASYMPTOTIC BEHAVIOUR OF FLOCKING CUCKER-SMALE MODEL 

XINGYU LI*


#### Abstract

In this paper, we study a continuous flocking Cucker-Smale model with noise, which has isotropic and polarized stationary solutions depending on the intensity of the noise. The first result establishes the threshold value of the noise parameter which drives the phase transition. This threshold value is used to classify all stationary solutions and their linear stability properties. Using an entropy, these stability properties are extended to the non-linear regime. The second result is concerned with the asymptotic behaviour of the solutions of the evolution problem. In several cases, we prove that stable solutions attract the other solutions with an optimal exponential rate of convergence determined by the spectral gap of the linearized problem around the stable solutions. The spectral gap has to be computed in a norm adapted to the non-local term.
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## 1. Introduction

In many fields such as biology, ecology or economic studies, emerging collective behaviours and self-organization in multiagent interactions have attracted the attention of many researchers. In this paper we consider the McKean-Vlasov model in order to describe flocking (see [13,16] for more information). The original model of [12] is Cucker-Smale model, which describes a population of $N$ birds moving in $\mathbb{R}^{3}$ by the equations

$$
v_{i}\left(t_{n}+\Delta t\right)-v_{i}\left(t_{n}\right)=\frac{\lambda \Delta t}{N} \sum_{i=1}^{N} a_{i j}\left(v_{j}\left(t_{n}\right)-v_{i}\left(t_{n}\right)\right), \quad i=1,2 \ldots N
$$

at discrete times $t_{n}=n \Delta t$ with $n \in \mathbb{N}$ and $\Delta t>0$. Here $v_{i}$ is the velocity of the $i$ th bird, the model is homogeneous in the sense that there is no position variable, and the coefficients $a_{i j}$ model the interaction between pairs of birds as a function of their relative velocities, while $\lambda$ is an overall coupling parameter. The authors proved that under certain conditions on the parameters, the solution converges to a state in which all birds fly with the same velocity. Another model is the Vicsek model $[6,18,23]$ which was derived earlier to study the evolution of a population in which individuals have a given speed but the direction of their velocity evolves according to a diffusion equation with a local alignment term. This model exhibits phase transitions. In [14, 15, 17, 22], phase transition has been shown in a continuous version of the model: with high noise, the system is disordered and the average velocity is zero, while for low noise a direction is selected.

Here we consider a model on $\mathbb{R}^{d}, d \geq 1$ with noise as in [4,11]. In [4], the authors mainly study the noise at the level of individual-based models, which is about the

[^0]collective behavior of animals. And in [11], the authors mainly study the model that every individual adjusts its velocity by adding to it a weighted average of the differences of its velocity with those of the other birds, and it is Brownian white noise. In our model, the population is described by a distribution function $f(v, t)$ in which the interaction occurs through a mean-field nonlinearity known as local velocity consensus and we also equip the individuals with a so-called self-propulsion mechanism which privileges a speed (without a privileged direction) but does not impose a single value to the speed as in the Vicsek model. The distribution function solves
\[

$$
\begin{equation*}
\frac{\partial f}{\partial t}=D \Delta f+\nabla \cdot\left(\left(v-\mathbf{u}_{f}\right) f+\alpha v\left(|v|^{2}-1\right) f\right), \quad f(., 0)=f_{\text {in }}>0 \tag{1.1}
\end{equation*}
$$

\]

where $t \geq 0$ denotes the time variable and $v \in \mathbb{R}^{d}$ is the velocity variable. Here $\nabla$ and $\Delta$ are the gradient and the Laplacian with respect to $v$ respectively. The parameter $D>0$ measures the intensity of the noise, $\alpha>0$ is the parameter of self-propulsion which tends to force the distribution to be centered on velocities $|v|$ of the order of 1 when $\alpha$ becomes large, and

$$
\mathbf{u}_{f}(t)=\frac{\int_{\mathbb{R}^{d}} v f(t, v) d v}{\int_{\mathbb{R}^{d}} f(t, v) d v}
$$

is the mean velocity. We refer to [3] for more details. Notice that (1.1) is onehomogeneous: from now on, we will assume that the mass satisfies $\int_{\mathbb{R}^{d}} f(t, v) d v=1$ for any $t \geq 0$, without loss of generality. In (1.1), the velocity consensus term $v-\mathbf{u}_{f}$ can be interpreted as a friction force which tends to align $v$ and $\mathbf{u}_{f}$. Altogether, individuals are driven to a velocity corresponding to a speed of order 1 and a direction given by $\mathbf{u}_{f}$, but this mechanism is balanced by the noise which pushes the system towards an isotropic distribution with zero average velocity. The Vicsek model can be obtained as a limit case in which we let $\alpha \rightarrow+\infty$ : see [5]. The competition between the two mechanisms, relaxation towards a non-zero average velocity and noise, is responsible for a phase transition between an ordered state for small values of $D$, with a distribution function $f$ centered around $\mathbf{u}$ with $\mathbf{u} \neq \mathbf{0}$, and a disordered, symmetric state with $\mathbf{u}=\mathbf{0}$. This phase transition can also be interpreted as a symmetry breaking mechanism from the isotropic distribution to an ordered, asymmetric or polarized distribution, with the remarkable feature that nothing but the initial datum determines the direction of $\mathbf{u}_{f}$ for large values of $t$ and any stationary solution generates a continuum of stationary solutions by rotation. We refer to [22] for more detailed comments and additional references on related models.

So far, the flocking behaviour has been studied in [8] for a Boltzmann-type equation, which describes the large time behaviour by grazing collision limit. In [22], J.Tuguat proved the result of phase transitions for a particular class of McKean-Vlasov diffusions, where the dimensioin $d=1$ and the potential is more general. And recently in [9], the authors studied phase transitions for Mckean-Vlasov equation on the torus. Moreover, it has been proved in [2] by A. Barbaro, J. Canizo, J. Carrillo and P. Degond that stationary solutions are isotropic for large values of $D$ while symmetry breaking occurs as $D \rightarrow 0$. The bifurcation diagram showing the phase transition has also been studied numerically in [2] and the phase diagram can be found in [22, Theorem 2.1].
1.1. Main results. The first purpose of this paper is to classify all stable and unstable stationary solutions and establish a complete description of the phase transition. The figure of [2] shows the existence of the critical point. The proof can be found in Section 4.3.

Theorem 1.1. Let $d \geq 1$ and $\alpha>0$. There exists a critical intensity of the noise $D_{*}>0$ such that
(i) if $D \geq D_{*}$ there exists one and only one non-negative stationary distribution which is isotropic and stable,
(iI) if $d=1$ and $D<D_{*}$, there exist one and only one non-negative isotropic stationary distribution which is unstable, and two stable non-negative non-symmetric stationary distributions, and the two non-symmetric stationary solutions are the same after the reflection about the vertical axis.
(iIi) if $d \geq 2$ and $D<D_{*}$, there exist one and only one non-negative isotropic stationary distribution which is instable, and a continuum of stable non-negative non-symmetric stationary distributions, but this non-symmetric stationary solution is unique up to a rotation.

The stability of the stationary solutions is about the critical point of the free energy defined in (1.4). Under the assumption of mass normalization to 1 , it is straightforward to observe that any stationary solution can be written as

$$
\begin{equation*}
f_{\mathbf{u}}(v)=\frac{e^{-\frac{1}{D}\left(\frac{1}{2}|v-\mathbf{u}|^{2}+\frac{\alpha}{4}|v|^{4}-\frac{\alpha}{2}|v|^{2}\right)}}{\int_{\mathbb{R}^{d}} e^{-\frac{1}{D}\left(\frac{1}{2}|v-\mathbf{u}|^{2}+\frac{\alpha}{4}|v|^{4}-\frac{\alpha}{2}|v|^{2}\right)} d v} \tag{1.2}
\end{equation*}
$$

where $\mathbf{u}=\left(u_{1}, . . u_{d}\right) \in \mathbb{R}^{d}$ solves $\int_{\mathbb{R}^{d}}(\mathbf{u}-v) f_{\mathbf{u}}(v) d v=0$. Up to a rotation, we can assume that $\mathbf{u}=(u, 0, \ldots 0)=u e_{1}$ and the question of finding stationary solutions to (1.1) is reduced to solve $u \in \mathbb{R}$ that satisfies the equation

$$
\begin{equation*}
\mathcal{H}(u):=\int_{\mathbb{R}^{d}}\left(v_{1}-u\right) e^{-\frac{1}{D}\left(\phi_{\alpha}(v)-u v_{1}\right)} d v=0, \quad \text { where } \quad \phi_{\alpha}(v):=\frac{\alpha}{4}|v|^{4}+\frac{1-\alpha}{2}|v|^{2} \tag{1.3}
\end{equation*}
$$

Here $\phi_{\alpha}(v)$ is the environmental potential that the dynamics is evolving. Obviously $u=0$ is always a solution. Moreover, if $u$ is a solution of (1.3), then $-u$ is also a solution. As a consequence, from now on, we always suppose that $u \geq 0$. Taking $\mathbf{u}=u e_{1}$ is a key but straightforward idea in case of stationary solution, which however does not adapt so easily to non-stationary solutions of the evolution problem. Theorem 1.1 is proved in Section 2 by analyzing (1.3). We will see that for dimension $d \geq 2,(1.3)$ is a rotation about the vertical axis of the one-dimensional potential, so there is a continuum of the stationary solutions that are unique by rotation.
The second purpose of this paper is to study the stability of the stationary states and the rates of convergence of the solutions of the evolution problem. A key tool is the free energy

$$
\begin{equation*}
\mathcal{F}[f]:=D \int_{\mathbb{R}^{d}} f \log f d v+\int_{\mathbb{R}^{d}} f \phi_{\alpha} d v-\frac{1}{2}\left|\mathbf{u}_{f}\right|^{2} \tag{1.4}
\end{equation*}
$$

and we shall also consider the relative entropy with respect to $f_{\mathbf{u}}$ defined as

$$
\mathcal{F}[f]-\mathcal{F}\left[f_{\mathbf{u}}\right]=D \int_{\mathbb{R}^{d}} f \log \left(\frac{f}{f_{\mathbf{u}}}\right) d v-\frac{1}{2}\left|\mathbf{u}_{f}-\mathbf{u}\right|^{2}
$$

where $f_{\mathbf{u}}$ is a stationary solution to be determined. Notice that $f_{\mathbf{u}}$ is a critical point of $\mathcal{F}$ under the mass constraint. We say $f_{\mathbf{u}}$ is stable, if and only if fu is the critical point of $\mathcal{F}$. For $D>D_{*}$, the only stationary solution $f_{0}$ is stable, and it is the local minimizer
of $\mathcal{F}$. For $0<D<D_{*}$, the local minimizers of $\mathcal{F}$ are $f_{\mathbf{u}}$ with $\mathbf{u} \neq \mathbf{0}$, and they are stable. See Section 4 for more details.

To a distribution function $f$, we associate the non-equilibrium Gibbs state

$$
\begin{equation*}
G_{f}(v):=\frac{e^{-\frac{1}{D}\left(\frac{1}{2}\left|v-\mathbf{u}_{f}\right|^{2}+\frac{\alpha}{4}|v|^{4}-\frac{\alpha}{2}|v|^{2}\right)}}{\int_{\mathbb{R}^{d}} e^{-\frac{1}{D}\left(\frac{1}{2}\left|v-\mathbf{u}_{f}\right|^{2}+\frac{\alpha}{4}|v|^{4}-\frac{\alpha}{2}|v|^{2}\right)} d v} . \tag{1.5}
\end{equation*}
$$

Unless $f$ is a stationary solution of (1.1), let us notice that $G_{f}$ does not solve (1.1). A crucial observation is that

$$
\mathcal{F}[f]=D \int_{\mathbb{R}^{d}} f \log f d v+\frac{1}{2} \int_{\mathbb{R}^{d}}\left|v-\mathbf{u}_{f}\right|^{2} f d v+\int_{\mathbb{R}^{d}}\left(\frac{\alpha}{4}|v|^{4}-\frac{\alpha}{2}|v|^{2}\right) f d v
$$

is a Lyapunov function in the sense that

$$
\frac{d}{d t} \mathcal{F}[f(t, \cdot)]=-\mathcal{I}[f(t, \cdot)]
$$

if $f$ solves (1.1), where $\mathcal{I}[f]$ is the relative Fisher information of $f$ defined as

$$
\begin{equation*}
\mathcal{I}[f]:=\left.\int_{\mathbb{R}^{d}}\left|D \frac{\nabla f}{f}+\alpha v\right| v\right|^{2}+(1-\alpha) v-\left.\mathbf{u}_{f}\right|^{2} f d v=D^{2} \int_{\mathbb{R}^{d}}\left|\nabla \log \left(\frac{f}{G_{f}}\right)\right|^{2} f d v \tag{1.6}
\end{equation*}
$$

It is indeed clear that $\mathcal{F}[f(t, \cdot)]$ is monotone non-increasing and $\frac{d}{d t} \mathcal{F}[f(t, \cdot)]=0$ if and only if $f=G_{f}$ is a stationary solution of (1.1). This is consistant with our first stability result, which can be directly deduced from Lemma 3.1.

Proposition 1.1. For any $d \geq 1$ and any $\alpha>0, f_{0}$ is a linearly stable critical point if and only if $D>D_{*}$.

Actually, from the dynamical point of view, we have a better, global result.
Theorem 1.2. For any $d \geq 1$ and any $\alpha>0$, if $D>D_{*}$, then for any solution $f$ of (1.1) with nonnegative initial datum $f_{\text {in }}$ of mass 1 such that $\mathcal{F}\left[f_{\text {in }}\right]<\infty$, there are two positive constants $C$ and $\lambda$ such that, for any time $t>0$,

$$
\begin{equation*}
0 \leq \mathcal{F}[f(t, \cdot)]-\mathcal{F}\left[f_{\mathbf{0}}\right] \leq C e^{-\lambda t} \tag{1.7}
\end{equation*}
$$

For general $D>0$ and radially symmetric initial data, (1.7) is proved in Proposition 4.3. When $D>D_{*}$ and the initial data is more general, the proof can be found in Section 5. Moreover, we shall also prove that

$$
\int_{\mathbb{R}^{d}}\left|f(t, \cdot)-f_{\mathbf{0}}\right|^{2} f_{\mathbf{0}}^{-1} d v \leq C e^{-\lambda t}
$$

with same $\lambda>0$ as in Theorem 1.2, but eventually for a different value of $C$, and characterize $\lambda$ as the spectral gap of the linearized evolution operator in an appropriate norm. A characterization of the optimal rate $\lambda$ is given in Theorem 5.1.
Moreover, for general $D>0$, besides the convergence of the free energy, we also have the result about continuity and convergence of the norm of the average velocity, which is Proposition 4.4. The similar technique has been also used in Section 2.1 of [6]. See Section 4.6 for more details.

For $D<D_{*}$, the situation is more subtle as it hits the difficult question of the bassins of attraction. The solution of (1.1) can in principle converge either to the isotropic stationary solution $f_{\mathbf{0}}$ or to a non-symmetric stationary solution $f_{\mathbf{u}}$ with $\mathbf{u} \neq \mathbf{0}$. We will prove that for nonnegative initial datum $f_{\text {in }}$ with mass 1 that satisfies $\mathcal{F}\left[f_{\text {in }}\right]<\mathcal{F}\left[f_{\mathbf{0}}\right.$ ], $\mathcal{F}[f]-\mathcal{F}\left[f_{\mathbf{u}}\right]$ decays with an exponential rate which is also characterized by a spectral gap in Section 6. In the non-symmetric case, the question of the rate of convergence to a solution with a uniquely defined limiting $\mathbf{u}$ or a set of polarized solutions is still open.
1.2. Motivations and ideas of the proofs. As we introduced before, the equation (1.1) that we focus on has been studied in [2] as a simplified model for a pack of birds, and the authors proved that when $D \rightarrow 0$ the system is 'ordered' and when $D \rightarrow \infty$ the system is 'disordered', which means there exists a phase transition. A natural question is, do we have a more explicit result? Is there a value $D_{*}$ that accurately divides the 'ordered' and 'disordered' state? We have seen in [2] that, the system is 'ordered' or not depends on the solutions of $\mathcal{H}(u)$ defined in (1.3). If (1.3) has no postive solutions, then the sytem is 'ordered', otherwise it is 'disordered'. Answering the question means giving more accurate results about $\mathcal{H}(u)$.

By analyzing Fig. A.1, we can find out that when $D$ is large, then $\mathcal{H}^{\prime}(0)<0$, and $\mathcal{H}(u)$ is strictly decreasing on $(0, \infty)$, so it does not have positive solutions. When $D$ is small, then $\mathcal{H}^{\prime}(0)>0$, and $\mathcal{H}(u)$ is first increasing and then decreasing on $(0, \infty)$, which means that $\mathcal{H}(u)$ has one and only one postive solution on $(0, \infty)$. So we can conjecture that there exists $D_{*}$ that satisfies $\mathcal{H}^{\prime}(0)=0$, such that $\mathcal{H}(u)=0$ has no positive solutions when $D>D_{*}$, and $\mathcal{H}(u)=0$ has one and only one postive solution when $0<D<D_{*}$. This means a phase transition exists. In Section 2, we first show that such a $D_{*}$ exists and is unique, and has the conjecture of properties. The whole proof is basic, just about mathematical analysis, but the case $d \geq 2$ is more complicated.

The next natural question is, can we get more information about large time asymptotics of the system? [2] has explained that phase transition is directly related to the different possibilities of the stationary solutions defined in (1.2) as $t \rightarrow \infty$. From the results of Section 2, we know that when $D>D_{*}$, the stationary solution $f_{0}$ is unique, and we should naturally guess that the solution of (1.1) converges to $f_{0}$ in some way, and moreover, we hope that the convergence has an exponential decay.
Our idea goes similarly as in [7]. We know from Section 4 that if $D>D_{*}$, then $f_{\mathbf{0}}$ is the unique mimizer of the free energy $\mathcal{F}$ and we can also prove the convergence. We study the time deriviative of $\mathcal{F}$, which is the Fisher information $\mathcal{I}$. Around $f_{\mathbf{0}}$, we consider the quadratic forms associated with the expansion of $\mathcal{F}$ and $\mathcal{I}$, and we prove a coercivity result relating the two quadratic forms $Q_{1}$ and $Q_{2}$, which is based on a Poincaré inequality, see Section 3. The goal of studying the quadratic forms is to prove the result of large time asymptotic behaviour. For the equation (1.1), we consider the linearzied equation with the linear operator $\mathcal{L}$. After choosing an adopted Hilbert space with scalar product $\langle$,$\rangle , such that \langle g, g\rangle=Q_{1}[g]$ and $\langle g, \mathcal{L} g\rangle=-Q_{2}[g]$. The coercivity constant $\mathcal{P}_{D}$ is the spectral gap of $\mathcal{L}$. For the non-linear part of (1.1), we can prove that the difference with the nonlinear expansion is small enough compared to $\langle g, g\rangle$ and $\langle g, \mathcal{L} g\rangle$, so the result of large time asymptotics is proved by using Grönwall's inequality. Moreover, the sharp exponential rate is just $2 \mathcal{P}_{D}$. Details can be found in Section 5.

One can change probably the potential $\phi_{\alpha}(v)$ to a polynomial of higher order in $v$ (of
course it should also take negative values of $\phi(\alpha)=0$ ), and similar results on the phase transitions and large time asymptotic behaviour when the intensity of noise $D$ is large enough, but the phase diagram will be more complicated.

The difficulty of the case $0<D<D_{*}$ is that the stationary solution is not unique, and there is even a continuum of solutions for $d \geq 2$, so the convergence of the solutions of (1.1) is much more complicated, which leave a number of open questions for further studies.
1.3. Structure of the paper. In Section 2, we classify all stationary solutions, prove Theorem 1.1 and deduce that a phase transition occurs at $D=D_{*}$. Section 3 is devoted to the linearization. The relative entropy and the relative Fisher information provide us with two quadratic forms which are related by the linearized evolution operator. The main result here is to prove a spectral gap property for this operator in the appropriate norm, which is inspired by a similar method used in [7] to study the sub-critical Keller-Segel model: see Proposition 3.1. In Section 4, we give the properties of the free energy, study all terms in the linearization, including the term arising from the non-local mean velocity. The proof of Theorem 1.2 follows using a Grönwall type estimate, in Section 5 (isotropic case). In Section 6, we also give some results in the polarized case.

## 2. Stationary solutions and phase transition

The aim of this section is to classify all stationary solutions of (1.1) as a first step of the proof of the phase transition result of Theorem 1.1. For the case $d=1$, We refer to [22].

### 2.1. A technical observation

Recall that $\phi_{\alpha}(v):=\frac{\alpha}{4} v^{4}+\frac{1-\alpha}{2} v^{2}$ and define $\left|\mathbb{S}^{d-1}\right|$ as the volume of $d$-dimensional unit sphere $\mathbb{S}^{d-1}$. We start by the simple observation that

$$
-D \frac{\partial}{\partial v_{1}}\left(e^{-\frac{1}{D}\left(\phi_{\alpha}(v)-u v_{1}\right)}\right)=\left(v_{1}-u+\alpha\left(|v|^{2}-1\right) v_{1}\right) e^{-\frac{1}{D}\left(\phi_{\alpha}(v)-u v_{1}\right)}
$$

can be integrated on $\mathbb{R}^{d}$ to rewrite $\mathcal{H}$ as

$$
\mathcal{H}(u)=\alpha \int_{\mathbb{R}^{d}}\left(1-|v|^{2}\right) v_{1} e^{-\frac{1}{D}\left(\phi_{\alpha}(v)-u v_{1}\right)} d v
$$

and compute

$$
\mathcal{H}^{\prime}(u)=\frac{\alpha}{D} \int_{\mathbb{R}^{d}}\left(1-|v|^{2}\right) v_{1}^{2} e^{-\frac{1}{D}\left(\phi_{\alpha}(v)-u v_{1}\right)} d v
$$

We observe that $\mathcal{H}^{\prime}(0)=\frac{\alpha}{D}\left|\mathbb{S}^{d-1}\right| h_{d}(D)$ with the convention that $\left|\mathbb{S}^{0}\right|=2$, where

$$
h_{d}(D):=\int_{0}^{\infty}\left(s^{d+1}-s^{d+3}\right) e^{-\frac{\varphi_{\alpha}(s)}{D}} d s
$$

With these notations, we are now in a position to state a key ingredient of the proof.
Proposition 2.1. For any $d \geq 1$ and any $\alpha>0, h_{d}$ has a unique positive root $D_{*}$. Moreover $h_{d}$ is positive on $\left(0, D_{*}\right)$ and negative on $\left(D_{*},+\infty\right)$.

Proof. Our goal is to prove that $h_{d}=j_{d+1}-j_{d+3}$ is positive on $\left(0, D_{*}\right)$ and negative on $\left(D_{*},+\infty\right)$ for some $D_{*}>0$, where

$$
\begin{equation*}
j_{d}(D):=\int_{0}^{\infty} s^{d} e^{-\frac{1}{D} \varphi_{\alpha}(s)} d s \tag{2.1}
\end{equation*}
$$

Let us start with two useful identities. A completion of the square shows that for any $n \in \mathbb{N}$,

$$
\begin{equation*}
j_{n+5}-2 j_{n+3}+j_{n+1}=\int_{0}^{\infty} s^{n+1}\left(s^{2}-1\right)^{2} e^{-\frac{\phi_{\alpha}}{D}} d s>0 \tag{2.2}
\end{equation*}
$$

With an integration by parts, we obtain that

$$
\begin{equation*}
\alpha j_{n+5}+(1-\alpha) j_{n+3}=\int_{0}^{\infty} s^{n+2} \varphi_{\alpha}^{\prime} e^{-\frac{1}{D} \varphi_{\alpha}} d s=(n+2) D j_{n+1} \tag{2.3}
\end{equation*}
$$

Next, we split the proof in a series of claims.

- The function $h_{d}$ is positive on $(0,1 /(d+2)]$ and negative on $[1 / d,+\infty)$. Let us prove this claim. With $n=d$ and $n=d-2$, we deduce from (2.2) and (2.3) that

$$
h_{d}>\frac{1-(d+2) D}{1+\alpha} j_{d+1} \quad \text { and } \quad h_{d}<\frac{1-d D}{1+\alpha} j_{d-1}
$$

As a consequence, if $h_{d}(D)=0$, then $D \in(1 /(d+2), 1 / d)$.

- If $\alpha \leq 1$, then $h_{d}(D)=0$ has a unique solution. By a direct computation, we observe that

$$
4 D^{2} h_{d}^{\prime}=\alpha h_{d+4}+2(1-\alpha) h_{d+2}
$$

using (2.3) with $n=d+2$. If $\alpha \in(0,1)$, it follows that $h_{d}^{\prime}<0$ on $[1 /(d+2),+\infty)$, which proves the claim.

- If $\alpha>1$ and $h_{d}^{\prime}\left(D_{\circ}\right)=0$ for some $D_{\circ} \in(1 /(d+2), 1 / d)$, then $h_{d}\left(D_{\circ}\right)>0$. Indeed, using

$$
4 D^{2} h_{d}^{\prime}=-\alpha j_{d+7}+(3 \alpha-2) j_{d+5}+2(1-\alpha) j_{d+3}=0
$$

combined with (2.3) for $n=d+2$ and $n=d$, we find that, at $D=D_{\circ}$,

$$
h_{d}\left(D_{\circ}\right)=\frac{(d+2) D-1+\alpha(1-d D)}{\alpha-1+(d+4) D \alpha} j_{d+1} .
$$

Collecting our observations concludes the proof. See Fig. A. 2 for an illustration.

### 2.2. The one-dimensional case

Lemma 2.1. Let us consider a continuous positive function $\psi$ on $\mathbb{R}^{+}$such that the function $s \mapsto \psi(s) e^{s^{2}}$ is integrable and define

$$
H(u):=\int_{0}^{+\infty}\left(1-s^{2}\right) \psi(s) \sinh (s u) d s \quad \forall u \geq 0
$$

For any $u>0, H^{\prime \prime}(u)<0$ if $H(u) \leq 0$. As a consequence, $H$ changes sign at most once on $(0,+\infty)$.

As a consequence, there exists a non-zero solution to (1.3) if and only if $\mathcal{H}^{\prime}(0)>0$.
Proof. We first observe that

$$
\begin{equation*}
H^{\prime \prime}(u)-H(u)=\int_{0}^{+\infty}\left(1-s^{2}\right)\left(s^{2}-1\right) \psi(s) \sinh (s u) d s<0 \quad \forall u>0 \tag{2.4}
\end{equation*}
$$

Let $u_{*}>0$ be such that $H\left(u_{*}\right)=0$. If $H^{\prime}\left(u_{*}\right)<0$, there is a neighborhood of $\left(u_{*}\right)_{+}$such that both $H$ and $H^{\prime}$ are negative. As a consequence, by continuation, $H^{\prime}(u)<H^{\prime}\left(u_{*}\right)<0$ for any $u>u_{*}$. We also get that $H^{\prime}(u)<0$ for any $u>u_{*}$ if $H^{\prime}\left(u_{*}\right)=0$ because we know that $H^{\prime \prime}\left(u_{*}\right)<0$. We conclude by observing that $H^{\prime}\left(u_{*}\right)>0$ would imply $H^{\prime}(u)>H^{\prime}\left(u_{*}\right)$ for any $u \in\left(0, u_{*}\right)$, a contradiction with $H(0)=0$.
Proposition 2.2. Assume that $d=1$ and $\alpha>0$. With the notations of Proposition 2.1, Equation (1.3), i.e., $\mathcal{H}(u)=0$, has as a solution $u=u(D)>0$ if and only if $D<D_{*}$ and $\lim _{D \rightarrow\left(D_{*}\right)-} u(D)=0$.
As a consequence, if $d=1$ and $D<D_{*}$, the there are exactly 3 stationary solutions. This result has already been established in [22], and we give a short proof for completion.
Proof. Since $\mathcal{H}(0)=0$, for any $D \neq D_{*}, h_{d}(D)$ and $\mathcal{H}(u)$ have the same sign in a neighborhood of $u=0_{+}$. Next we notice that

$$
-\frac{1}{\alpha} \mathcal{H}(u)=\int_{0}^{\infty}\left(v^{2}-1\right) v e^{-\frac{\phi_{\alpha}(v)}{D}} e^{\frac{u v}{D}} d v-\int_{0}^{\infty}\left(v^{2}-1\right) v e^{-\frac{\phi_{\alpha}(v)}{D}} e^{-\frac{u v}{D}} d v
$$

The second term of the right-hand side converges to 0 as $u \rightarrow \infty$ by the dominated convergence theorem. Concerning the first term, let us notice that $\left|\left(v^{2}-1\right) v\right| e^{-\phi_{\alpha}(v) / D}$ is bounded on $(0,3)$, so that

$$
\begin{aligned}
& \int_{0}^{\infty}\left(v^{2}-1\right) v e^{-\frac{\phi_{\alpha}(v)}{D}} e^{\frac{u v}{D}} d v \\
& \geq \int_{0}^{1}\left(v^{2}-1\right) v e^{-\frac{\phi_{\alpha}(v)}{D}} e^{\frac{u v}{D}} d v+\int_{2}^{3}\left(v^{2}-1\right) v e^{-\frac{\phi_{\alpha}(v)}{D}} e^{\frac{u v}{D}} d v \\
& \\
& \geq-C_{1} e^{u / D}+C_{2} e^{2 u / D} \rightarrow+\infty \text { as } u \rightarrow+\infty
\end{aligned}
$$

for some positive constants $C_{1}$ and $C_{2}$. This proves that $\lim _{u \rightarrow+\infty} \mathcal{H}(u)=-\infty$ and shows the existence of at least one positive solution of (1.3) if $h_{d}(D)>0$.
The fact that (1.3) has at most one solution on $(0,+\infty)$ follows from Lemma 2.1 applied with $H(u)=\mathcal{H}(D u)$ and $\psi(v)=2 \alpha v e^{-\frac{\phi_{\alpha}(v)}{D}}$. Finally, as consequence of the regularity of $H$ and of (2.4), the solution $u=u(D)$ of (1.3) is such that $\lim _{D \rightarrow\left(D_{*}\right)-} u(D)=0$.
For $D=D_{*}$, notice that $\mathcal{H}^{\prime}(0)=\mathcal{H}^{\prime \prime}(0)=0$, and $\mathcal{H}^{\prime \prime \prime}(0)=\frac{\alpha}{D^{2}} \int_{\mathbb{R}}\left(1-v^{2}\right) v^{3} e^{-\frac{\phi_{*}}{D_{*}}} d v<0$ because

$$
-\int_{\mathbb{R}}\left(1-v^{2}\right) v^{3} e^{-\frac{\phi_{*}}{D_{*}}} d v=\int_{\mathbb{R}} v\left(1-v^{2}\right)^{2} e^{-\frac{\phi_{*}}{D_{*}}} d v>0
$$

By the same method as above, we conclude that $\mathcal{H}(u)$ has no positive solutions.
2.3. The case of a dimension $d \geq 2$

We extend the result of Proposition 2.2 to higher dimensions. In radial coordinates such that $s=|v|$ and $v_{1}=s \cos \theta$, with $\theta \in[0, \pi]$,

$$
\mathcal{H}(u)=\alpha\left|\mathbb{S}^{d-2}\right| \int_{0}^{\pi} \int_{0}^{+\infty}\left(1-s^{2}\right) s^{d} e^{-\frac{\varphi_{\alpha}(s)}{D}} \cos \theta(\sin \theta)^{d-2} e^{\frac{u s}{D} \cos \theta} d s d \theta
$$

it can also be rewritten as

$$
\mathcal{H}(u)=2 \alpha\left|\mathbb{S}^{d-2}\right| \int_{0}^{\pi / 2} \int_{0}^{+\infty}\left(1-s^{2}\right) s^{d} e^{-\frac{\varphi_{\alpha}(s)}{D}} \cos \theta(\sin \theta)^{d-2} \sinh \left(\frac{u s}{D} \cos \theta\right) d s d \theta
$$

Proposition 2.3. Assume that $d \geq 2$ and $\alpha>0$. With the notations of Proposition 2.1, Equation (1.3), i.e., $\mathcal{H}(u)=0$, has as a solution $u=u(D)>0$ if and only if $D<D_{*}$ and $\lim _{D \rightarrow\left(D_{*}\right)-} u(D)=0$.

Qualitatively, the result is the same as in dimension $d=1$ : there exists a solution to (1.3) if and only if $\mathcal{H}^{\prime}(0)>0$. See Fig. A.1. As a conclusion, for $d \geq 2$, there is a rotation about the vertical axis of the one-dimensional potential, and we have a continuum of stationary solutions which can be determined by rotation once one is found. Notice that now Lemma 2.1 does not apply directly. We consider

$$
\begin{equation*}
\mathrm{h}(s):=\int_{0}^{\pi / 2} \cos \theta(\sin \theta)^{d-2} \sinh (s \cos \theta) d \theta \tag{2.5}
\end{equation*}
$$

We need the lemma below.
Lemma 2.2. Assume that $d \geq 2$. The function h defined by (2.5) is such that $s \mapsto$ $s \mathrm{~h}^{\prime}(s) / \mathrm{h}(s)$ is monotone increasing on $(0,+\infty)$.
Proof. Let $s_{1}$ and $s_{2}$ be such that $0<s_{1}<s_{2}$ and consider a series expansion. With

$$
P_{n}:=\int_{0}^{\pi}(\cos \theta)^{2 n}(\sin \theta)^{d-2} d \theta
$$

we know that

$$
\begin{aligned}
& s_{2} \mathrm{~h}^{\prime}\left(s_{2}\right) \mathrm{h}\left(s_{1}\right)=\sum_{m=0}^{\infty} \frac{s_{2}^{2 m+1}}{(2 m)!} P_{m+1} \sum_{n=0}^{\infty} \frac{s_{1}^{2 n+1}}{(2 n+1)!} P_{n+1}, \\
& s_{1} \mathrm{~h}^{\prime}\left(s_{1}\right) \mathrm{h}\left(s_{2}\right)=\sum_{m=0}^{\infty} \frac{s_{1}^{2 m+1}}{(2 m)!} P_{m+1} \sum_{n=0}^{\infty} \frac{s_{2}^{2 n+1}}{(2 n+1)!} P_{n+1} .
\end{aligned}
$$

These series are absolutely converging and we can reindex the difference of the two terms using $i=\min \{m, n\}$ to get

$$
\begin{aligned}
& s_{2} \mathrm{~h}^{\prime}\left(s_{2}\right) \mathrm{h}\left(s_{1}\right)-s_{1} \mathrm{~h}^{\prime}\left(s_{1}\right) \mathrm{h}\left(s_{2}\right) \\
&=\sum_{i=0}^{\infty} \sum_{j=1}^{\infty} \frac{\left(s_{1} s_{2}\right)^{2 i+1}}{(2 i+2 j+1)!(2 i+1)!} P_{i+1} P_{j+1} \frac{2 i+2 j+1}{2(i+j+1)}\left(s_{2}^{j}-s_{1}^{j}\right)>0 .
\end{aligned}
$$

Now we come back to the proof of Proposition 2.3.

Proof of Proposition 2.3. We prove that $\lim _{u \rightarrow+\infty} \mathcal{H}(u)=-\infty$ as in the case $d=1$ by considering the domains defined in the coordinates $(s, \theta)$ by $0 \leq s \leq 1$ and $\theta \in[0, \pi / 2]$ on the one hand, and $2 \leq s \leq 3$ and $0 \leq \theta \leq \theta_{*}$ for some $\theta_{*} \in(0, \pi / 6)$ on the other hand.
If $D \geq D_{*}$, we obtain from $\mathcal{H}^{\prime}(0) \leq 0$ that

$$
\int_{0}^{1}\left(1-s^{2}\right) s^{d+1} e^{-\frac{\varphi_{\alpha}(s)}{D}} d s \leq \int_{1}^{\infty}\left(s^{2}-1\right) s^{d+1} e^{-\frac{\varphi_{\alpha}(s)}{D}} d s
$$

obviously $\mathrm{h}^{\prime}(s)$ is strictly increasing on $(0, \infty)$, which means that for any $u>0$,

$$
\begin{aligned}
\int_{0}^{1}\left(1-s^{2}\right) s^{d+1} e^{-\frac{\varphi_{\alpha}(s)}{D}} h^{\prime}\left(\frac{u s}{D}\right) d s< & \int_{0}^{1}\left(1-s^{2}\right) s^{d+1} e^{-\frac{\varphi_{\alpha}(s)}{D}} h^{\prime}\left(\frac{u}{D}\right) d s \\
& =\int_{1}^{\infty}\left(s^{2}-1\right) s^{d+1} e^{-\frac{\varphi_{\alpha}(s)}{D}} h^{\prime}\left(\frac{u}{D}\right) d s \\
& <\int_{1}^{\infty}\left(s^{2}-1\right) s^{d+1} e^{-\frac{\varphi_{\alpha}(s)}{D}} h^{\prime}\left(\frac{u s}{D}\right) d s
\end{aligned}
$$

so $\mathcal{H}^{\prime}(u)<0$ for any $u>0$, which proves that $\mathcal{H}(u)$ has no positive solutions when $D \geq D_{*}$.
For $D<D_{*}$, the existence of at least one solution $u>0$ of $\mathcal{H}(u)=0$ follows from Proposition 2.2. If there exist $0<u_{1}<u_{2}$ such that $\mathcal{H}\left(u_{1}\right)=\mathcal{H}\left(u_{2}\right)=0$, then

$$
\int_{0}^{1}\left(1-s^{2}\right) s^{d} e^{-\frac{\varphi_{\alpha}(s)}{D}} \mathrm{~h}\left(\tilde{u}_{1} s\right) d s=\int_{1}^{\infty}\left(s^{2}-1\right) s^{d} e^{-\frac{\varphi_{\alpha}(s)}{D}} \mathrm{~h}\left(\tilde{u}_{1} s\right) d s
$$

where $\tilde{u}_{1}:=u_{1} / D<u_{2} / D=: \tilde{u}_{2}$. We deduce from Lemma 2.2 that the function $s \mapsto$ $\mathrm{k}(s):=\mathrm{h}\left(\tilde{u}_{2} s\right) / \mathrm{h}\left(\tilde{u}_{1} s\right)$ is a monotone increasing function on $(0,+\infty)$. Using $\mathcal{H}\left(u_{1}\right)=0$, we obtain

$$
\begin{aligned}
\int_{0}^{1}\left(1-s^{2}\right) s^{d} e^{-\frac{\varphi_{\alpha}(s)}{D}} \mathrm{~h}\left(\tilde{u}_{2} s\right) d s= & \int_{0}^{1}\left(1-s^{2}\right) s^{d} e^{-\frac{\varphi_{\alpha}(s)}{D}} \mathrm{~h}\left(\tilde{u}_{1} s\right) \mathrm{k}(s) d s \\
< & \int_{0}^{1}\left(1-s^{2}\right) s^{d} e^{-\frac{\varphi_{\alpha}(s)}{D}} \mathrm{~h}\left(\tilde{u}_{1} s\right) \mathrm{k}(1) d s \\
& =\int_{1}^{\infty}\left(s^{2}-1\right) s^{d} e^{-\frac{\varphi_{\alpha}(s)}{D}} \mathrm{~h}\left(\tilde{u}_{1} s\right) \mathrm{k}(1) d s \\
& <\int_{1}^{\infty}\left(s^{2}-1\right) s^{d} e^{-\frac{\varphi_{\alpha}(s)}{D}} \mathrm{~h}\left(\tilde{u}_{1} s\right) \mathrm{k}(s) d s \\
& =\int_{1}^{\infty}\left(s^{2}-1\right) s^{d} e^{-\frac{\varphi_{\alpha}(s)}{D}} \mathrm{~h}\left(\tilde{u}_{2} s\right) d s
\end{aligned}
$$

a contradiction with $\mathcal{H}\left(u_{2}\right)=0$.

### 2.4. Classification of the stationary solutions and phase transition

We learn form the expression of $\mathcal{I}$ in (1.6) that any stationary solution of (1.1) is of the form $f_{\mathbf{u}}$ with $\mathbf{u}=u e_{1}$ for some $u$ which solves (1.3) up to an rotation. Since $\mathcal{H}(0)=0$, $u=0$ is always a solution. According to Propositions 2.2 and 2.3, Equation (1.3) has a solution $u=u(D)$ if and only if $D>D_{*}$ where $D_{*}$ is obtained as the unique positive root of $h_{d}$ by Proposition 2.1.

Corollary 2.1. Let $d \geq 2$ and $\alpha>0$. With the above notations and $D_{*}$ defined as in Proposition 2.1, we know that
(i) if $D \geq D_{*}$ there exists one and only one non-negative stationary distribution $f_{\mathbf{u}}$ given by $\mathbf{u}=\mathbf{0}$, which is isotropic,
(ii) if $d=1$ and $D<D_{*}$ there exists one and only one non-negative isotropic stationary distribution with $\mathbf{u}=\mathbf{0}$, and two stable non-negative, non-symmetric stationary distributions $f_{\mathbf{u}}$ with $\mathbf{u}= \pm u(D)$.
(iii) if $d \geq 2$ and $D<D_{*}$ there exists one and only one non-negative isotropic stationary distribution with $\mathbf{u}=\mathbf{0}$, and a continuum of stable non-negative nonsymmetric stationary distributions $f_{\mathbf{u}}$ with $\mathbf{u}=u(D) \mathrm{e}$ for any $\mathrm{e} \in \mathbb{S}^{d-1}$, with the convention that $\mathbb{S}^{0}=\{-1,1\}$.
There are no other stationary solutions. In other words, we have obtained the complete classification of the stationary solutions of (1.1), which shows that there are two phases of stationary solutions: the isotropic one with $\mathbf{u}=\mathbf{0}$, and only for $D<D_{*}$, there are the non-isotropic ones with $\mathbf{u} \neq \mathbf{0}$, which are either the same after the resection about the vertical axis for $d=1$, or unique up to a rotation for $d \geq 2$. To complete the proof of Theorem 1.1, we have to study the linear stability of these stationary solutions, and the proof can be found in Section 4.3.

### 2.5. An important estimate

The next result is a technical estimate which is going to play a key role in our analysis.
Lemma 2.3. Assume that $d \geq 1, \alpha>0$ and $D>0$.
(i) In the case $\mathbf{u}=\mathbf{0}$, we have that $\int_{\mathbb{R}^{d}}|v|^{2} f_{\mathbf{0}} d v>d D$ if and only if $D<D_{*}$.
(ii) In the case $D \in\left(0, D_{*}\right)$ and $\mathbf{u} \neq \mathbf{0}$, we have that

$$
\int_{\mathbb{R}^{d}}|(v-\mathbf{u}) \cdot \mathbf{u}|^{2} f_{\mathbf{u}} d v<D|\mathbf{u}|^{2}
$$

(iii) In the case $d \geq 2$ and $D \in\left(0, D_{*}\right)$ and $\mathbf{u} \neq \mathbf{0}$, we have that

$$
\int_{\mathbb{R}^{d}}|(v-\mathbf{u}) \cdot \mathbf{w}|^{2} f_{\mathbf{u}} d v=D|\mathbf{w}|^{2} \quad \forall w \in \mathbb{R}^{d} \quad \text { such that } \quad \mathbf{u} \cdot \mathbf{w}=0
$$

Proof. Using Definition (2.1), we observe that $\int_{\mathbb{R}^{d}}|v|^{2} f_{\mathbf{0}} d v-d D$ has the sign of

$$
j_{d+1}-d D j_{d-1}=\alpha\left(j_{d+1}-j_{d+3}\right)=\alpha h_{d}(D)
$$

by (2.3) with $n=d-2$. This proves (i) according to Proposition 2.1 and Corollary 2.1. By integrating $D \mathbf{u} \cdot \nabla\left((\mathbf{u} \cdot v) f_{\mathbf{u}}\right)$, we obtain that

$$
\begin{aligned}
& 0=\int_{\mathbb{R}^{d}}\left(D|\mathbf{u}|^{2}-(\mathbf{u} \cdot v)^{2}\left(\alpha|v|^{2}+1-\alpha\right)+u(\mathbf{u} \cdot v)\right) f_{\mathbf{u}} d v \\
&=D|\mathbf{u}|^{2}-\int_{\mathbb{R}^{d}}|(v-\mathbf{u}) \cdot \mathbf{u}|^{2} f_{\mathbf{u}} d v+D|\mathbf{u}|^{2} \mathcal{H}^{\prime}(|\mathbf{u}|)
\end{aligned}
$$

Then (ii) follows from Propositions 2.2 and 2.3 because $\mathcal{H}^{\prime}(u)<0$ if $u=u(D)=|\mathbf{u}|$.
With no loss of generality, we can assume that $\mathbf{u}=(u, 0, \ldots 0) \neq \mathbf{0}$. By integrating $\frac{\partial}{\partial v_{1}} f_{\mathbf{u}}$ on $\mathbb{R}^{d}$, we know that $\int_{\mathbb{R}^{d}}\left(|v|^{2}-1\right) v_{1} f_{\mathbf{u}} d v=0$. Let us consider radial coordinates such that $s=|v|$ and $v_{1}=s \cos \theta$, with $\theta \in[0, \pi]$. From the integration by parts

$$
(d-1) D \int_{0}^{\pi} \cos \theta(\sin \theta)^{d-2} e^{\frac{u s}{D} \cos \theta} d \theta=u s \int_{0}^{\pi}(\sin \theta)^{d} e^{\frac{u s}{D} \cos \theta} d \theta
$$

we deduce that $\int_{\mathbb{R}^{d}}\left(|v|^{2}-1\right)\left(1-v_{1}^{2}\right) f_{\mathbf{u}} d v=0$ because $s^{2}(\sin \theta)^{2}=1-v_{1}^{2}$ and

$$
\int_{\mathbb{R}^{d}}\left(|v|^{2}-1\right) v_{i}^{2} f_{\mathbf{u}} d v=0 \quad \forall i \geq 2
$$

by symmetry among the variables $v_{2}, v_{3}, \ldots v_{d}$. We conclude by integrating $\frac{\partial}{\partial v_{i}} f_{\mathbf{u}}$ on $\mathbb{R}^{d}$ that

$$
\int_{\mathbb{R}^{d}}\left|v_{i}\right|^{2} f_{\mathbf{u}} d v=D \quad \forall i \geq 2
$$

which concludes the proof of (iii).
Corollary 2.2. Assume that $d \geq 1, \alpha>0$ and $\mathrm{e} \in \mathbb{S}^{d-1}$. There exists a function $D \mapsto$ $\kappa(D)$ on $\left(0, D_{*}\right)$ which is continuous with values in $(0,1)$ such that, with $\mathbf{u}=u(D) \mathrm{e}$,

$$
\frac{1}{D} \int_{\mathbb{R}^{d}}|(v-\mathbf{u}) \cdot \mathbf{w}|^{2} f_{\mathbf{u}} d v=\kappa(D)(\mathbf{w} \cdot \mathbf{e})^{2}+|\mathbf{w}|^{2}-(\mathbf{w} \cdot \mathbf{e})^{2} \quad \forall \mathbf{w} \in \mathbb{R}^{d}
$$

With $\kappa(D):=\frac{1}{u(D)^{2}} \int_{\mathbb{R}^{d}}|(v-\mathbf{u}) \cdot \mathbf{u}|^{2} f_{\mathbf{u}} d v$ for an arbitrary $\mathrm{e} \in \mathbb{S}^{d-1}$, the proof is a straightforward consequence of Lemma 2.3.

### 2.6. The additional result of $u(D)$

The main goal of this subsection is to show the qualitative result of $u(D)$ when $D<D_{*}$ and $D \rightarrow\left(D_{*}\right)_{-}$.
Proposition 2.4. Let $0<D<D_{*}$. If $u(D)$ denotes the positive solution of $\mathcal{H}(u)=0$, then

$$
\lim _{D \rightarrow D_{*}} \frac{(u(D))^{2}}{D_{*}-D}=\frac{\alpha\left((1-\alpha)\left(1-d D_{*}\right)-2 D_{*}\right)}{1-(d+2) D_{*}} .
$$

Proof. According to implicit function theorem, when $D \rightarrow\left(D_{*}\right)_{-}, u(D)$ is a differentiable function of $D$, and

$$
\frac{\partial \mathcal{H}}{\partial u} \frac{\partial u}{\partial D}=-\frac{\partial \mathcal{H}}{\partial D}=-\frac{1}{D^{2}} \int_{\mathbb{R}^{d}}\left(v_{1}-u\right)\left(\phi_{\alpha}-v_{1} u\right) e^{-\frac{1}{D}\left(\phi_{\alpha}-u v_{1}\right)} d v .
$$

At $D=D_{*}, \frac{\partial \mathcal{H}}{\partial u}=0$, and $\frac{\partial^{2} \mathcal{H}}{\partial u^{2}}=\frac{1}{D^{2}} \int_{\mathbb{R}^{d}}\left(1-|v|^{2}\right) v_{1}^{3} e^{-\frac{\phi_{\alpha}}{D_{*}}} d v=0$, so we obtain that

$$
\frac{\partial \mathcal{H}}{\partial u} \sim \beta u^{2}
$$

as $D \rightarrow\left(D_{*}\right)_{-}$, where

$$
\beta=\frac{1}{2} \frac{\partial^{3} \mathcal{H}}{\partial u^{3}}(0)=\frac{1}{2 D_{*}^{3}} \int_{\mathbb{R}^{d}}\left(1-|v|^{2}\right) v_{1}^{4} e^{-\frac{\phi_{*}}{D_{*}}} d v<0 .
$$

On the other hand, from integrating by parts and the indentity $\int_{\mathbb{R}^{d}} v_{1}^{2} e^{-\frac{\phi_{\alpha}}{D_{*}}} d v=$ $D_{*} \int_{\mathbb{R}^{d}} e^{-\frac{\phi_{\alpha}}{D_{*}}} d v$ deduced from Lemma 2.3, we obtain

$$
\int_{\mathbb{R}^{d}}\left(v_{1}-u\right)\left(\phi_{\alpha}-v_{1} u\right) e^{-\frac{1}{D}\left(\phi_{\alpha}-u v_{1}\right)} d v=\frac{1}{4}(\alpha-4) u \int_{\mathbb{R}^{d}} v_{1}^{2} e^{-\frac{1}{D}\left(v_{1}^{2} \phi_{\alpha}-u v_{1}\right)} d v
$$

$$
+\frac{1}{4}\left[(2 D+1-\alpha-d D+\alpha d D-\alpha D) u+3 u^{3}\right] \int_{\mathbb{R}^{d}} e^{-\frac{1}{D}\left(\phi_{\alpha}-u v_{1}\right)} d v
$$

so that

$$
\int_{\mathbb{R}^{d}}\left(v_{1}-u\right)\left(\phi_{\alpha}-v_{1} u\right) e^{-\frac{1}{D}\left(\phi_{\alpha}-u v_{1}\right)} d v \sim \frac{1}{4}\left((1-\alpha)\left(1-d D_{*}\right)-2 D_{*}\right) u \int_{\mathbb{R}^{d}} e^{-\frac{\phi_{\alpha}}{D_{*}}} d v
$$

as $D \rightarrow\left(D_{*}\right)_{-}$. Notice that $(1-\alpha)\left(1-d D_{*}\right)-2 D_{*}<0$ because $\frac{1}{d+2}<D_{*}<\frac{1}{d}$. By using (2.3) and $\int_{\mathbb{R}^{d}}\left(1-|v|^{2}\right) v_{1}^{2} e^{-\frac{\phi_{\alpha}}{D_{*}}} d v=0$, we obtain that

$$
\frac{\int_{\mathbb{R}^{d}} e^{-\frac{\phi_{\alpha}}{D_{*}}} d v}{\int_{\mathbb{R}^{d}}\left(1-|v|^{2}\right) v_{1}^{4} e^{-\frac{\phi_{\alpha}}{D_{*}}} d v}=\frac{\alpha}{D_{*}\left(1-(d+2) D_{*}\right)}
$$

which concludes the proof using $\lim _{D \rightarrow D_{*}} \frac{(u(D))^{2}}{D_{*}-D}=-2 \lim _{D \rightarrow D_{*}} u \frac{\partial u}{\partial D}$.

## 3. The linearized problem: local properties of the stationary solutions

This section is devoted to the quadratic forms associated with the expansion of the free energy $\mathcal{F}$ and the Fisher information $\mathcal{I}$ around the stationary solution $f_{\mathbf{u}}$ studied in Section 2. These quadratic forms are defined for a smooth perturbation $g$ of $f_{\mathbf{u}}$ such that $\int_{\mathbb{R}^{d}} g f_{\mathbf{u}} d v=0$ by

$$
\begin{aligned}
& \begin{aligned}
Q_{1, \mathbf{u}}[g]: & =\lim _{\varepsilon \rightarrow 0} \frac{2}{\varepsilon^{2}}\left(\mathcal{F}\left[f_{\mathbf{u}}(1+\varepsilon g)\right]-\mathcal{F}\left[f_{\mathbf{u}}\right]\right) \\
& =D \int_{\mathbb{R}^{d}} g^{2} f_{\mathbf{u}} d v-D^{2}\left|\mathbf{v}_{g}\right|^{2} \quad \text { where } \mathbf{v}_{g}:=\frac{1}{D} \int_{\mathbb{R}^{d}} v g f_{\mathbf{u}} d v
\end{aligned} \\
& \quad Q_{2, \mathbf{u}}[g]:=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon^{2}} \mathcal{I}\left[f_{\mathbf{u}}(1+\varepsilon g)\right]=D^{2} \int_{\mathbb{R}^{d}}\left|\nabla g-\mathbf{v}_{g}\right|^{2} f_{\mathbf{u}} d v
\end{aligned}
$$

### 3.1. Stability of the isotropic stationary solution

The first result is concerned with the linear stability of $\mathcal{F}$ around $f_{\mathbf{0}}$.
LEMMA 3.1. On the space of the functions $g \in \mathrm{~L}^{2}\left(f_{\mathbf{0}} d v\right)$ such that $\int_{\mathbb{R}^{d}} g f_{\mathbf{0}} d v=0, Q_{1, \mathbf{0}}$ is a nonnegative (resp. positive) quadratic form if and only if $D \geq D_{*}$ (resp. $D>D_{*}$ ). Moreover, for any $D>D_{*}$, let $\eta(D):=\alpha \mathcal{C} \mid h_{d}(D)$ for some explicit $\mathcal{C}=\mathcal{C}(D)>0$. Then

$$
\begin{equation*}
Q_{1, \mathbf{0}}[g] \geq \eta(D) \int_{\mathbb{R}^{d}} g^{2} f_{\mathbf{0}} d v \quad \forall g \in \mathrm{~L}^{2}\left(f_{\mathbf{0}} d v\right) \quad \text { such that } \int_{\mathbb{R}^{d}} g f_{\mathbf{0}} d v=0 \tag{3.1}
\end{equation*}
$$

Proof. On one hand, if $D<D_{*}$, let $\mathrm{e} \in \mathbb{S}^{d-1}$. We consider $g(v)=v \cdot \mathrm{e}$ and, using (2.3) with $n=d-2$, compute

$$
Q_{1, \mathbf{0}}[g]=D \int_{\mathbb{R}^{d}} v_{1}^{2} f_{\mathbf{0}} d v-\left(\int_{\mathbb{R}^{d}} v_{1}^{2} f_{\mathbf{0}} d v\right)^{2}=\mathcal{C} \int_{0}^{\infty}\left(d D s^{d-1}-s^{d+1}\right) e^{-\frac{\varphi_{\alpha}(s)}{D}} d s
$$

where the last equality determines the value of $\mathcal{C}$. This proves that $Q_{1,0}[g]=$ $-\alpha \mathcal{C} h_{d}(D)<0$. So the necessary condition for the linear stability of $f_{\mathbf{0}}$ is $D \geq D_{*}$.

On the other hand, let $g$ be a function in $\mathrm{L}^{2}\left(\mathbb{R}^{d}, f_{\mathbf{0}} d v\right)$ such that $\int_{\mathbb{R}^{d}} g^{2} f_{\mathbf{0}} d v=\int_{\mathbb{R}^{d}} v_{1}^{2} f_{\mathbf{0}} d v$. We can indeed normalize $g$ with no loss of generality. With $v_{1}=v \cdot \mathrm{e}, \mathrm{e} \in \mathbb{S}^{d-1}$ such that $\mathbf{u}_{g f_{0}}=u$ e for some $u \in \mathbb{R}$, we know by the Cauchy-Schwarz inequality that

$$
\left(\int_{\mathbb{R}^{d}} v_{1} g f_{\mathbf{0}} d v\right)^{2} \leq \int_{\mathbb{R}^{d}} g^{2} f_{\mathbf{0}} d v \int_{\mathbb{R}^{d}} v_{1}^{2} f_{\mathbf{0}} d v=\left(\int_{\mathbb{R}^{d}} v_{1}^{2} f_{\mathbf{0}} d v\right)^{2}=\left(\frac{1}{d} \int_{\mathbb{R}^{d}}|v|^{2} f_{\mathbf{0}} d v\right)^{2}
$$

hence

$$
Q_{1, \mathbf{0}}[g] \geq D \int_{\mathbb{R}^{d}} v_{1}^{2} f_{\mathbf{0}} d v-\left(\int_{\mathbb{R}^{d}} v_{1}^{2} f_{\mathbf{0}} d v\right)^{2}=-\alpha \mathcal{C} h_{d}(D)
$$

This proves the linear stability of $f_{\mathbf{0}}$ if $D>D_{*}$.
Proposition 1.1 and the classification result of Theorem 1.1 is a consequence of Corollary 2.1 and Lemma 3.1.

### 3.2. A coercivity result

From the result of [21,24], we start by recalling the Poincaré inequality

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|\nabla h|^{2} f_{\mathbf{u}} d v \geq \Lambda_{D} \int_{\mathbb{R}^{d}}|h|^{2} f_{\mathbf{u}} d v \quad \forall h \in \mathrm{H}^{1}\left(\mathbb{R}^{d}, f_{\mathbf{u}} d v\right) \quad \text { such that } \quad \int_{\mathbb{R}^{d}} h f_{\mathbf{u}} d v=0 \tag{3.2}
\end{equation*}
$$

Here $\mathbf{u}$ is an admissible velocity such that $\mathbf{u}=\mathbf{0}$ if $D \geq D_{*}$, or $|\mathbf{u}|=u(D)$ if $D<D_{*}$, and $\Lambda_{D}$ denotes the corresponding optimal constant. Since $\varphi_{\alpha}$ can be seen as a uniformly strictly convex potential perturbed by a bounded perturbation, it follows from the carré du champ method and the Holley-Stroock lemma that $\Lambda_{D}$ is a positive constant (see $[1,19,20]$ for more details). Let

$$
\begin{aligned}
& \mathbf{u}[f]=0 \quad \text { if } \quad D \geq D_{*} \quad \text { or } \quad \mathbf{u}_{f}=\mathbf{0} \quad \text { and } \quad D<D_{*}, \\
& \mathbf{u}[f]=\frac{u(D)}{\left|\mathbf{u}_{f}\right|} \mathbf{u}_{f} \quad \text { if } \quad D<D_{*} \quad \text { and } \quad \mathbf{u}_{f} \neq \mathbf{0} .
\end{aligned}
$$

Based on (3.2), we have the following coercivity result.
Proposition 3.1. Let $d \geq 1, \alpha>0, D>0$ and $\mathcal{C}_{D}=D \Lambda_{D}$ with $\Lambda_{D}$ as in (3.2), and $D_{*}$ as in Corollary 2.1. Consider a nonnegative distribution function $f \in \mathrm{~L}^{1}\left(\mathbb{R}^{d}\right)$ with $\int_{\mathbb{R}^{d}} f d v=1$, and let $\mathbf{u} \in \mathbb{R}^{d}$ be such that either $\mathbf{u}=\mathbf{0}$ for $D>D_{*}$, or $\mathbf{u} \neq \mathbf{0},|\mathbf{u}|=u(D)$ if $D<D_{*}$. We assume that $g:=\left(f-f_{\mathbf{u}}\right) / f_{\mathbf{u}} \in \mathrm{H}^{1}\left(\mathbb{R}^{d}, f_{\mathbf{u}} d v\right)$.
(i) If $D>D_{*}$, then

$$
Q_{2, \mathbf{u}}[g] \geq \mathcal{P}_{D} Q_{1, \mathbf{u}}[g], \quad \text { where } \quad \mathcal{P}(D):=\mathcal{C}(D)\left(1-\frac{\int_{\mathbb{R}^{d}}|v|^{2} f_{\mathbf{0}}}{d D}\right)
$$

(ii) If $0<D<D_{*}$, then

$$
Q_{2, \mathbf{u}}[g] \geq \mathcal{C}_{D}(1-\kappa(D)) \frac{\left(\mathbf{v}_{g} \cdot \mathbf{u}\right)^{2}}{\left|\mathbf{v}_{g}\right|^{2}|\mathbf{u}|^{2}} Q_{1, \mathbf{u}}[g]
$$

with $\mathbf{v}_{g}:=\frac{1}{D} \int_{\mathbb{R}^{d}}(v-\mathbf{u}) g f_{\mathbf{u}} d v$ and $\kappa(D)<1$ defined as in Corollary 2.2. As a special case, if $\mathbf{u}=\mathbf{u}[f]$, then $Q_{2, \mathbf{u}}[g] \geq \mathcal{C}_{D}(1-\kappa(D)) Q_{1, \mathbf{u}}[g]$.

By construction, $\mathbf{v}_{g}$ is such that $D \mathbf{v}_{g}=\int_{\mathbb{R}^{d}}(v-\mathbf{u}) g f_{\mathbf{u}} d v=\int_{\mathbb{R}^{d}} v g f_{\mathbf{u}} d v=\mathbf{u}_{f}-\mathbf{u}$ because $\int_{\mathbb{R}^{d}} g f_{\mathbf{u}} d v=0$.
Proof. Let us apply (3.2) to $h(v)=g(v)-(v-\mathbf{u}) \cdot \mathbf{v}_{g}$. Using $\mathbf{v}_{g}=\frac{1}{D} \int_{\mathbb{R}^{d}}(v-\mathbf{u}) g f_{\mathbf{u}} d v$ and $\int_{\mathbb{R}^{d}} g f_{\mathbf{u}} d v=0$, we obtain

$$
\begin{aligned}
& \frac{1}{D^{2}} Q_{2, \mathbf{u}}[g]=\int_{\mathbb{R}^{d}}\left|\nabla g-\mathbf{v}_{g}\right|^{2} f_{\mathbf{u}} d v \\
& \geq \Lambda_{D} \int_{\mathbb{R}^{d}}\left(g^{2}+\left|\mathbf{v}_{g} \cdot(v-\mathbf{u})\right|^{2}-2 \mathbf{v}_{g} \cdot(v-\mathbf{u}) g\right) f_{\mathbf{u}} d v \\
& \\
& =\Lambda_{D}\left[\int_{\mathbb{R}^{d}}|g|^{2} f_{\mathbf{u}} d v+\int_{\mathbb{R}^{d}}\left|\mathbf{v}_{g} \cdot(v-\mathbf{u})\right|^{2} f_{\mathbf{u}} d v-2 D\left|\mathbf{v}_{g}\right|^{2}\right] .
\end{aligned}
$$

If $D>D_{*}$ and $\mathbf{u}=\mathbf{0}$, either $\mathbf{v}_{g}=\mathbf{0}$ and the result is proved, or we know that $\frac{1}{d} \int_{\mathbb{R}^{d}}|v|^{2} f_{0} d v<D$ by Lemma 2.3. We obtain from part (i) of Lemma 3.1 that

$$
\frac{1}{d} \int_{\mathbb{R}^{d}}|v|^{2} f_{\mathbf{0}} d v \int_{\mathbb{R}^{d}}|g|^{2} f_{\mathbf{0}} d v \geq\left|\mathbf{v}_{g}\right|^{2}
$$

by using the inequality: for $a, b>0, \mu>1$, if $a \geq \mu b$, then

$$
a-(2-1 / \mu) b \geq(1-1 / \mu)(a-b)
$$

we obtain that

$$
\int_{\mathbb{R}^{d}}|g|^{2} f_{\mathbf{0}} d v+\left|\mathbf{v}_{g}\right|^{2}\left(\frac{1}{d} \int_{\mathbb{R}^{d}}|v|^{2} f_{\mathbf{0}} d v-2 D\right) \geq \frac{1}{D}\left(1-\frac{\int_{\mathbb{R}^{d}}|v|^{2} f_{\mathbf{0}} d v}{d D}\right) Q_{1, \mathbf{0}}[g],
$$

which proves the result.
If $D<D_{*}$ and $\mathbf{u} \neq \mathbf{0}$, let us apply Corollary 2.2 with $\mathbf{w}=\mathbf{v}_{g}$ and $\kappa=\kappa(D)$ :

$$
\int_{\mathbb{R}^{d}}\left|\mathbf{v}_{g} \cdot(v-\mathbf{u})\right|^{2} f_{\mathbf{u}} d v=\mathcal{K} D\left|\mathbf{v}_{g}\right|^{2} \quad \text { with } \quad \mathcal{K}=1-(1-\kappa) \frac{\left(\mathbf{v}_{g} \cdot \mathbf{u}\right)^{2}}{\left|\mathbf{v}_{g}\right|^{2}|\mathbf{u}|^{2}}
$$

We deduce from the Cauchy-Schwarz inequality

$$
D^{2}\left|\mathbf{v}_{g}\right|^{4}=\left(\int_{\mathbb{R}^{d}} \mathbf{v}_{g} \cdot(v-\mathbf{u}) f_{\mathbf{u}} d v\right)^{2} \leq \int_{\mathbb{R}^{d}}|g|^{2} f_{\mathbf{0}} d v \int_{\mathbb{R}^{d}}\left|\mathbf{v}_{g} \cdot(v-\mathbf{u})\right|^{2} f_{\mathbf{u}} d v
$$

that $D\left|\mathbf{v}_{g}\right|^{2} \leq \mathcal{K} \int_{\mathbb{R}^{d}}|g|^{2} f_{\mathbf{0}} d v$. Hence, if $\beta \in(0,1)$, we obtain

$$
\frac{1}{D^{2}} Q_{2, \mathbf{u}}[g]-\frac{\beta}{D^{2}} Q_{2, \mathbf{u}}[g] \geq(1-\beta-(2-\mathcal{K}-\beta) \mathcal{K}) \int_{\mathbb{R}^{d}}|g|^{2} f_{\mathbf{0}} d v
$$

With $\beta=1-\mathcal{K}$, we obtain $1-\beta-(2-\mathcal{K}-\beta) \mathcal{K}=0$, which proves the result.

## 4. Properties of the free energy and consequences

We consider the free energy $\mathcal{F}$ and the Fisher information $\mathcal{I}$ defined respectively by (1.4) and (1.6).

### 4.1. Basic properties of the free energy

Proposition 4.1. Assume that $f_{\text {in }}$ is a nonnegative function in $\mathrm{L}^{1}\left(\mathbb{R}^{d}\right)$ such that $\mathcal{F}\left[f_{\mathrm{in}}\right]<\infty$. Then there exists a solution $f \in C^{0}\left(\mathbb{R}^{+}, \mathrm{L}^{1}\left(\mathbb{R}^{d}\right)\right)$ of (1.1) with initial datum $f_{\text {in }}$ such that $\mathcal{F}[f(t,)$.$] is nonincreasing and a.e. differentiable on [0, \infty)$. Furthermore

$$
\frac{d}{d t} \mathcal{F}[f(t, .)] \leq-\mathcal{I}[f(t, .)], \quad t>0 \quad \text { a.e. }
$$

This result is classical and we shall skip its proof: see for instance [10, Proposition 2.1] for further details. One of the difficulties in the study of $\mathcal{F}$ is that in (1.4), the term $\left|\mathbf{u}_{f}\right|^{2}$ has a negative coefficient, so that the functional $\mathcal{F}$ is not convex. A smooth solution realizes the equality, and by approximations, we obtain the result.
Proposition 4.2. $\mathcal{F}$ is bounded from below on the set

$$
\left\{f \in \mathrm{~L}_{+}^{1}\left(\mathbb{R}^{d}\right): \int_{\mathbb{R}^{d}} f d v=1 \text { and } \int_{\mathbb{R}^{d}}|v|^{4} f d v<\infty\right\}
$$

and

$$
\int_{\mathbb{R}^{d}}|v|^{4} f d v \leq \frac{1}{\alpha^{2}}\left(D+\alpha+\sqrt{(D+\alpha)^{2}+4 \alpha\left(\mathcal{F}[f]+\frac{d}{2} \log (2 \pi) D\right)}\right)^{2}
$$

Proof. Let $g=f / \mu$ where $\mu(v):=(2 \pi)^{-d / 2} e^{-\frac{1}{2}|v|^{2}}$ and $d \mu=\mu d v$. Since $g \log g \geq g-1$ and $\int_{\mathbb{R}^{d}}(g-1) d \mu=0$, we have the classical estimate

$$
\int_{\mathbb{R}^{d}} f \log f d v+\frac{1}{2} \int_{\mathbb{R}^{d}}|v|^{2} f d v=\int_{\mathbb{R}^{d}} g\left(\log g-\frac{d}{2} \log (2 \pi)\right) d \mu \geq-\frac{d}{2} \log (2 \pi) .
$$

By the Cauchy-Schwarz inequality, $|\mathbf{u}|^{2} \leq \int_{\mathbb{R}^{d}}|v|^{2} f d v$ and $\int_{\mathbb{R}^{d}}|v|^{2} f d v \leq \sqrt{\int_{\mathbb{R}^{d}}|v|^{4} f d v}$, and we deduce that

$$
\mathcal{F}[f] \geq-\frac{d}{2} \log (2 \pi) D+\frac{\alpha}{4} X^{2}-\frac{D+\alpha}{2} X \quad \text { with } \quad X:=\sqrt{\int_{\mathbb{R}^{d}}|v|^{4} f d v}
$$

A minimization of the r.h.s. with respect to $X>0$ shows that $\mathcal{F}[f] \geq-\frac{(D+\alpha)^{2}}{4 \alpha}-$ $\frac{d}{2} \log (2 \pi) D$ while the inequality provides the bound on $X$.

### 4.2. The minimizers of the free energy

Corollary 4.1. Let $d \geq 1$ and $\alpha>0$. The free energy $\mathcal{F}$ as defined by (1.4) has a unique nonnegative minimizer with unit mass, $f_{0}$, if $D \geq D_{*}$. Otherwise, if $D<D_{*}$, we have

$$
\min \mathcal{F}[f]=\mathcal{F}\left[f_{\mathbf{u}}\right]<\mathcal{F}\left[f_{\mathbf{0}}\right]
$$

for any $u \in \mathbb{R}^{d}$ such that $|\mathbf{u}|=u(D)$. The above minimum is taken on all nonnegative functions in $\mathrm{L}^{1}\left(\mathbb{R}^{d},\left(1+|v|^{4}\right) d v\right)$ such that $\int_{\mathbb{R}^{d}} f d v=1$.
Proof. Any minimizing sequence convergence is relatively compact in $\mathrm{L}^{1}\left(\mathbb{R}^{d}, d v\right)$ by the Dunford-Pettis theorem, $f \mapsto \mathbf{u}_{f}$ is relatively compact and the existence of a minimizer follows by lower semi-continuity.

Next we prove that $\mathcal{F}\left[f_{\mathbf{u}}\right]<\mathcal{F}\left[f_{\mathbf{0}}\right]$ for $0<D<D_{*}$ with the case $\mathbf{u}=u e_{1}$. It equals to

$$
D \int_{\mathbb{R}^{d}} f_{\mathbf{u}} \log \left(\frac{f_{\mathbf{u}}}{f_{\mathbf{0}}}\right) d v<\frac{u^{2}}{2}
$$

which is

$$
\int_{\mathbb{R}^{d}} e^{-\frac{1}{D}\left(\phi_{\alpha}-u v_{1}+\frac{u^{2}}{2}\right)} d v>\int_{\mathbb{R}^{d}} e^{-\frac{\phi_{\alpha}}{D}} d v
$$

set function $\Omega(x):=\int_{\mathbb{R}^{d}} e^{-\frac{1}{D}\left(\phi_{\alpha}-x v_{1}+\frac{x^{2}}{2}\right)} d v$. Then by Proposition 2.3,

$$
\Omega^{\prime}(x)=\frac{e^{-\frac{x^{2}}{2 D}}}{D} \int_{\mathbb{R}^{d}}\left(v_{1}-x\right) e^{-\frac{1}{D}}\left(\phi_{\alpha}-x v_{1}\right) d v>0 \quad \text { for } \quad x \in(0, u)
$$

this means that

$$
\int_{\mathbb{R}^{d}} e^{-\frac{1}{D}\left(\phi_{\alpha}-u v_{1}+\frac{u^{2}}{2}\right)} d v=\Omega(u)>\Omega(0)=\int_{\mathbb{R}^{d}} e^{-\frac{\phi_{\alpha}}{D}} d v
$$

which finishes the proof of $\mathcal{F}\left[f_{\mathbf{u}}\right]<\mathcal{F}\left[f_{\mathbf{0}}\right]$.

### 4.3. Proof of Theorem 1.1

By Corollary 4.1, $f_{\mathbf{0}}$ is the unique minimizer if and only if $D \geq D_{*}$. It is moreover linearly stable by Lemma 3.1. Otherwise $f_{\mathbf{u}}$ with $|\mathbf{u}|=u(D)$ is a minimizer of $\mathcal{F}$ and it is unique up to a rotation. Combined with the results of Corollary 2.1, this completes the proof of Theorem 1.1.

### 4.4. Stability of the polarized stationary solution

Another interesting consequence of Corollary 4.1 is the linear stability of $\mathcal{F}$ around $f_{\mathbf{u}}$ when $D<D_{*}$.
Lemma 4.1. Let $D \in\left(0, D_{*}\right)$ and $\mathbf{u} \in \mathbb{R}^{d}$ such that $|\mathbf{u}|=u(D)$. On the space of the functions $g \in \mathrm{~L}^{2}\left(f_{\mathbf{u}} d v\right)$ such that $\int_{\mathbb{R}^{d}} g f_{\mathbf{u}} d v=0, Q_{1, \mathbf{u}}$ is a nonnegative quadratic form.
The proof is straightforward as, in the range $D<D_{*}, f_{\mathbf{0}}$ is not a minimizer of $\mathcal{F}$ and the minimum of $\mathcal{F}$ is achieved by any $f_{\mathbf{u}}$ with $|\mathbf{u}|=u(D)$. Details are left to the reader.
4.5. An exponential rate of convergence for radially symmetric solutions

Proposition 4.3. Let $\alpha>0, D>0$ and consider a solution $f \in C^{0}\left(\mathbb{R}^{+}, \mathrm{L}^{1}\left(\mathbb{R}^{d}\right)\right)$ of (1.1) with radially symmetric initial datum $f_{\text {in }} \in \mathrm{L}_{+}^{1}\left(\mathbb{R}^{d}\right)$ such that $\mathcal{F}\left[f_{\text {in }}\right]<\infty$. Then (1.7) holds for some $\lambda>0$.

Proof. According to Proposition 4.1, we know that

$$
\frac{d}{d t}\left(\mathcal{F}[f(t, \cdot)]-\mathcal{F}\left[f_{0}\right]\right) \leq-\mathcal{I}[f(t, \cdot)]
$$

where $\mathcal{I}$ defined by (1.6) and $\mathbf{u}_{f}=\mathbf{0}$ because the radial symmetry is preserved by the evolution. We have a logarithmic Sobolev inequality

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left|\nabla \log \left(\frac{f}{f_{\mathbf{0}}}\right)\right|^{2} f d v \geq \mathcal{K}_{\mathbf{0}} \int_{\mathbb{R}^{d}} f \log \left(\frac{f}{f_{\mathbf{0}}}\right) d v=\mathcal{F}[f]-\mathcal{F}\left[f_{\mathbf{0}}\right] \tag{4.1}
\end{equation*}
$$

for some constant $\mathcal{K}_{\mathbf{0}}>0$. This inequality holds for the same reason as for the Poincaré inequality (3.2): since $\varphi_{\alpha}$ can be seen as a uniformly strictly convex potential perturbed by a bounded perturbation, it follows from the carré du champ method and the HolleyStroock lemma that $\mathcal{K}_{\mathbf{0}}$ is a positive constant. Hence

$$
\frac{d}{d t}\left(\mathcal{F}[f(t, \cdot)]-\mathcal{F}\left[f_{\mathbf{0}}\right]\right) \leq-\frac{\mathcal{K}_{\mathbf{0}}}{D} \int_{\mathbb{R}^{d}} f \log \left(\frac{f}{f_{\mathbf{0}}}\right) d v=-\frac{\mathcal{K}_{\mathbf{0}}}{D}\left(\mathcal{F}[f(t, \cdot)]-\mathcal{F}\left[f_{\mathbf{0}}\right]\right)
$$

and we conclude that

$$
\mathcal{F}[f(t, \cdot)]-\mathcal{F}\left[f_{\mathbf{0}}\right] \leq\left(\mathcal{F}\left[f_{\text {in }}\right]-\mathcal{F}\left[f_{\mathbf{0}}\right]\right) e^{-\lambda t}
$$

with $\lambda=\mathcal{K}_{\mathbf{0}} / D$. The fact that $\mathcal{F}[f(t, \cdot)]-\mathcal{F}\left[f_{\mathbf{0}}\right] \geq 0$ is a consequence of Corollary 4.1.

### 4.6. Continuity and convergence of the norm of the velocity average

Proposition 4.4. Let $\alpha>0, D>0$ and consider a solution $f \in C^{0}\left(\mathbb{R}^{+}, \mathrm{L}^{1}\left(\mathbb{R}^{d}\right)\right)$ of (1.1) with initial datum $f_{\text {in }} \in \mathrm{L}_{+}^{1}\left(\mathbb{R}^{d}\right)$ such that $\mathcal{F}\left[f_{\text {in }}\right]<\infty$. Then $t \mapsto \mathbf{u}_{f}(t)$ is a Lipschitz continuous function on $\mathbb{R}^{+}$such that $\lim _{t \rightarrow+\infty} \mathbf{u}_{f}(t)=\mathbf{0}$ if $D \geq D_{*}$. If $0<D<D_{*}$, along any increasing sequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ of integers, one can extract a subsequence, that we still denote by $\left(n_{k}\right)_{k \in \mathbb{N}}$, such that, uniformly in $t \in(0,1)$, we obtain that $\lim _{t \rightarrow+\infty} \mathbf{u}_{f}\left(t+n_{k}\right)=$ $\mathbf{u}$ with either $\mathbf{u}=\mathbf{0}$ or $|\mathbf{u}|=u(D)$ if $D \in\left(0, D_{*}\right)$.

Proof. Using (1.1), a straightforward computation shows that

$$
\frac{d \mathbf{u}_{f}}{d t}=-\alpha \int_{\mathbb{R}^{d}} v\left(|v|^{2}-1\right) f d v
$$

Remind from Propositions 4.1 and 4.2 that $\int_{\mathbb{R}^{d}}|v|^{4} f d v$ is bounded, so the right hand side is bounded by Hölder interpolations. By Proposition 4.2 and Hölder's inequality, we also know that $\mathbf{u}_{f}$ is bounded.

We have a logarithmic Sobolev inequality analogous to (4.1) if we consider the relative entropy with respect to the non-equilibrium Gibbs state $G_{f}$ defined by (1.5) instead of the relative entropy with respect to $f_{0}$ : for some constant $\mathcal{K}>0$,

$$
\int_{\mathbb{R}^{d}}\left|\nabla \log \left(\frac{f}{G_{f}}\right)\right|^{2} f d v \geq \mathcal{K} \int_{\mathbb{R}^{d}} f \log \left(\frac{f}{G_{f}}\right) d v=\mathcal{F}[f]-\mathcal{F}\left[G_{f}\right] .
$$

By the Csiszár-Kullback inequality

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} f \log \left(\frac{f}{G_{f}}\right) d v \geq \frac{1}{4}\left\|f-G_{f}\right\|_{\mathrm{L}^{1}\left(\mathbb{R}^{d}\right)}^{2} \tag{4.2}
\end{equation*}
$$

we end up with the fact that $\lim _{t \rightarrow+\infty} \int_{t}^{+\infty}\left(\int_{\mathbb{R}^{d}}\left|f-G_{f}\right| d v\right)^{2} d s=0$. Using Hölder's inequality

$$
\left|\int_{\mathbb{R}^{d}} v\left(f-G_{f}\right) d v\right| \leq\left(\int_{\mathbb{R}^{d}}\left|f-G_{f}\right| d v\right)^{3 / 4}\left(\int_{\mathbb{R}^{d}}|v|^{4}\left(f+G_{f}\right) d v\right)^{1 / 4}
$$

the decay of $\mathcal{F}[f(t, \cdot)]$ and Proposition 4.2, we learn that $\lim _{t \rightarrow+\infty} \int_{\mathbb{R}^{d}} v\left(f-G_{f}\right) d v=0$. Let $\mathcal{K}(u):=\int_{\mathbb{R}^{d}} e^{-\frac{1}{D}\left(\phi_{\alpha}(v)-u v_{1}\right)} d v$. By definition of $\mathcal{H}$, we have that

$$
\int_{\mathbb{R}^{d}} v\left(f-G_{f}\right) d v=\mathbf{u}_{f}-\int_{\mathbb{R}^{d}} v G_{f} d v=\int_{\mathbb{R}^{d}}\left(\mathbf{u}_{f}-v\right) G_{f} d v=-\frac{\mathcal{H}(u)}{\mathcal{K}(u)} \frac{\mathbf{u}_{f}}{\left|\mathbf{u}_{f}\right|} \quad \text { with } \quad u=\left|\mathbf{u}_{f}\right| .
$$

Since $\mathbf{u}_{f}$ is bounded, $\mathcal{K}(u)$ is uniformly bounded by some positive constant and we deduce that

$$
\lim _{t \rightarrow+\infty} \mathcal{H}\left(\left|\mathbf{u}_{f}\right|\right)=0
$$

## 5. Large time asymptotic behaviour in the isotropic case

In this section, our main goal is to prove Theorem 1.2. In this section, we shall assume that $D>D_{*}$.

### 5.1. A non-local scalar product for the linearized evolution operator

We adapt the strategy of [7] to (1.1). With $\mathbf{v}_{g}=\frac{1}{D} \int_{\mathbb{R}^{d}} v g f_{\mathbf{0}} d v$ as in Section 3,

$$
\begin{equation*}
\left\langle g_{1}, g_{2}\right\rangle:=D \int_{\mathbb{R}^{d}} g_{1} g_{2} f_{0} d v-D^{2} \mathbf{v}_{g_{1}} \cdot \mathbf{v}_{g_{2}} \tag{5.1}
\end{equation*}
$$

is a scalar product on the space $\mathcal{X}:=\left\{g \in \mathrm{~L}^{2}\left(f_{\mathbf{0}} d v\right): \int_{\mathbb{R}^{d}} g f_{\mathbf{0}} d v=0\right\}$ by Lemma 3.1 because $\langle g, g\rangle=Q_{1, \mathbf{0}}[g]$. Let us recall that $f_{\mathbf{0}}$ depends on $D$ and, as a consequence, also $D \mathbf{v}_{g}$. Equation (1.1) means

$$
\frac{\partial f}{\partial t}=\nabla \cdot\left(D \nabla f+\left(v-\mathbf{u}_{f}+\nabla \phi_{\alpha}\right) f\right)
$$

and $D \nabla f_{\mathbf{0}}=-\left(v+\nabla \phi_{\alpha}\right) f_{\mathbf{0}}$. Hence (1.1) is rewritten in terms of $f=f_{\mathbf{0}}(1+g)$ as

$$
f_{\mathbf{0}} \frac{\partial g}{\partial t}=D \nabla \cdot\left(\left(\nabla g-\mathbf{v}_{g}\right) f_{\mathbf{0}}-\mathbf{v}_{g} g f_{\mathbf{0}}\right)
$$

using $\mathbf{u}_{f}=D \mathbf{v}_{g}$, that is,

$$
\begin{equation*}
\frac{\partial g}{\partial t}=\mathcal{L} g-\mathbf{v}_{g} \cdot\left(D \nabla g-\left(v+\nabla \phi_{\alpha}\right) g\right) \quad \text { with } \quad \mathcal{L} g=D \Delta g-\left(v+\nabla \phi_{\alpha}\right) \cdot\left(\nabla g-\mathbf{v}_{g}\right) \tag{5.2}
\end{equation*}
$$

and collect some basic properties of $\mathcal{X}$ endowed with the scalar product $\langle\cdot, \cdot\rangle$ and $\mathcal{L}$ considered as an operator on $\mathcal{X}$.
Lemma 5.1. Assume that $D>D_{*}$ and $\alpha>0$. Let us consider the scalar product defined by (5.1) on $\mathcal{X}$. The norm $g \mapsto \sqrt{\langle g, g\rangle}$ is equivalent to the standard norm on $\mathrm{L}^{2}\left(f_{\mathbf{0}} d v\right)$ according to

$$
\begin{equation*}
\eta(D) \int_{\mathbb{R}^{d}} g^{2} f_{\mathbf{0}} d v \leq\langle g, g\rangle \leq D \int_{\mathbb{R}^{d}} g^{2} f_{\mathbf{0}} d v \quad \forall g \in \mathcal{X} . \tag{5.3}
\end{equation*}
$$

Here $\eta$ is as in (3.1). The linearized operator $\mathcal{L}$ is self-adjoint on $\mathcal{X}$ with the scalar product defined by (5.1) in the sense that $\left\langle g_{1}, \mathcal{L} g_{2}\right\rangle=\left\langle\mathcal{L} g_{1}, g_{2}\right\rangle$ for any $g_{1}, g_{2} \in \mathcal{X}$, and such that

$$
\begin{equation*}
-\langle g, \mathcal{L} g\rangle=Q_{2, \mathbf{0}}[g] . \tag{5.4}
\end{equation*}
$$

Proof. Inequality (5.3) is a straightforward consequence of Definition (5.1) and (3.1). The self-adjointness of $\mathcal{L}$ is a consequence of elementary computations. By starting with

$$
\mathcal{L} g_{1}=\left[D \Delta g_{1}-\left(v+\nabla \phi_{\alpha}\right) \cdot \nabla g_{1}\right]+\left(v+\nabla \phi_{\alpha}\right) \cdot \mathbf{v}_{g_{1}}
$$

we first observe that $\int_{\mathbb{R}^{d}}\left[D \Delta g_{1}-\left(v+\nabla \phi_{\alpha}\right) \cdot \nabla g_{1}\right] g_{2} f_{\mathbf{0}} d v=-D \int_{\mathbb{R}^{d}} \nabla g_{1} \cdot \nabla g_{2} f_{\mathbf{0}} d v$ and, as a consequence (take $g_{2}=v_{i}$ for some $\left.i=1,2 \ldots d\right), \mathbf{v}_{\mathcal{L}_{g_{1}}}=\mathbf{v}_{g_{1}}-\int_{\mathbb{R}^{d}} \nabla g_{1} f_{\mathbf{0}} d v$. Hence

$$
-\left\langle\mathcal{L} g_{1}, g_{2}\right\rangle=D^{2} \int_{\mathbb{R}^{d}}\left(\nabla g_{1}-\mathbf{v}_{g_{1}}\right) \cdot\left(\nabla g_{2}-\mathbf{v}_{g_{2}}\right) d v
$$

which proves the self-adjointness of $\mathcal{L}$ and Identity (5.4).
The scalar product $\langle\cdot, \cdot\rangle$ is well adapted to the linearized evolution operator in the sense that a solution of the linearized equation

$$
\begin{equation*}
\frac{\partial g}{\partial t}=\mathcal{L} g \tag{5.5}
\end{equation*}
$$

with initial datum $g_{0} \in \mathcal{X}$ is such that

$$
\frac{1}{2} \frac{d}{d t} Q_{1, \mathbf{0}}[g]=\frac{1}{2} \frac{d}{d t}\langle g, g\rangle=\langle g, \mathcal{L} g\rangle=-Q_{2, \mathbf{0}}[g]
$$

and has exponential decay. According to Proposition 3.1, we know that

$$
\langle g(t, \cdot), g(t, \cdot)\rangle \leq\left\langle g_{0}, g_{0}\right\rangle e^{-2 \mathcal{P}_{D} t} \quad \forall t \geq 0
$$

### 5.2. Proof of Theorem 1.2

Let us consider the nonlinear term and prove that a solution $g$ of (5.2) has the same asymptotic decay rate as a solution of the linearized equation (5.5). By rewriting (5.2) as

$$
f_{\mathbf{0}} \frac{\partial g}{\partial t}=D \nabla \cdot\left(\left(\nabla g-\mathbf{v}_{g}\right) f_{\mathbf{0}}\right)-D \mathbf{v}_{g} \cdot \nabla\left(g f_{\mathbf{0}}\right)
$$

with $f=f_{\mathbf{0}}(1+g)$ and using $\int_{\mathbb{R}^{d}} g f_{\mathbf{0}} d v=0$, we find that

$$
\frac{1}{2} \frac{d}{d t} Q_{1, \mathbf{0}}[g]+Q_{2, \mathbf{0}}[g]=D^{2} \mathbf{v}_{g} \cdot \int_{\mathbb{R}^{d}} g\left(\nabla g-\mathbf{v}_{g}\right) f_{\mathbf{0}} d v
$$

Using $\mathbf{u}_{f}=D \mathbf{v}_{g}$, by the Cauchy-Schwarz inequality and (3.1), we obtain

$$
\left(\int_{\mathbb{R}^{d}} g\left(\nabla g-\mathbf{v}_{g}\right) f_{\mathbf{0}} d v\right)^{2} \leq \int_{\mathbb{R}^{d}} g^{2} f_{\mathbf{0}} d v \int_{\mathbb{R}^{d}}\left|\nabla g-\mathbf{v}_{g}\right|^{2} f_{\mathbf{0}} d v \leq \frac{Q_{1, \mathbf{0}}[g]}{\eta(D)} \frac{Q_{2, \mathbf{0}}[g]}{D^{2}}
$$

After taking into account Proposition 3.1, we have

$$
\frac{d}{d t} Q_{1, \mathbf{0}}[g] \leq-2\left(1-\left|\mathbf{u}_{f}(t)\right| \sqrt{\frac{\mathcal{P}_{D}}{\eta(D)}}\right) Q_{1, \mathbf{0}}[g] .
$$

By Proposition 4.4, we know that $\lim _{t \rightarrow+\infty}\left|\mathbf{u}_{f}(t)\right|=0$, which proves that

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} e^{2\left(\mathcal{P}_{D}-\varepsilon\right) t} Q_{1,0}[g(t, \cdot)]<+\infty \tag{5.6}
\end{equation*}
$$

for any $\varepsilon \in\left(0, \mathcal{P}_{D}\right)$. After observing that $f \log \left(f / f_{\mathbf{0}}\right)-\left(f-f_{\mathbf{0}}\right) \leq \frac{1}{2}\left(f-f_{\mathbf{0}}\right)^{2} / f_{\mathbf{0}}$, this completes the proof of Theorem 1.2 .

### 5.3. A sharp rate of convergence

We know from Proposition 3.1 that $Q_{2, \mathbf{0}}[g] \geq \mathcal{P}_{D} Q_{1, \mathbf{0}}[g]$ for any $g \in \mathrm{H}^{1}\left(\mathbb{R}^{d}, f_{\mathbf{0}} d v\right)$ such that $\int_{\mathbb{R}^{d}} g f_{0} d v=0$. At no cost, we can assume that $\mathcal{P}_{D}$ is the optimal constant.

Theorem 5.1. For any $d \geq 1$ and any $\alpha>0$, if $D>D_{*}$, then the result of Theorem 1.2 holds with optimal rate $\lambda=2 \mathcal{P}_{D}$.

Proof. We have to prove that 5.6 holds with $\varepsilon=0$. By definition of $\mathbf{u}_{f}$, we have that

$$
\left|\mathbf{u}_{f}\right|^{2}=\left(\int_{\mathbb{R}^{d}} v\left(f-f_{\mathbf{0}}\right) d v\right)^{2} \leq \int_{\mathbb{R}^{d}} g^{2} f_{\mathbf{0}} d v \int_{\mathbb{R}^{d}}|v|^{2} f_{\mathbf{0}} d v
$$

where $g:=\left(f-f_{0}\right) / f_{\mathbf{0}}$. This guarantees that $\left|\mathbf{u}_{f}(t)\right| \leq c \sqrt{\eta(D) \mathcal{P}_{D}} e^{-\lambda t / 2}$. Then the function $y(t):=Q_{1,0}[g(t, \cdot)]$ obeys to the differential inequality

$$
y^{\prime} \leq-2 \mathcal{P}_{D}\left(1-c e^{-\lambda t / 2}\right) y
$$

and we deduce as in Section 5.2 that $\limsup _{t \rightarrow+\infty} e^{2 \mathcal{P}_{D} t} y(t)$ is finite by a Grönwall estimate. This rate is optimal as shown by using test functions based on perturbations of $f_{0}$.

## 6. Large time asymptotic behaviour in the polarized case

In this section, we shall assume that $0<D<D_{*}$. The situation is more delicate than in the isotropic case $D>D_{*}$, as several asymptotic behaviours can occur.

### 6.1. Symmetric and non-symmetric stationary states

By perturbation of $f_{\mathbf{0}}$, we know that the set of the functions $f$ such that $\mathcal{F}[f]<\mathcal{F}\left[f_{\mathbf{0}}\right]$ is non-empty. Notice that the minimum of $\mathcal{F}$ on radial functions is achieved by $f_{0}$. It follows that any function $f$ such that $\mathcal{F}[f]<\mathcal{F}\left[f_{0}\right]$ is non-radial.
Lemma 6.1. Let $\alpha>0, D \in\left(0, D_{*}\right)$, and consider $f \in C^{0}\left(\mathbb{R}^{+}, \mathrm{L}^{1}\left(\mathbb{R}^{d}\right)\right)$ as the solution of (1.1). Moreover the initial datum $f_{\text {in }} \geq 0$ of mass 1 satisfies $\mathcal{F}\left[f_{\text {in }}\right]<\mathcal{F}\left[f_{\mathbf{0}}\right]$. Then $\lim _{t \rightarrow+\infty}\left|\mathbf{u}_{f}(t)\right|=u(D)$ and $\lim _{t \rightarrow+\infty} \mathcal{F}[f(t, \cdot)]=\mathcal{F}\left[f_{\mathbf{u}}\right]$ for any $\mathbf{u} \in \mathbb{R}^{d}$ such that $|\mathbf{u}|=$ $u(D)$. Moreover, there exists a sequence $\left\{t_{n}\right\}_{n \in \mathbb{N}}$ with $\lim _{n \rightarrow+\infty} t_{n}=+\infty$ and some $\mathbf{u} \in \mathbb{R}^{d}$ with $|\mathbf{u}|=u(D)$ such that

$$
f\left(t_{n}+\cdot, \cdot\right) \longrightarrow f_{\mathbf{u}} \quad \text { in } \quad \mathrm{L}^{1}\left(\mathbb{R}^{+} \times \mathbb{R}^{d}\right) \quad \text { as } \quad n \rightarrow+\infty
$$

Proof. We reconsider the proof of Proposition 4.4. Since $\mathbf{u}=\mathbf{0}$ is forbidden by Proposition 4.1 and $t \mapsto \mathbf{u}_{f}(t)$ is a converging Lipschitz function, there exists a unique limit $\mathbf{u}$ such that $|\mathbf{u}|=u(D)$. The convergence result follows from the logarithmic Sobolev inequality and the Csiszár-Kullback inequality (4.2).

### 6.2. An exponential rate of convergence for partially symmetric solutions

Let us start with a simple case, which is to some extent the analogous of the case of Proposition 4.3 in the polarized case.

Proposition 6.1. Let $\alpha>0, D \in\left(0, D_{*}\right)$ and consider a solution $f \in C^{0}\left(\mathbb{R}^{+}, \mathrm{L}^{1}\left(\mathbb{R}^{d}\right)\right)$ of (1.1) with initial datum $f_{\text {in }} \in \mathrm{L}_{+}^{1}\left(\mathbb{R}^{d}\right)$ such that $\mathcal{F}\left[f_{\text {in }}\right]<\mathcal{F}\left[f_{0}\right]$ and $\mathbf{u}_{f_{\text {in }}}=(u, 0 \ldots 0)$ for
some $u \neq 0$. We further assume that $f_{\text {in }}\left(v_{1}, v_{2}, \ldots v_{i-1}, v_{i}, \ldots\right)=f_{\text {in }}\left(v_{1}, v_{2}, \ldots v_{i-1},-v_{i}, \ldots\right)$ for any $i=2,3, \ldots d$. Then

$$
0 \leq \mathcal{F}[f(t, \cdot)]-\mathcal{F}\left[f_{\mathbf{u}}\right] \leq C e^{-\lambda t} \quad \forall t \geq 0
$$

holds with $\lambda=\mathcal{C}_{D}(1-\kappa(D))>0$, with the notations of Proposition 3.1.
Here we assume that $f_{\text {in }}\left(v_{1}, v_{2}, \ldots v_{i-1}, v_{i}, \ldots\right)$ is even with respect to all coordinate of index $i \geq 2$, so that $\mathbf{u}[f]=\mathbf{0}$ or $\mathbf{u}[f]=( \pm u(D), 0 \ldots 0)$ at any time $t \geq 0$.

Proof. According to Proposition 4.4, we know that $\mathbf{u}_{f}$ is continuous. On the other hand, if $\mathbf{u}_{f}=\mathbf{0}$, then

$$
\mathcal{F}[f]-\mathcal{F}\left[f_{\mathbf{0}}\right]=\int_{\mathbb{R}^{d}} f \log \left(\frac{f}{f_{\mathbf{0}}}\right) d v=\int_{\mathbb{R}^{d}} \frac{f}{f_{\mathbf{0}}} \log \left(\frac{f}{f_{\mathbf{0}}}\right) f_{\mathbf{0}} d v \geq X \log X_{X=\int_{\mathbb{R}^{d}} f d v}=0
$$

by Jensen's inequality, a contradiction with the assumption that $\mathcal{F}\left[f_{\text {in }}\right]<\mathcal{F}\left[f_{\mathbf{0}}\right]$ and Proposition 4.1. Hence $\mathbf{u}=\mathbf{u}[f]$ is constant and we can reproduce with $Q_{1, \mathbf{u}}[n]$ the proof done for $Q_{1, \mathbf{0}}[n]$ in Section 5.

### 6.3. Convergence to a polarized stationary state

To study the rate of convergence towards the stationary solutions $f_{\mathbf{u}}$ with $\mathbf{u} \neq \mathbf{0}$ in the range $D \in\left(0, D_{*}\right)$, we face a severe difficulty if $\mathbf{u}_{f}$ converges tangentially to the set $u(D) \mathbb{S}^{d-1}$ of admissible velocities for stationary solutions. Otherwise we obtain an exponential rate of convergence as in Theorem 1.2.

Proposition 6.2. Assume that $d \geq 2, \alpha>0$ and $D \in\left(0, D_{*}\right)$. Let us consider a solution $f$ of (1.1) with nonnegative initial datum $f_{\text {in }}$ of mass 1 such that $\mathcal{F}\left[f_{\text {in }}\right]<\mathcal{F}\left[f_{\mathbf{0}}\right]$ and assume that $\mathbf{u}=\lim _{t \rightarrow+\infty} \mathbf{u}_{f}(t)$ is uniquely defined. If $\left|\left(\mathbf{u}_{f}-\mathbf{u}\right) \cdot \mathbf{u}\right| \geq \varepsilon u(D)\left|\mathbf{u}_{f}-\mathbf{u}\right|$ for some $\varepsilon>0$ and $t>0$ large enough, then there are two positive constants $C, \lambda$ and some $\mathbf{u} \in \mathbb{R}^{d}$ such that

$$
\int_{\mathbb{R}^{d}}\left|f(t, \cdot)-f_{\mathbf{u}}\right|^{2} f_{\mathbf{u}}^{-1} d v \leq C e^{-\lambda t}
$$

The constraint of $\mathbf{u}_{f}-\mathbf{u}$ fits the result of Proposition 3.1, so that the coercivity constant has the lower bound.

Proof. We adapt the setting of Section 5.2 to $g=\left(f-f_{\mathbf{u}}\right) / f_{\mathbf{u}}$ and get that

$$
\frac{1}{2} \frac{d}{d t} Q_{1, \mathbf{u}}[g]+Q_{2, \mathbf{u}}[g]=D^{2} \mathbf{v}_{g} \cdot \int_{\mathbb{R}^{d}} g\left(\nabla g-\mathbf{v}_{g}\right) f_{\mathbf{u}} d v
$$

With $\mathbf{Z}(t):=\mathcal{C}_{D}(1-\kappa(D)) \frac{\left(\mathbf{v}_{g} \cdot \mathbf{u}\right)^{2}}{\left|\mathbf{v}_{g}\right|^{2}|\mathbf{u}|^{2}}$, we can rewrite Proposition 3.1 and the estimate of the nonlinear term as

$$
Q_{2, \mathbf{u}}[g] \geq \mathbf{Z}(t) Q_{1, \mathbf{u}}[g] \quad \text { and } \quad D^{2} \mathbf{v}_{g} \cdot \int_{\mathbb{R}^{d}} g\left(\nabla g-\mathbf{v}_{g}\right) f_{\mathbf{u}} d v \leq D\left|\mathbf{v}_{g}\right| \frac{\sqrt{Q_{1, \mathbf{u}}[g] Q_{2, \mathbf{u}}[g]}}{\sqrt{\eta(D)}}
$$

By assumption, $\mathbf{Z}(t) \geq \mathcal{C}_{D}(1-\kappa(D)) \varepsilon^{2}$. The conclusion follows as in Section 5.2.

## Appendix A. Some additional properties of $D_{*}$.

In this appendix, we collect some plots which illustrate Section 2 and state related qualitative properties of $D_{*}$.

Proposition A.1. For any $\alpha>0$ and $d \geq 1$, the critical value $D_{*}=D_{*}(\alpha, d)$ is monotone decreasing as a function of $d$, such that

$$
\frac{1}{d+2}<D_{*}(\alpha, d)<\frac{1}{d}
$$

with lower and upper bounds achieved respectively as $\alpha \rightarrow 0_{+}$and $\alpha \rightarrow+\infty$.
Proof. The monotonicity with respect to $d$ can be read from

$$
h_{d}(D)-h_{d+1}(D)=\int_{0}^{\infty} s^{d+1}\left(s^{2}-1\right)^{2} e^{-\frac{\phi_{\alpha}}{D}} d s>0 .
$$

The lower bound is a consequence of

$$
\int_{0}^{\infty}\left(s^{d+1}-s^{d+3}\right) e^{-\frac{1}{2}(d+2) s^{2}} d s=0
$$

As for the upper bound, for any $D>0$, by considering the derivatives with respect to $\alpha$ of $j_{d+1}$ and $j_{d-1}$ as defined in (2.1), we notice that

$$
\frac{j_{d+1}}{j_{d-1}} \sim \frac{2 j_{d+3}-j_{d+5}}{2 j_{d+1}-j_{d+3}} \sim \frac{\frac{\alpha+1}{\alpha} j_{d+3}-\frac{d+2}{\alpha} D j_{d+1}}{2 j_{d+1}-j_{d+3}}
$$

by L'Hôpital's rule as $\alpha \rightarrow+\infty$. We recall that $j_{d+1}(D)=j_{d+3}(D)$ at $D=D_{*}$. By letting $\alpha \rightarrow+\infty$ with $D=D_{*}$, we conclude that $j_{d+1} / j_{d-1} \rightarrow 1$. On the other hand ${ }^{\sim}$ (2.3) with $n=d-2$ means that $j_{d+1}\left(D_{*}\right)=d D_{*} j_{d-1}\left(D_{*}\right)$, from which we conclude that $\lim _{\alpha \rightarrow+\infty} D_{*}(\alpha, d)=1 / d$.

We conclude this appendix by computations of $D_{*}$ for specific values of the parameters.

- If $d=1, \alpha=2, D_{*}$ solves $(1-4 D) I_{-1 / 4}\left(\frac{1}{16 D}\right)+(1+4 D) I_{1 / 4}\left(\frac{1}{16 D}\right)+I_{3 / 4}\left(\frac{1}{16 D}\right)+$ $I_{5 / 4}\left(\frac{1}{16 D}\right)=0$ where $I_{\gamma}$ denotes the modified Bessel function of the first kind. Numerically, we find that $D_{*} \approx 0.529$ matches [2, Fig. 1, p. 4].
- If $d=2, \alpha=2$, we remind that $D_{*} \approx 0.354$ : see Fig. A.1.
- If $d=2, \alpha=4, D_{*} \approx 0.398$ solves $\left(16 \Gamma\left(\frac{3}{2}, \frac{9}{16 D}\right)-16 \sqrt{\pi}\right) D-8 \Gamma\left(1, \frac{9}{16 D}\right) \sqrt{D}+6 \sqrt{\pi}-$ $3 \Gamma\left(\frac{1}{2}, \frac{9}{16 D}\right)=0$.
For further numerical examples, we refer the reader to $[2,22]$.
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Fig. A.1: Plot of $u \mapsto \mathcal{H}(u)$ when $d=2, \alpha=2$, and $D=0.2,0.25, \ldots 0.45$. In this particular case, $D_{*} \approx 0.354$ solves $\left(8 \Gamma\left(\frac{3}{2}, \frac{1}{8 D}\right)-8 \sqrt{\pi}\right) D-\Gamma\left(\frac{1}{2}, \frac{1}{8 D}\right)+2 \sqrt{\pi}=0$.


Fig. A.2: Plot of $h_{d}(D)$ against $D$ when $d=1$ with $\alpha=0.5,1, \ldots 3.0$.
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