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Abstract

We propose a comment about the article “What makes a VRP solution good? The gen-
eration of problem-specific knowledge for heuristics” [1] by Florian Arnold and Kenneth
Sorensen. In the original contribution, the authors implemented several Machine Learning
(ML) algorithms in order to predict good vs. not good solutions. Then, some outcomes of
the algorithms were discussed in terms of the predictive power of the solutions features. The
purpose was then to use the extracted knowledge to improve existing heuristics. The first
contribution of our comment is to validate and complement some of the conclusions of the
authors. Then, we argue than most of the extracted knowledge can be retrieved by classi-
cal data reduction methods such as Principal Component Analysis (PCA). Hence, instead
of ML-based predictions, a factorial analysis provides a powerful and synthetic view of the
variables inter-dependencies in the light of solution quality. Thanks to the datasets provided
by the authors in the original article, new experimental results are conducted. Finally, the
integration of these results into future “boosted” heuristics is discussed.

Keywords: Machine Learning, Optimization, Vehicle routing, Data mining, Principal
Component Analysis, Random Forest.

1. Introduction

With the recent advances in machine learning, the number of articles using data min-
ing for operations research has increased a lot over the last five years. However, combining
machine learning and operations research is not new. It has been a goal since the population-
based algorithms (genetic algorithm [2], ant colony [3], etc) keeping the best characteristics
of a set of solutions. More recently, some specific methods have proposed a two-step method-
ology: instances are first analyzed and then solved in a second step [4, 5]. Moreover, some
other attempts use machine learning to find good parameters for metaheuristics algorithms
[6]. Another way to proceed is to conduct statistical studies on the effectiveness of certain
heuristics and metaheuristics. These results are used to select which heuristic to execute,
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depending on the instance to solve [7], or the solution to improve [8]. The shared target
of this wide range of methods is to directly improve the quality of existing methods. A
survey of methods mixing machine learning and combinatorial optimization was recently
published [9]. In the sequel, we will see how the paper of Arnold and Sérensen had opened
a new perspective using the explanatory power of these machine learning methods, while a
classical factorial approach (PCA) is another way to tackle similarly this challenge.

2. Summary of the original paper

K. Sorensen and F. Arnold studied some machine learning methods in order to improve
the resolution of a combinatorial optimization problem. In this section we will summarize
the problem addressed, the initial goal of their paper and the methodology.

2.1. Brief problem description

The Vehicle Routing Problem consists in delivering customers’ demand with a fleet of
vehicles. All routes start and end at the depot. All vehicles are identical and limited
by their capacity. Each customer must be visited and served at once. This problem is
NP-hard, explaining why only small instances (less than 200 customers) can be solved in
reasonable time. The most studied algorithms are now approximation methods, such as
Multiple Neighborhood Search (MNS) [10], Iterated Local Search (ILS) [11] and Unified
Hybrid Genetic Search (UHGS) [12].

2.2. Goal and methodology of the article

In their paper, K. Sérensen and F. Arnold tried to discover the main features characteriz-
ing near-optimal and non-optimal solutions. This knowledge is helpful for guiding heuristics
and thus improving the problem resolution. Table 1 shows the list of solutions features
used. However, two solutions with same features values but from two different instances
may potentially have different qualities. In order to verify this hypothesis, the authors have
tested 8 additional features, depending on the instances. These features are listed in Table
2. More details are available in the original paper [1].

S1  Average number of intersections per customer
S2 Longest distance between two connected customers, per route
S3  Average distance between depot to directly-connected customers
S4  Average distance between routes (their centers of gravity)
S5 Average width per route
S6  Average span per route
S7 Average compactness per route, by width
S8 Average compactness per route, by radian
S9 Average depth per route
S10 Standard deviation of the number of customers per route

Table 1: Solution Features



I1  Number of customers

[2 Number of routes

I3 Degree of capacity utilisation

I4  Average distance between each pair of customers

I5 Standard deviation of the pairwise distance between customers

I6 Average distance from customers to the depot

I7 Standard deviation of the distance from customers to the depot
I8 Standard deviation of the radians of customers towards the depot

Table 2: Instance Features

3. On the explanatory power of machine learning approaches

In [1], F. Arnold and K. Sérensen exploit the 18 features previously described to predict
the quality (near-optimal or non-optimal) of a solution. We have executed some exper-
iments to check their results and develop further the relationship between features and
quality of solutions. All figures have been generated from the same set of instances and
solutions (large number of customers, high variance, depot at the center, and objective
values between near-optimal and non-optimal solutions near 2%). It correspond to the file
“gap2_large_center_highVariance.csv”. Nevertheless, variations between sets of instances will
also be discussed throughout this comment.

3.1. How to distinguish useful versus useless features?

The decision tree (DT) is a powerful method for understanding the contribution of each
feature to the outcome of a targeted variable. Each leaf represents a fraction of the features
space and contains a proportion of near-optimal and non-optimal solutions. Thus, the DT
shows the areas where a majority of near-optimal, or non-optimal solutions are placed. Each
leaf contains three types of information, the majority category (0 = majority of non-optimal
solutions, 1 = majority of near-optimal solutions), the proportion of non-optimal solutions
and the proportion of near-optimal solutions. For instance, the first leaf on Figure 1 contains
a majority of non optimal solutions. More precisely, 80% of solutions contained in this leaf
are non-optimal solutions and 20% are near optimal.

Decision trees allow us to understand the links between the features and the quality of
the solutions. For example, on Figure 1, the three leaves on the right, with a small value
of S8 contain more near-optimal solutions than leaves with a high value of S8. This feature
corresponds to the routes compactness and needs to be as low as possible. Same conclusion
can be drawn for the feature S3, the average distance between depot to directly-connected
customers and feature S5, the average width per route. The DT made by F. Arnold and
K Soérensen splits features S8 near 0.25 and S3 on 167, 199, 222, 240, 294. Our tree splits
feature S8 on 0.25 and S3 on 229 and 248. The features chosen and their pivot value are
very close, validating their results.

However, one aspect omitted by the authors is the extension of such interpretation to
ensemble methods such as random forests, that combine hundreds of DT in order to reach
better predictive performances than a single DT. Figure 2 fills this gap by representing

3



yes|s S8 >= 0.25%0

Is S3 >= 2292 Is S3 >= 2482

B
Is S8 >=0.3? Is S5 >= 2557

Is S10 < 3?7

Is S5 >=274?

0 0 0 1 1 0 1 1
80 .2 70 3 79 2 33 .67 32 .6 65 .3 27 .7 20 8!

Figure 1: Best decision tree for class 6 instances (2% gap).

the variables importance plot. In Figure 2, the MeanDecreaseAccuracy graph indicates the
mean loss of accuracy by permuting features, one by one. The MeanDecreaseGini graph
presents the mean variation of the Gini coefficient [13] when splitting a leaf. This coefficient
represents how heterogeneous the leaves are. The higher the Gini coefficient, the more
heterogeneous the leaves. Oppositely, a value of 0 means the complete homogeneity of the
leaves. This coefficient must therefore be minimized.

In the original paper [1], the authors distinguish two types of features : instances vs.
solutions features. To identify the type of each feature, the instances features are printed
in red and the solutions features are printed in blue. It seems that features I1 to I8 have
much less significance than features S1 to S10. This idea has been confirmed by all our
new experiments. As for the importance plot, the mean decrease accuracy and Gini values
are respectively lower than 20 and 30. Oppositely, features S3, S5, S6, S8 and S10 have
a MeanDecreaseAccuracy and a MeanDecreaseGini values larger than 60. Considering all
the other instances provided by the authors, a meta-analysis has been run. A feature
is considered as relevant if the MeanDecreaseAccuracy and MeanDecreaseGini associated
is greater than 60. Features S1, S3, S5, S6, S7 and S8 are considered as significant for
at least 6 sets of instances. The other features are not considered as significant for at
least 14 sets of instances. In order to confirm that characteristics I1 ...I8 are unnecessary,
experimentations have been carried out. For this purpose, we will observe the efficiency
of a random forest and a SVM with all the characteristics I1 ...I8, then without these
characteristics. Each pair Algorithm/Features is executed 50 times, with different training
and test sets. Table 3 details the average results. We can observe a very low evolution
of the performances with and without knowledge of I1...18. These features do not affect
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Figure 2: Importance plot of predictive variables.

the quality of the estimations. As a conclusion, features I1...I8 are useless for the set of
instances “gap2_large_center_highVariance.csv”.

Features Random Forest | Support-Vector Machine
I1...18, S1...510 75.16% 77.28%
S1...510 76.10% 77.16%

Table 3: Experiments on the utility of I1...I8

4. No need for Machine Learning ? How PCA enables a synthetic view of the
solutions characteristics

As seen in section 3, there are many methods of machine learning giving some keys to
understand each feature significance. Nevertheless, this section will show that a classical
factorial analysis, namely Principal Component Analysis (PCA) is able to address most of
the issues tackled by the authors.

4.1. Preliminary step: correlation analysis

Figure 3 shows the Pearson correlation coefficient between all pairs of features. A value
near 1 is equivalent to a strong correlation. A value near -1 is equivalent to a strong anti-
correlation. Finally, a value near 0 means the features have no correlation. As notified on
the right side of the legend, the colour of each circle indicates if the correlation is positive
or negative and its degree by the intensity of the colour. The size of the circles grows with
the absolute value of the correlation.
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Figure 3: Correlation plot of the solution metrics

With a correlation value greater than 0.7, features S5, S6, S7 and S8 are peer-to-peer
strongly correlated. The same applies to S4 and S9. Oppositely, with a correlation value
lower than -0.7, features S3 and S10 are anti-correlated. This very simple descriptive statis-
tical analysis points out initial redundancies between the chosen variables. This trend has
been checked for the other sets of instances. Correlations between features S5, S6, S7 and S8
are observed for each set of instances. Features S4 and S9 are strongly correlated in 9 sets of
instances and non-correlated in the other sets of instances. Features S3 and S10 are always
more or less anti-correlated, with correlation always less than -0.4. Finally, features S3 and
S6 are strongly anti-correlated in at least 11 sets of instances. Once again, it is possible to
reach global conclusions for all sets of instances.

4.2. PCA: principle

The Principal Component Analysis (PCA) projects the initial variables onto a facto-
rial space, i.e. the principal components, which are linear combinations of the S1 to S10
variables. Figures 4 and 5 are a part of those projections onto two of the most significant
dimensions (a dimension is significant if it explains a large part of variability). On those
projections, the longest an arrow, the best their corresponding features are represented on
the factorial space. The angle between 2 arrows indicates the correlation between 2 asso-
ciated features. The blue ellipse (E1) contains 95% of the near-optimum solutions, the red
ellipse (EO) contains 95% of the non-optimal solutions.
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Figure 4: PCA with the first two dimensions
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Figure 5: Some others projections for PCA

4.8. PCA results

Figure 4 represents the correlation circle over the two most significant dimensions which
explain all together 59% of the data variance (respectively 39% and 20% of the variability is
explained by Dim1 and Dim2). With respect to the length of their arrows, features S6, S5,
and S7 are well represented, oppositely to S2, very badly represented. The angle between
features S6 and S7 is extremely low, indicating a strong correlation between them. On the
opposite there is no correlation between features S1 and S8, with an angle close to 7. Finally,
the angle between features S3 and S10 is close to m and shows anti-correlation between them.
Regarding the solution quality, the blue and red ellipses, containing respectively 95% of the
near-optimal and non-optimal solutions, are mostly intersected.

By observing which features are most described by each dimension, we can deduce the
meaning of each one. We keep only features with correlation larger than 0.7 in absolute value
with the different dimensions. Thus, the first dimension is mainly represented by features
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S6, S5, S7 and S8. All these features aggregated in dim 1 are different ways to represent
the compactness of routes. Consequently, dim1 represents the compactness of each route.
Equivalently, dim2 is represented by features S9 and S4. Thus, this dimension represents
how deep and well-balanced are the routes.

Considering a third dimension helps to better explain differences between near-optimal
and non-optimal solutions. The third dimension represents mostly the distance between
the first/last customer and the depot. Figure 5 adds more precision about the features
and the differences between near-optimal and non-optimal solutions. Blue and red ellipses
are less intersected on the projection with respect to Dim3. While Figure 4 shows a bad
representation of feature S2, this trend is confirmed by Figure 5, proving that looking at the
longest distance between two connected customers is not as efficient as it seemed. Regardless
which dimensions are used, the angles between arrows associated to features S5, S6, S7,
S8 are always small, showing their correlations. It seems logical as they correspond to four
different representations of routes compactness. Theses features are mainly associated with
non-optimal solutions: keeping compact routes is not a priority and we have to minimize
theses features as much as possible.

4.4. Toward a refined variable selection process for machine learning

The factorial analysis helps us to improve the variables selection process. It also opens
a new area for improving machine learning predictions. First, in order to validate our
hypothesis about the uselessness of features I1..I8, several experiments have been carried
out. For each test, 50 random forests are created, containing exactly 2000 trees. Initially,
the random forest methods success to classifies 75.16% of the tested instances, on average,
with all I1 to I8 and S1 to S10. If we classify only with features S1 to S10, we obtain a better
average success of 76.1%. Moreover, removing feature S2 allows to reach an accuracy score
of 76.32%. Consequently, removing a priory useless features increases slightly this accuracy.
Hence, we have proven uselessness of features I'1 ... I8 and S2 for predicting the efficiency of
a solution. Finally, adding useless features seems to reduce the impact of significant features,
reducing the accuracy of the final prediction.

5. Conclusion

With this comment, we firstly would like to underline the pioneer work of F. Arnold and
K. Sorensen which is an important attempt to bridge the gap between machine learning
and optimization. Then, we argue that a simple data mining approach such as PCA can do
the job: to address the initial question “what makes a VRP solution good?”, a descriptive
method with a high explanatory power is more useful than predictive black-box algorithms.
With more interpretation of modern data mining or machine learning techniques, we can
change our way to solve vehicle routing problems. For example, in their article, F. Arnold and
K. Sérensen are using some penalties to guide a metaheuristic to find better solutions. Using
the significance of each feature and their correlation could be used to improve the guidance
of any optimization method. By the significance of each feature and their correlation, we
are able to specialize which feature usage and the value of their penalties. As a perspective,
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an ongoing work consists in implementing the conclusions about solutions features into an
adapted neighborhood selection local search method.
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