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Abstract
In order to approximate the exit time of a one-dimensional diffusion
process, we propose an algorithm based on a random walk. Such an
algorithm so-called Walk on Moving Spheres was already introduced
in the Brownian context. The aim is therefore to generalize this nu-
merical approach to the Ornstein-Uhlenbeck process and to describe
the efficiency of the method.
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1 Introduction

Simulating the first exit time for a diffusion from a given domain is primor-
dial since these times appear in many domains. In mathematical finance, for
instance, studying barrier options requires to estimate if the underlying stock
price stays in a given interval. In the simple Black-Scholes model, the distri-
bution of the first exit time is therefore well-known. In more complex models
corresponding to general diffusion processes, such an explicit expression is
not available and requires the use of numerical approximations.

Several methods have been introduced in order to approximate first exit
times. The classical and most common approximation method is the Eu-
ler-Maruyama scheme based on a time discretization procedure. The exit



time of the diffusion process is in that case replaced by the exit time of
the scheme. The approximation is quite precise but requires to restrict the
study on a given fixed time interval on one hand and to describe precisely
the probability for the diffusion to exit inbetween two consecutive nodes of
the time grid on the other hand.

In this study, we aim to introduce a random walk in order to approximate
the diffusion exit time from a given interval. Let us introduce (X¢, t > 0)
the unique solution of a stochastic differential equation:

dXt = b(t,Xt) dt + O'(t,Xt) th, t> 0,

where (Wy, ¢ > 0) stands for a one-dimensional Brownian motion. Let us
also fix some interval I = [a,b] which strictly contains the starting position
Xo = x. We denote by T the diffusion first exit time:

T=if{t>0: X; ¢[a,b]}.

Our approach consists in constructing a random walk (7},, X, )n>0 on Ry xR
which corresponds to a skeleton of the Brownian paths. In other words,
the sequence (T}, X,) belongs to the graph of the trajectory. Moreover
we construct the walk in such a way that (7,,, X,,) converges as time elapses
towards the exit time and location (7, X7). It suffices therefore to introduce
a stopping procedure in the algorithm to achieve the approximation scheme.
Of course, such an approach is interesting provided that (7, X,,) is easy to
simulate numerically. For the particular Brownian case, the distribution of
the exit time from an interval has a quite complicated expression which is
difficult to use for simulation purposes (see, for instance [14]) whereas the
exit distribution from particular time-dependent domains, for instance the
spheroids also called heat balls, can be precisely determined. These time-
dependent domains are characterized by their boundaries:

2

Py (t) = 14 [tlog (i), for t € [0,d?], (1.1)

where the parameter d > 0 corresponds to the size of the spheroid. The first
time the Brownian motion path (¢, W;) exits from the domain {(¢,z) : |z| <
¥4 (t)}, denoted by 7, is well-known. Its probability density function [7] is
given by

p(t) = d\/l% %log (‘f) £>0. (1.2)



It is therefore easy to generate such an exit time since 7 and d?UZ2e™V *are
identically distributed. Here U and N are independent random variables,
U is uniformly distributed on [0,1] and N is a standard gaussian random
variable. Let us notice that the boundaries of the spheroids satisfy the
following bound:

[+ (8)] < vt € [0, d’]. (1.3)

d
%7
This remark permits to explain the general idea of the algorithm. First we
consider (7Tp, Xo) the starting time and position of the Brownian paths, that
is (0,z). Then we choose the largest parameter d possible such that the
spheroid starting in (7, Xp) is included in the domain R4 x [a,b]. We ob-
serve the first exit time of this spheroid and its corresponding exit location,
this couple is denoted by (77, X1). Due to the translation invariance of the
Brownian motion, we can construct an iterative procedure, just considering
(T1, X1) like a starting time and position for the Brownian motion. So we
consider a new spheroid included in the interval and (75, X2) shall correspond
to the exit of this second spheroid and so on. Step by step we construct a
random walk on spheroids also called WOMS algorithm (Walk On Moving
Spheres) which converges towards the exit time and position (7, Wy). This
sequence is stopped as soon as the position X, is close enough to the bound-
ary of the considered interval. The idea of this algorithm lies in the definition
of spherical processes and the walk on spheres introduced by Miiller [9] and
used in the sequel by Motoo [8] and Sabelfeld [12] [13]. It permits also in
some more technical advanced way to simulate the first passage time for
Bessel processes [4].

In this study, we focus our attention on a particular family of diffusions
which is strongly related to the Brownian motion: the Ornstein-Uhlenbeck
processes. The idea is to use this link to adapt the Brownian algorithm in an
appropriate way. This link implies changes on the time-dependent domains
for which the exit problem can be expressed in a simpler way. We present
the random walk algorithm (WOMS) for the Ornstein-Uhlenbeck process,
describe the approximation error depending on the stopping procedure and
emphasize the efficiency of the method. We describe the mean number of
generalized spheroids necessary to obtain the approximated exit time.

2 The Ornstein-Ulhenbeck processes

Let us first recall the definition of the Ornstein-Uhlenbeck process and present
different essential properties which permit to link this diffusion to a standard



Brownian motion.

Let 6 € RT, 0 € R, u € R. The Ornstein-Uhlenbeck process (O.U.) start-
ing in xo with parameters 0, u, and ¢ is the unique solution of the following
stochastic differential equation (SDE):

where W stands for a standard one-dimensional Brownian motion. Existence
and uniqueness for equation (2.1) can be easily deduced from a general state-
ment concerning SDE, see for instance Revuz, Yor, Chap. IX [11]. Let us
just recall this result.

Proposition 2.1. Consider the following stochastic differential equation

dXt = b(t, Xt)dt + O'(t, Xt)th, t Z 0. (22)

If there exists a Borel function p :]0,+o00[—]0, +oo[ satisfying f0+°° bz —

(=)
+o00 and such that 8
lo(s,2) —o(s,9)|* < p(|lz —yl), Va,y €]0,+o0f, VteR".

and if, for each compact set H and each t > 0, there exists a constant K; > 0
such that

|b(s,x) —b(s,y)| < Ki|lx —y|, Ve,ye H, s<t
then pathwise uniqueness holds for equation (2.2).

Since obviously the drift and diffusion coefficients of the O.U. process
satisfy the hypotheses of Proposition 2.1, pathwise uniqueness holds for (2.1).
Let us now present an explicit expression of this solution. The Ornstein-
Uhlenbeck process can be written as a stochastic integral with respect to the
Brownian motion:

t
X; = Xoe % + pu(1 — e7%) 4 ge? / e dw,,t > 0. (2.3)
0
Levy’s theorem permits to replace the stochastic integral by a time-changed
Brownian motion. We obtain therefore another expression for the process
which is more handy to manipulate.
Since 0 > 0, there exists a standard Brownian motion (V;)¢>0 such that

0.67915

V20

This simplified expression is a crucial tool for the construction of the algo-
rithm in the exit problem framework as it clearly appears in the forthcoming
statements.

X, = Xoe %+ pu(1—e7 %) +

V626t 1 (2.4)



Remark 2.2. In following computations, we put u = 0. This restriction
18 only motivated by notational simplification and the study can easily be
extended to the general case.

Let us now describe how such a strong relation between the Brownian
motion and the Ornstein-Uhlenbeck process permits to emphasize a time-
dependent domain of R whose exit time can be easily and exactly simulated.

3 Exit time of generalized spheroids

Let us consider the spheroids defined by the boundaries 1*(t) in (1.1). We
recall that the Brownian exit problem of a such a spheroid is completely
explicit, so that the simulation of the exit time 7 is rather simple. Due to the
symmetry property of the spheroid, the conditional probability distribution
of the exit location W, given 7 is equal to %5¢+(7—) + %511;—(7)- For the
Ornstein-Uhlenbeck process, we can obtain some similar information due to
the strong relation with the Brownian motion.

Let us introduce two new boundaries defined by:

U () = ("

V20

where 6 and o correspond to the parameters of the O.U-process (X;)i>0 in
(2.1). We call generalized spheroid the domain defined by these boundaries.
We introduce the exit time rou = inf{t > 0: X; ¢ [Voy (¢ 2), vdy(t, z)]}-

Proposition 3.1. Let 7 = inf{t > 0: V; ¢ [v_(t),¥+(t)]|} the first time
the Brownian motion (Vi)i>o defined in (2.4) exits from the spheroid. Then
the exit time Toy satisfies:

wi(ezet —-1)+ x) ,

1 1
ToUu = Og(;;—) a.s. (3.1)
Proof. Using both the definition of 7oy and the expression of X; with respect

to the Brownian motion V;, we obtain

Tou = inf {t >0: Xy ¢ [@baU(t,x),@bgU(t,x)]}

— inf {t >0 ze 4 \;%e*@tvem_l ¢ [Voy(t x), ng(t,x)]}

= inf {t >0: \;%e_etvé%)t_l ¢ Wou(t,z) — ze 0, Viu(t,z) — ace_Ot]}
it log(u + 1)
20

~ log(t+1)
N 20

50 Vg [wu),m(un}
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This statement is a crucial tool for simulation purposes. It permits first
to simulate a Brownian exit time from a spheroid, then to use Proposition
3.1 to obtain the O.U. exit time from the generalized spheroid. Let us notice
that the shape of the generalized spheroid depends on the O.U. starting posi-
tion. Therefore, if we define a WOMS, the shape of the spheroids will change
at each step of the algorithm. In the Brownian motion context, the spheroids
are symmetric and their extremas can be computed easily. This important
advantage permits to compute easily the maximal size of the spheroids in-
cluded in the interval [a, b] and is not fulfilled in the O.U. case. It is therefore
an harder work to determine the optimal size of the generalized spheroid.
This can be achieved by finding an upper-bound for the upper boundary
and a lower-bound for the lower boundary. As a consequence, we determine
a parameter characterizing the generalized spheroid which guaranties that
it remains fully contained in the interval [a,b]. Since the bounds are quite
rough, the boundaries of the generalized spheroid are unfortunately not tan-
gent to the interval bounds. The algorithm shall be therefore a little slowed
down.

Proposition 3.2. Lety > 0, and x € [a, b] the starting point of the spheroid,
that is ¢jO[U(O, x) =x. Let us set ay, = a+y(x—a) and by, =b—y(b—1x).
We define

\/ 3 (by.z—m) 2(z—0y,2) ;
L VRem AU et e ) 720 (3.2)
v/ 26e min (x—?,z) 2(by0—2) ifx <0

’ \/(727496 z(by,z—2)+0

For such a choice of parameter, the generalized spheroid is fully contained in
the interval [a g, by 2.

In the following statements we denote by d, the parameter associated to
the spheroid with initial point x.

Proof. Let us first consider the case: z > 0. Combining the upper bound of
the function ¢ presented in (1.3) and the definition of 1oy, we obtain

od T od
<

- + <Yout, o) <Ydy(t,
Vage t e S Youlhe) Svoulte) < o

+ . (3.3)

ﬁ



We keep the upper bound found previously and focus on the lower bound:

od x od d?
+ > — +z(1—-—). 3.4
20e  V1+d?2 20e ( ) (34)

2
The determination of a convenient choice for the parameter d > 0 requires
to find the positive solution of the equation P(d) = 0 where

waU(tv CC) Z -

d? o
Pld)=x— +
(d) 9 Vv 20e

d+ (ay,y — ).

Consequently we obtain

g

d—l\/02+2( — ) —
l—; % T\x a77$ m

The identification with the upper bound gives us

dy = (by o — m)ipe (3.5)
o
Hence setting d = min(d,,, d;) permits the generalized spheroid to belong to
the interval [a, 4, by z].

The case x < 0 uses similar arguments since we observe a symmetry
with respect to the origin between the generalized spheroid starting in « and
the one starting in —z. We use the results previously computed for |z| and
[—bye, —0~,z) Which leads to the statement. The case = 0 is simple to
handle with, since the previous boundaries (3.3) become

od _
———— <oyl 0) < Ydy(t,0) <

v20e
v 20e

It suffices to set d = —— min(|a,,0l, by,0), which corresponds to the limit

od
20¢

W

case as  tends to 0 in both results previously established.
O

4 WOMS for the Ornstein-Uhlenbeck processes

Let us now present the approximation procedure of the Ornstein-Uhlenbeck
exit time from a given interval [a,b]. This algorithm is based on a walk on
generalized spheroids (WOMS) described in the previous section.



ALGORITHM (O.U. WOMS)

Initialization: Let: Xg = xg, Te =0
From step n to step n+ 1:
While X,, <b—¢€eand X,, > a+e¢edo

e Generate the Brownian exit time from the spheroid with parameter
dx, defined in (3.2). We denote this stopping time by 7,,41.
o We set Tgf_]l = 71%(”5;1“).

e Generate a Bernoulli distributed r.v. B ~ B(3), if B = 1 then set
X1 = waU(TnOfl,Xn) otherwise set X, 11 = ¢gU(T,?ﬂ,Xn).

° 7;<—7;+7'7?_gl

Outcome: T the approximated O.U.-exit time from the interval [a, b].

2
0 010203040506070809 1 111213 141516 17 1819 2 2122 23 24 25 26 27 2.8
time

Figure 1: A sample of the algorithm for the O.U. exit time with parameters § = 0.1
and 0 = 1. We observe the walk on spheres associated with the diffusion process
starting at = 5 and moving in the interval [2,7]. The algorithm corresponding
to € = 0,5 is represented by the plain style spheroids whereas the case ¢ = 1073
corresponds to the whole sequence of spheroids. In both cases we set v = 1076 .
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Simulated exit time 7;
Figure 2: Histogram of the outcome variable for the O.U. with parameters

f# = 0.1 and o0 = 1 when the stopped diffusion process starts at 5 and involves
in the interval [2,7] with e = 1073 and v = 1076,

The CPU efficiency of such an algorithm shall be compared to the effi-
ciency of classical approaches in the exit time approximation framework. Let
us consider a particular situation: the exit time from the interval [3, 5] for
the Ornstein-Uhlenbeck process starting in 4 with 6 =5 and o = 7. We use
an improved Euler method based on the correction by means of the sharp
large deviations estimate of the exit probability. Such a method takes into
account the probability for the diffusion path to exit inbetween two neighbor-
ing gridpoints (see the procedure described in [1]). The simulation of 100 000
samples with the step size 1074 requires 64,7 seconds for this improved Eu-
ler method whereas the WOMS algorithm presented in this paper requires
about 2,19 seconds for the corresponding choice € = 1072 (here v = 1079).

Even if the study presented here concerns the exit time of some given
interval [a,b] denoted by Tlab), let us just mention the possible link with
first passage times (FPT). Intuitively for negative a with large value |al,
the exit time of the interval can be approximated by the first passage time
of the level b denoted by 7, i.e. limjg o0 P(7jqp) = 75) = 1. Several ap-
proaches permit to describe quite precisely the probability distribution of
the Ornstein-Uhlenbeck FPT. In Figure 3, we illustrate that the distribu-
tions of both the exit time (histogram) and the first passage time (p.d.f.)



present a thight fit. The histogram corresponds to the exit time obtained for
an OU process starting in —3 with coefficients § = 1 and ¢ = 1 and observed
on the interval with bounds ¢ = —10 and b = —1. The curve corresponds
to a numerical approximation of the first passage time density presented by
Buonocore, Nobile and Ricciardi in [3]. An other approximation procedure
for the FPT simulation is proposed by Herrmann and Zucca in [5]: it con-
sists in simulating exactly the PFT of a slightly modified diffusion process.
This modified diffusion has the following property: its drift term is bounded
and coincides with the Ornstein-Uhlenbeck drift on the interval [a, b] with |a]
large. Numerical comparisons permit to observe that the simulation of the
exit time with the WOMS algorithm is highly more efficent than the method
proposed in [5]: the simulation of a sample of size 100000 takes a total of
3,7 seconds of CPU time with the first method and 197,2 seconds with the
second one. Here the OU-process starts in —3 with coefficients 8 = 1 and
o =1 and is observed on the interval [—10, —1].

B an
1 N
or % &%

06
05 \
04
03
02
0.1

0 :
0 02 04 06 08 1 12 14 16 18 2 22 24 26 28 3 32 34 36
Time

Figure 3: Histogram of the approximated first exit time of the interval [a, b] using
the WOMS algorithm and approximated p.d.f. of the first passage time through
the level b (curve). Here Xg = =3, 60 =1, 0 =1 and [a,b] = [-10, —1].

Let us now describe the WOMS algorithm for the Ornstein-Uhlenbeck
process and especially emphasize its efficiency through theoretical results.
We study how the strong relation between our process and the Brownian
motion affects the statements obtained in the Brownian motion case. Let
us just recall that the efficiency of the walk on spheres in the particular
Brownian case is quite strong: the averaged number of steps is of the order

10



|log(e)| (see for instance [2], for an overview of the convergence rate). In the
Ornstein-Uhlenbeck case, we reach a similar efficiency result.

Average number of steps

Theorem 4.1. Let N, be the random number of steps observed in the algo-
rithm. Then there exist a constant 6 > 0 and €y > 0 such that

E[N,] < 6]log(e)|, Ve < eo. (4.1)
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Figure 4: Simulation of the O.U. exit time from the interval [2,7]. The starting
position is Xy = 5 and the parameters are given by § = 0.1, ¢ = 1 and v = 1076,
Histogram of the number of steps observed for e = 1073 (left) and average number
of steps versus € (right, in logarithmic scale).

The statement is similar to the Brownian motion case, and the proofs are

based on similar arguments. To prove this statement, we introduce a result
coming from the potential theory and using Markov chains.
Let us consider a Markov chain (X,,),ecn defined on a state space I decom-
posed into two distinct subsets K and 0K, 0K being the so-called frontier.
Let us define N = inf{n € N, X,, € K} the hitting time of 0K. We assume
that IV is a.s. finite, then the following statement holds:

Proposition 4.2. If there exists a function U s.t. the sequence (U(XpaN))neN
is non negative and if the sequence (U(Xpan)+n A N)pen represents a super-
martingale adapted to the natural filtration of the considered Markov chain
(Xy), then

E;[N] < U(x), VzeK.

The proof of this classical upper-bound is left to the reader, it is essen-
tially based on the optimal stopping theorem and on the monotone conver-
gence theorem (see, for instance,[10], p139).

11



Proof of Theorem 4.1.
Step 1. Let us first introduce a function v which plays an important role
in the construction of a super-martingale linked to the random walk.
We consider the following differential equation:
2

%u” — Oxu' = = a)2(1x o for = €a, b|. (4.2)
This second order differential equation can be solved in a classical way. Let
us first solve the related homogeneous equation: we obtain

u'(z) = C(x)e%m.

The method of variation of parameters leads to

20

c 2 [* e o2

T)=——7> ds.

(z) o /0 (s —a)?(s —b)?

Integrating u’ one more time implies an explicit expression of one particular
solution (4.2).

_20

(z) 2/36 qu/u e dsdu, for x €]a,b] (4.3)
U\xr) = ———5 €eo sau rxr a . .
a® Jo o (s—a)*(s—b)? ’ ’

Step 2. We consider now the sequence (T),, X, )nen of cumulative exit times,
ie.

n
T, =Y Y (4.4)
k=1

and exit location given by the WOMS algorithm for the Ornstein-Uhlenbeck
process.

Let us introduce Z,, = u(X,,) + cn where ¢ is a positive constant (which
shall be determined in the following calculus) and w is the function detailed
in Step 1 of the proof. We shall prove that this process is a super-martingale
with respect to the filtration (F7, )nen induced by (F:), the natural filtration
of the Brownian motion (V;);>0 enlightened in (2.4).

By Itd’s formula we obtain

E[ZnJrl - Zn|~7:Tn] = E[MnJrl - Mn|}—Tn]

Trt1 0_2
+E [/ ?u” (Xs) — 0X /' (X,)ds an] +c
'r,}n-i—l _1
pu— E . 4.
[/n D[a,b} (XS)2d8 an:| +c ( 5)

12



where (My,)pen = (fO"au’(Xs)dWS)
ne
(x —a)(b— x) for = € [a,b]. Remark now that

N is a martingale and Dj,)(z) =

an]

=(X,,) E[/T"H L4 /T'% -

2(X,) = — ds ——ds

W Dap(Xs)? 0 Dpy(Xs)?
(46)

where X'S := X7,+s has the same distribution as the Ornstein-Uhlenbeck
starting in X,,. We now upper bound this term: we consider in a first time
that X,, is positive. By Proposition 3.2 we are then allowed to compute
the corresponding coefficient dx, which we denote by d,, > 0 for notation
simplicity. Let us fix some parameter A €]0, 1].

First case: d, < A, that is satisfied either if

v 20e <

7o) -z

0 < (by — Xp) —— < A (4.7)
or
0< —— 20X — ay) <A (4.8)
T 2X (X - a)

with b, = b, x,, and ay = a, x,,.
We first consider that X, is close enough to b,. Using (3.3), we have for any

2
t € Supp (ng) = [O, 71%(;;_‘1")}:

b—ypOU(t, X,) < b

B R NP (1—d’%>+ odn
VItd  V20e " 2 V20e

Since d,, < A < 1, we have di < dy,. Moreover X,, < by so that

dn> N od,,
2 vV 20e

X, o
b Xy 2
n<2 296>

<(b—X,) (bﬁ? + 2) = (b— X,)P.

b—yOUt, X,) <b—X, <1 -

The last upper-bound uses the definition of d,, presented in Proposition 3.2
Hence we have B
Diap)(Xs) < (b —a)(b— Xy).

13



We then write, using the fact that TS_EI is independent of Fr, ,

- T’r(z)fl -1
=) [/o Po—aPb— X2 fT”]
—1
" B(b—a)2(b— X,)? Elra]

-1
T 2082(b— a)2(b — X,)2

where 7, denotes the exit time for Brownian motion from the spheroid of
parameter d,,. If 7 denotes the Brownian exit time of the generalized spheroid
of normalized size (d = 1), then the scaling property of Brownian motion
implies that 7, and d27 are identically distributed. Hence, noticing that
7 < 1 and recalling that d% < 1, we obtain

Eflog(1 + 7)],

-1

S 20520 — a2 - x,02
—d%

S BFPG—ap(b—x,2

In the considered case, we know that

—_—
—
—

log(1 + dZT)]

20
dy = (b— X,) Y25 (4.9)
o
which implies
—e
<—
202532(b — a)?

In the other case (X, close to a) the arguments already used just above lead
log(1+d%):| .
20 :

[1]

(Xn) E[#1]. (4.10)

to a similar upper-bound. We observe for any t € [0,

ody,

v 20e

< (X, —a) <1+

ng(taxn) —a < Xn +

20
\/02 +46eX, (X, —a)+ o

) <2(X, —a).

This upper bound leads to the same result as (4.10) just replacing 8 by
another positive constant 5. Combining both inequalities, for d, smaller
than A, we get

-1
E(X,) <

S (B B2 maX(B, 52 E[7]. (4.11)

14



Second case: d, > A
In this case, we use the upper-bound:

D[a,b} (Xs) < (b — CL)2. (4.12)
We deduce
- 77?31 -1 )
=(X,) <E [/O (=t an]
— A2

Both inequalities (4.11) and (4.13) suggest the existence of a constant ¢ > 0
such that Z(X,,) < —¢.

Finally, using the symmetry property of the considered spheroid, the case z
negative is treated similarly, leading to a positive constant ¢ such that

Thnt1 -1
=(X,) <E / 7038
( ) |: n D[a,b] (X )

In conclusion, the stochastic process Z,, = u(X,,) + cn is a super-martingale
due to the combination of (4.5) and (4.14).

Step 3. In order to apply the optimal stopping theorem described in Propo-
sition 2.6., we need on one hand that (U(X,,)+ cn)p>0 is a super-martingale
but also on the other hand that (U(X,,))n>0 is a non negative sequence. For
the first property we could choose U = u+«, u being the function introduced
in (4.3) and k a constant. For the second property we need to have a non
negative sequence, so we have to choose in a suitable way the constant k.
Let us note that the function u satisfies u(0) = 0 and is a concave function.
So in order to obtain a positive function on the interval [ay s, b, ;] it suffices
to choose k = — min(u(byz), u(ay,e))-

Consequently we need to study the behavior of u at the frontiers of [ay z, by 2]
that is for z = b — € and x = a + €. Putting b, := b, _., we obtain

2 by 29 37
—2/ / ds du
a2 Jo (s —a)?(s —b)?
2 " " g
“02/0 (s—a>2<s—b>2/s o

1 b»y eiig(b’y,bfefs) _ 1
- ds.
9/0 (s—a)2(s — b2

‘FTn:| —c, for all m > 0. (4.14)
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Using Taylor’s expansion

20 (hy—s
eoz )_1:§(bv_5)+ o (b"/_s)27

where ¢ belongs to [0, b, — s]. Moreover

1 c1 () c3 cq
= 4.15
G-aPG-0 G-a -2 -9 -
. .. 1
where ¢;,1 € {1,2,3,4} are positive constants and ¢y = ¢4 = ek
—a
20¢
2 [t b, — 20 [ €97 (by — s)?
u(b%b_e):_Q/ (72 s) 2d5—4/ e (; s) ds
o Jo (s—a)*(s—b) ot Jo (s—a)*(s—b)
2
=3 (01]0,1,1 —colp21 — c3l10,1 — cal21
i o [ chr%g(bﬂ,—s)2 p )
— s
o2 oy (s—a)2b—-s)2 "/
by Y
where I; ;. = / (b, . ) -ds. We can notice that
" o (b—s)(s—a)l
ye
Ir0,1 = log(ye) — log([b]) +1 - - (4.16)
and
cilo1,1 4+ c2lo21 + calip1 = o(1) as e tends to 0. (4.17)

Let us bound the last integral, using once again the partial fraction decom-
position

20¢
0 by %2 (b — 2 f 20 by b — 2
0< 5 [ 2d8<262“92b/ bl
o Jo (s—a)?(b—ys) o 0 (s—a)?(b—ys)
20b
= 3¢ o2 (calon2 + cslo22+ celip2 + crla02) .

As in the previous computations, it is possible to take an equivalent as €
tends to zero, that is there exists § > 0 such that

20 200
;6 o2 (641071,2 + 05107272 + 0611,0,2 + 67127072) ~ 0. (4.18)

16



Combining (4.16) and (4.17), and taking an equivalent when € tends to 0
leads to state that

2

U(b,y’b_e) ~ —Dlog(’ye) — _D — 5, where D = m

(4.19)

A similar computation on u(ay,q4c) gives us some D’ and 6. Setting K =
max(D + 6, D’ 4 0) and U(x) = u(z) — x permits to obtain the positivity of
the sequence (U(Xy,))n>1-
Step 4. The statement of the theorem is a direct consequence of the optimal
stopping theorem Proposition 2.6. If N, is almost surely finite, then

E[NJ < SE[U(Xo)] < Dlog(e). (4.20)
In order to finish the proof, it remains to justify that N, is almost surely
finite. Since by, — 2 > (1 — v)e and  — ay, > (1 — y)e for any = €
[a + €,b — €], we deduce that there exists a strictly positive lower-bound d,
such that dx, > d. for any n. Introducing (s,) a sequence of independent
and identically distributed random variables corresponding to Brownian exits
of a unit spheroid, we deduce that T;, is stochastically lower-bounded by

1 n
Sni= o5 ; log(1 + desy).

Moreover S, tends to infinity almost surely as n — oo. By Lemma 4.3 and
by construction, T, is stochastically inbetween S,, and 7 (an almost surely
finite random variable) for any n < N.. The stopping rule N is therefore
almost surely finite. O

Lemma 4.3. The sequence of cumulative times (Ty,)n>1 appearing in the
algorithm and defined by (4.4) are stochastically smaller than T the first exit
time of the Ornstein- Uhlenbeck process.

Proof. We need to emphasize the link between the markov chain induced by
the algorithm, denoted ((T,, Xp))nen with (7o, Xo) = (0,0), and a path of
the Ornstein-Ulhenbeck process.

At the starting point of the Ornstein-Uhlenbeck trajectory, we introduce a
spheroid of maximum size contained in the interval [a,b] x R;. The inter-
section of this spheroid and the path corresponds to the point (¢1,21). Then
this construction leads us to state that (¢, z1) has the same distribution as
(T1, X1). Hence, from (¢1,21) we can construct a maximum size spheroid

17



and consider the intersection (to, z2) between the trajectory after ¢; and this
second spheroid. Once again we get from the construction that (¢2,22) and
(Ty, X2) are identically distributed. We can therefore step by step build a
sequence ((tn, zn))nen of intersections between the considered trajectory and
the spheroids. We obtain that the skeleton of the trajectory (¢, zn)nen and
the sequence (75, X,,)nen are identically distributed. By construction, we
also note that ¢, <7 for all n € N, which implies the announced result. [J

Bounds for the Exit-Time distribution

Let us now precise the rate of convergence for the algorithm based on the
random walk. We should describe how far the outcome of the algorithm
and the diffusion exit time are. We recall that the outcome depends on the
parameter e.

Theorem 4.4. We consider 0 < v < 2 and 6 = €'. We denote by F the
cumulative distribution function of the exit time from the interval [a,b] and
Fe the distribution function of the algorithm outcome. Then for any p > 1,
there exists eg > 0 such that

(1 _ pVB(e + max(|al, b)) (" ~

o/ (e2 — 1w

1))> F.(t—6) < F(t) < F.(t), (4.21)

for allt € R and e < €.

In other words, the precision of the approximation pointed out in Theo-
rem 4.4 is characterized by the following error bound:

V(e + max(|al, [b])(e” — 1))
o/ (€200 — 1)

=E(e;0,0,a,b,7) = . with 6 = €.

Figure 5 presents the dependence of this bound with respect to € and 6, all
other parameters being fixed.
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Figure 5: Error bound = versus e for different values of # witho =1, a = —1,
b=1,v=1.

Such a statement is directly related to properties of the Ornstein-Uhlenbeck
process and its strong link with the Brownian motion.

Proof. As in Lemma 4.3, we build step by step a sequence ((t,, zp,))nen of
intersections between the path of the Ornstein-Uhlenbeck process and the
spheroids in such a way that the sequences ((tn, zn))n>0 and (T, Xn))n>0
are identically distributed.

If we introduce N, the stopping time appearing in the stopping procedure
of the algorithm and N, = inf{n € N,z, ¢ [a + ¢,b — €]}, the identity in
law of those random variables yields. By construction, ¢, < 7T for all n € N,
where T stands for the diffusion first exit time from the interval [a, b]. This
inequality remains true when t,, is replaced by the random stopping time

.-
Hence
1-F@t)=P(T >1t)
:]P’(T>t,t]\7€ gt—5)+P(T>t,tN6 >t—9)
SP(T>ttg <t—0)+P(ty >t—9)
<IP>(T>t,tN€ <t—0)+1—F(t—9). (4.22)

We focus on the first term of this upper bound. Using the strong Markov
property, we obtain

P(T > t,ty <t—0) < Fe(t—0) sup Py (T > 6). (4.23)
‘ y€[a,a+elUlb—e,b]
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For any y € [a,a + €] U [b — €, b] we write
Py (T >06) =Py(Ta >0, Ta <Tp) +Py(Tp > 9, Ty, < Ta)-
We first consider the case y € [b — €, b], the previous inequality becomes
Py(T > 6) < Py(Ta < Tp) + Py(Ty > 6). (4.24)

In order to handle with the first term in the right hand side, we introduce s
the scale function of the O.-U.-process:

x
s(z) = ecfQGQ/ e%u2du, x € [a,b]. (4.25)
a
It has been shown in Karatzas, 5.5 [6] that

o . be(;%quu
Py(Ta <o) = SEZ; - ngi - fieeﬂﬂdu. (20

Since y € [b — €,b] and since the integrated function is non negative and
increasing we obtain

fb O%UQd'U, 66092 b2
Py(Ta <Tp) < b G S 772 = €Cap (4.27)
2% du [, e*" du

We now focus on the second term in the r.h.s. of (4.24): Py(T, > §) <
Py_e(Tp > 9) for all y € [b — €,b]. We denote by X the Ornstein-Uhlenbeck
process starting in b — e. We obtain

{Ty > 6} = SupX<b} {Vué[Oé]Xu<b}

u€l0,0

{
o
{
{

{

—9u o
\/7279 V29u 1<qu€[0 (5]}
(Vs +1—(b—¢)),Vs € [0,e* — 1]}

(Vs +1—1)4¢)),Vs € [0,6295—1]}

(e + max(0,b)(e?’ —1)),Vs € [0, 2 — 1]} .
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Let us assume that b > 0. In this case, the following asymptotic property
holds:

20
Py e(Tp > 0) =Py ( sup Vi< V20

5€[0,e206 1] g

(e +b(e? — 1))) <

(e + b(e? — 1)))
V20

g

VO(e+b(e” —1))

=Py | 2|V.2s_4| <
0( ‘ €208 1’ o (6266—1)71'

Using the particular form of § = €7, we obtain

VB tbe 1) 1

o/ (€200 — 1) oV2m

2

+bhez) ase— 0.

A similar bound can be obtained for b negative and also for y € [a,a + €].
Finally combining this result with (4.22), (4.23) and (4.27) leads to the
announced statement. O

Remark 4.5. Let us note that all the results presented so far, that is the
efficiency of the algorithm and the convergence rate, concern the family of
Ornstein-Uhlenbeck processes with parameter p = 0 in (2.1). It is straight-
forward to extend the statements to the general case: it suffices to replace the
interval [a,b] by a time-dependent interval [a — pu(1 —e™%), b — (1 —e=%)].
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