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Abstract. Nowadays, adaptive web information systems use partially the Web
to provide different kinds of content, navigation tools and layouts according to
user needs. We focus on AWIS for which users share a common knowledge to
work together. For us, AWIS design is an intensive knowledge driven process.
We propose the methodology and architecture used in the flexible composition
engine called SCARCE. The paper presents the key issues for reusing the con-
tent in the methodology: interoperability and W3C standards, consistency of
the delivered document and the distinct specification and management of
AWIS components. The main benefits of this approach are: i) a generic AWIS
architecture which is reusable in different contexts, ii) this architecture is tuned
to the explicit knowledge of communities and provide a method for AWIS de-
sign.
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1 Introduction

Adaptive web information systems – AWIS - have the ability to provide different
kinds of content, navigation tools and layouts according to user needs [1]. Traditional
AWIS used to have a domain model, a user model and adaptation rules. The domain
model is used to convey resource semantics. The content is typically known to the
author of the application and under his control [2]. Thus, the website structure, its
content, its adaptation strategies and its presentation are often designed by the same
author and are often combined.



Nowadays, AWIS use partially the Web as an information space where resources
are distributed. They must have the ability to reuse distributed data repositories [2, 3]
and/or web services [4]. One can view AWIS consisting of different components: an
organization, content, adaptation strategies and presentation. We focus our study on a
methodological approach enhancing the content reuse. Some key issues of that are:
interoperability and W3C standards, consistency of the delivered document and the
distinct specification and management of AWIS components. The current informa-
tion-intensive nature of web information systems requires more rigorous design, en-
gineering and development process. As soon as AWIS are computed on the fly from
distributed data sources, the consistency and the comprehension of the delivered
document is closely related to the content, the organization and the adaptation poli-
cies dedicated to users’ tasks. So, a methodology is necessary to provide a global
approach unifying the different components and fulfilling the user needs.

We are interested in AWIS for which users belong to a kind of community of
practices: they share a common knowledge to work together [5]. We claim that the
explicit knowledge of communities is the key issue to automate AWIS and thus to
ensure consistency and comprehension. The specification and the management of
content – selection, organization and adaptation policies – filtering - are separated
and based on community knowledge. Thus, the AWIS design is an intensive knowl-
edge-driven process. We have designed an AWIS as a flexible composition engine,
called SCARCE - SemantiC and Adaptive Retrieval and Composition Engine based
on a semantic web approach in which explicit community knowledge is formalized in
ontologies. Our methodological contribution consists of: (i) a semantic organization
of resources, (ii) a declarative specification of adaptation and (iii) a knowledge-driven
composition engine. The main benefits are: i) a generic architecture which is reusable
in different contexts, ii) this architecture is tuned to the explicit knowledge of com-
munities and provide a method for AWIS design. Indeed, new AWIS can be gener-
ated as soon as the specification of selection, filtering or organization is modified. Of
course, it is limited by the core principles underlying the composition engine.
SCARCE is the core of ICCARS1, the CANDLE2 European project and KMP3.

First, some requirements for AWIS design are presented. Secondly, we develop the
design principles of our architecture and methodology. Thirdly, we briefly present the
adaptive composition engine. Finally, we conclude with some perspectives.

2 Some Requirements for AWIS Design

In AWIS design, content reuse leads to new requirements and constraints. We briefly
analyzed some of them: interoperability and W3C standards, consistency of the deliv-
ered document, the separated management and specification of AWIS components.

Interoperability and standards: In the semantic web architecture, interoperability
depends on the sharing of common architecture and standards. It takes place at three
                                                          
1 ICCARS : Integrated and Collaborative Computer Assisted Reporting System
2 CANDLE : Collaborative And Network Distributed Learning Environment
3 KMP: Knowledge Management Portal, RNRT Project



different levels: i) At address level, the URL/URI referring to resources whatever
their location. Indeed, information (content), programs, etc. can be resources; ii) At
logical or syntactic level, where resources may be described in XML and have a DTD
to explicit their logical structure. Thus, it is possible to reuse such resources with
different presentations in different contexts. Nevertheless, XML resources do not
have semantics understandable by machines; iii) At semantic level, where resources
have metadata defining contexts, conditions and rules for retrieval and reuse. Intelli-
gent search engines provide tools for information retrieval in using ontologies and
corresponding semantic metadata associated with resources. At a semantic level, the
reuse, sharing and exchange of resources are a metadata and ontology issues.

Moreover, three different views of AWIS may coexist: semantic, logical and lay-
out [6]. Each view has a specific structure organizing it. The semantic structure of a
document conveys the organization of the meaning of the content. The logical struc-
ture reflects the syntactic organization of a document. The layout view describes how
the documents appear on a device. The logical and layout views are combined in an
html document, whereas XML standard enable us to manage them separately. The
semantic level is often implicit in traditional AWIS. New AWIS architectures, based
on the semantic web, could represent explicitly the semantic level. Thus, it is possible
to represent the explicit community knowledge and to share/reuse this knowledge.
Indeed, such knowledge can be a resource using a standard, like OWL.

To fit the semantic web architecture, the three views can be linked to the three se-
mantic web levels as follows: i) semantic: logic, ontology, RDFS/RDF, ii) logical:
syntactic level encoded in XML, iii) layout: XSL/XSLT. New AWIS could have an
architecture dealing with these three views to ensure interoperability and web stan-
dards. At runtime, the computation of the delivered document to a user will be com-
posed of three sequential processes: semantic, logical and layout.

Separated specification and management of information system components:
After having explained how to separate the presentation component in two parts:
logical and layout. Now, we analyze content, adaptation and organization. Content
can be reused in different contexts and different AWIS. Thus, it is necessary to disso-
ciate organization and content and to design an information retrieval mechanism able
to select the relevant content according to user needs from a user query or a content
specification. Metadata schema enables designers to associate roles / functions with
indexes and to enhance information retrieval. With semantic metadata, indexes have
some values associated with ontologies which are formalized vocabularies. In our
context, the metadata role is to automate the content reuse, whereas the LOM meta-
data schema [7] was not designed to automate the learning object reuse. It is difficult
to automate this task, because the metadata authors, the AWIS ontologies and the
end-users must share explicit and implicit knowledge. The metadata quality is crucial
to retrieve the right content. There is an implicit information space corresponding to a
metadata schema: all resources linked by its corresponding metadata.

Adaptation rules cannot be included or associated with content. They may not be
known and under the control of the content author. As the content selection is made at
semantic level through metadata and ontologies, adaptation rules have to match the
user model and metadata. They also have to be consistent with the selection mecha-
nism and the metadata schema principles. There are two issues: the granularity level



for retrieval and reuse and the use of indexes for selection and adaptation. Indeed, the
retrieved resources can be reused as a whole or partially. For the latter, it is necessary
to have rules and/or specific metadata entries to guide the reuse process. For the other
issue, the role of indexes must be defined according to selection and adaptation.

In AWIS, organization used to be a directed graph enabling the designer to provide
navigation tool and the user to access content. This graph can be explicitly defined or
computed on the fly. This kind of structure can be naturally defined at semantic level
by means of ontologies, thus closely related to explicit community knowledge. Con-
tent, adaptation and organization have to deal with different requirements. Moreover,
they also have to face a common goal together: how to ensure consistency?

Consistency: The consistency and the comprehension of an AWIS is closely re-
lated to the content, the web site structure, presentation and the adaptation policies
dedicated to users’ tasks. As soon as an AWIS is computed on the fly from distrib-
uted data sources and separated views, it is more difficult to ensure the consistency of
the delivered document. Thus, it is necessary to have a methodology providing a
global approach unifying the different components. We could have a kind of model
permitting content, organization and adaptation specifications. This model has to be
able to closely link content retrieval, organization and adaptation at runtime and to
ensure the global consistency.

3 Design Principles

The automation of AWIS and the content reuse can be considered as virtual docu-
ments (VD). VD are web documents for which the content, the site structure and the
layout are created as needed [8]. In our approach, we consider an AWIS as an adap-
tive ontology-driven VD, defined as follows: an adaptive VD consists of a set of
resources, their corresponding metadata, different ontologies and an adaptive compo-
sition engine which is able to select and to filter the relevant resources, to organize
and to assemble them by adapting various visible aspects of the document delivered.
Our adaptive composition engine consists of three composition engines: semantic,
logical and layout. The selection, filtering and organization are managed at semantic
level and the assembly at logical and layout level according to previous requirements.
Content or reusable resources with associated metadata are called fragments. We
consider two types of fragments: Atomic fragments are information units and cannot
be decomposed; Abstract fragments are composed of other fragments (atomic or
abstract) and one or more structures organizing them. We have a document model
and an adaptation model to link content, adaptation and organization in a consistent
way. These models are instantiated by an author as a generic document which speci-
fies organization, selection and adaptation at knowledge level. The generic document
is expanded and instantiated at runtime to compute on the fly a semantic graph. It is a
semantic representation of the delivered document adapted to user needs.

In summary, we need a user model and a domain model and on top of that we have
also a metadata schema and a document model. These models are formalized in dif-
ferent ontologies. They are as follows: metadata ontology at the information level
which describes the indexing structure of resources, some index values are taken in



the domain and document ontologies; domain ontology representing knowledge in a
specific area; document ontology consisting of a document model and an adaptation
model; a user ontology which defines different stereotypes and individual features.

To begin, we present the principles underlying organization, selection and filter-
ing.

- Organization is combined with selection and is based on a generic directed
graph, having a single root, in which generic nodes have a content specification
and generic arcs that are semantic relationships. The generic graph features are
described in the document ontology.
- Selection is an information retrieval process on a set of resources (local or
distributed) indexed with a unique metadata schema. Metadata have to be used for
information retrieval and filtering which is a selection refinement. A subset of the
metadata schema is used for selection specification and another one for filtering
specification. The same granularity level (fragment) is used for retrieval and
reuse.
- Filtering is based on adaptive navigation methods. The principle is as follows:

- First, selected resources are evaluated: the evaluation aim is to put each
resource in one equivalence class according to class membership rules. These
classes are declared in the document ontology according to the community of
practices. Generally, a maximum of five equivalence classes are defined. It
might be difficult for a user to deal with too many equivalence classes [1, 9].
- Second, one adaptive technique is chosen for the current user, its preferences
and the stereotypes associated with adaptive navigation techniques. Thus, it is
applied to delete, annotate, hide, etc. some equivalence classes of resources.

The Document Ontology: It is composed of a document model, an adaptation
model, subcategories and instances of fragments, semantic relationships and generic
documents. The two models belong to the core of SCARCE whereas the others de-
pend on the community of practices. They are parts of the common knowledge shared
by community members. The document model is based on the concept of Abstract
Fragment (fig. 1). In ICCARS and CANDLE, we chose to associate a particular in-
formation space with an abstract fragment to enhance AWIS consistency. Neverthe-
less, this constraint can be released and all fragments indexed by the metadata schema
could be used. It depends on the communities of practices.

An abstract fragment can be organized according to one or more Structures. A
structure is a collection of Generic Nodes among which one is its root. A generic
node is an abstract object, which only exists inside one structure. It is linked to others
through a Semantic Relation. Semantic relations are specific to the community of
practices (such as RST [10]). The set composed of generic nodes and the corre-
sponding relationships is one organization of the AWIS. An abstract fragment is a
directed graph in which the nodes are generic nodes and the vertices are semantic
relations between generic nodes. At runtime, a generic node can be view as an infor-
mation retrieval process which uses a description given by the author according to
metadata, to send a query to the intelligent information broker. It is able to use the
user model to filter the small set of resources. Generic documents can be organized in



a hierarchy in which classes are patterns of generic documents. In ICCARS and
CANDLE, organizations are narrative structures which represent the author compe-
tences and know-how [11]. In KMP, organization is close to a task model defining
practice scenarios.

Fig. 1. Document Model

The adaptation model is composed of the equivalence classes, their class member-
ship rules, the set of adaptation methods and their stereotypes. A generic document is
also composed of adaptation rules which are instances of the different elements of the
adaptation model. A class membership rule is a comparison between user’s charac-
teristics (user ontology), and fragment’s indexes (metadata ontology). An adaptation
method is permitted when a user fits the stereotype associated to that method.

The Metadata Ontology: The metadata schema (Table 1) provides metadata in-
formation about fragments. The semantic composition engine uses the schema for
information retrieval. This schema is composed of two kinds of characteristics, typi-
cal entries for web resources such as the author, the language and the date of creation,
and more specific entries that depends on the community of practices. The typical
entries are usually found in numerous metadata schemas, but they are not compul-
sory, it depends of the application. A gray background shows the specific entries.

Table 1. The metadata schema of ICCARS

MD.1 General General information about the resource
MD.2 Life cycle Entries for versioning purposes
MD.3 Meta Metadata Information about metadata
MD.4 Technical Technical information about the resource
MD.4.1 Location Where the resource can be found?
MD.4.2 Format Format of the resource
MD.4.2.1 Type Type of the resource (ppt, doc, html, …)
MD.4.2.2 Size Size of the resource in Kbytes

+ID Document : string(idl)
+Title : string(idl)

GenericDocument

+ID Structure : string(idl)
+Name : string(idl)

Structure

+ID Fragment : string(idl)
Fragment

+Title : string(idl)
AbstractFragment

+Type : string(idl)
SemanticRelation

+ID Node : string(idl)
GenericNode

«subclass»

+Type : string(idl)
+Stereotype : string(idl)

AdaptationMethod
+Type : string(idl)
+ClassMembershipRule : string(idl)

EquivalenceClass

*

+HasStructure

*

1

+HasEvaluation

*

1

+HasAdaptation

*

*

+HasRoot

1

*

+CouldRetrieve

*

1

+IsValue * +IsSubject*

1

1

+IsComposedOf *

1
+IsDetailedIn *

*

+IsComposedOf *

AtomicFragment

MetaData

+HasMetadata1

1

1

+HasSpecification

1



MD.5 Classification Data about the content and reporting features
MD.5.1 Domain Description related to the domain
MD.5.1.1 Concept Concept name Domain ontology
MD.5.1.2 Level Level of knowledge required
MD.5.2 Reporting Reporting classification
MD.5.2.1 Resource Type Type of resource (Interview, report …) Document ontology
MD.5.2.2 Edition Edition concerned Document ontology
MD.5.2.3 City City concerned
MD.6 Rights Use conditions of the resource

That schema is composed of six sections, typical sections are usually proposed in
all metadata schemas (“General”, “Technical”, …). Some sections are more specific
to our architecture, it is the case of “LifeCycle” which is necessary for the manage-
ment of versioning purposes [12]. “Classification” has to describe the content of
fragment according to the domain model and to the community of practices.

The User Ontology: It describes the user characteristics for adaptation purposes.
It is used by the adaptation model to define the class membership rules and the
stereotypes of adaptive methods. The user ontology needs the domain ontology to
describe the knowledge of the user – as an overlay model. Generally, the user model
consists of the following five parts: personal, preferences, knowledge, history and
session. It is possible to add some specific sections according to the community of
practices. “Personal” is composed of typical data on the user such as his name.
“Preferences” is useful for personalization purposes; it is a section that can be modi-
fied easily by the user. “Knowledge” describes the overlay model, and is used by the
system for evaluating the relevance of fragments. “History” is used for proposing
facilities to the user inside the environment such as bookmarks. “Session” is used
only by the system as a storage area for the current session. “History” and “Session”
are specific to our architecture because they are used by our composition engines.

Table 2. The user model of ICCARS

UM.1 Personal data Personal data concerning the user
UM.1.1 Identity His identity
UM.1.2 Login Unique identifying data
UM.1.3 Classification Classification data
UM.1.3.1 Location Where does he live?
UM.1.3.2 Professional Activity What kind of job? (economist, fisherman, student, etc.)
UM.1.3.3 Role The role in the application (author, reader …)
UM.2 Preferences data Data about the preference of the user
UM.2.1 Interest Topics of interests
UM.2.1.2 Topic A list of topics Domain ontology
UM.2.2 Adaptation Adaptation preferences
UM.2.2.1 Element An element which can be adapted (link …)
UM.2.2.2 Rule A method of adaptation (annotation …) Document ontology
UM.3 Knowledge Data about the knowledge of the user
UM.3.1 Domain Knowledge about the domain
UM.3.1.1 Element A domain concept Domain ontology
UM.3.1.2 Level A level of knowledge
UM.4 History data Data about access to generic documents
UM.5 Session data Data concerning the current session

The Domain Ontology: It is a typical domain model which is composed of a
semantic network for the domain of the application. It is the link between the user
knowledge, the fragment description and the generic node content specification.



4 Adaptive Composition Engine

The four mechanisms of VD are implemented as follows: selection, filtering and
organization are achieved in the semantic composition; assembly is divided into logi-
cal and layout compositions. The generation of the document is detailed in [13].

Semantic
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Selection &
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Assembly 1 Assembly 2

Elements of
the Adapted
Document
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XML Page Layout
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Document Ontology

SCARCE

Fig. 2. The Composition Engine Architecture

The semantic composition engine computes on the fly a semantic graph from a
generic document. This semantic graph represents a narrative structure adapted to
the current user and linked to its corresponding content. The aim of the logical and
layout composition engines is to convert the semantic graph into a real document.
This process depends on the nature of the real document. The navigation and the
resource access are based on the semantic graph. The logical composition engine
requests the semantic composition engine to build and to browse the semantic graph
according to user interactions and computes for each node an XML web page with its
content and navigation tools. The layout composition engine generates an HTML
page from the XML web page by applying the layout rules.

Now, we present briefly the request-response cycle of the composition engine. The
real document is computed on the fly stage by stage. A stage consists of the computa-
tion of the next web page according to user interaction. An XML template describes a
generic web page which is composed of several dynamic components (navigation
guides, etc). For instance, we assume that we have local and global navigation guides
and content inside a template. In our example, we focus on the local navigation guide
which is paradigmatic (fig. 3.). In this figure, the local navigation guide consists of
three types of links: previous, current and next. It applies the annotation technique:
one or several stars are associated with a link. To be able to choose the right number
of stars, it is necessary to evaluate the corresponding resources and to classify them in
an equivalence class. All the resources are associated with a node of the semantic
graph and then with the corresponding node of the generic directed graph. The “next”
links enable the user to select the direct neighbors of the current web page. They
consist of all the next nodes in the semantic graph. Therefore, we have to compute in
advance the direct neighbors in the semantic graph before displaying this component.



Fig. 3. Web Page layout

From a user interaction, the servlet engine receives an HTTP query with parame-
ters: the component of the query and the names of the XML template, the generic
document, the next node and the content of the next web page. The layout composi-
tion engine sends these parameters to the logical composition engine. It accesses the
XML template with several XML components. For each XML component, a java
component requests the semantic composition engine to instantiate its XML compo-
nent and generates an XML structure. For instance, the local navigation guide com-
ponent asks the semantic composition engine to compute the previous, current and
next web pages of the new one and their equivalence classes. Then, it is able to get an
XML structure having these types of links with their parameters and equivalence
classes. From these computations, the logical composition engine is able to instantiate
the entire XML template and to obtain an XML web page. Then, the layout composi-
tion engine generates the web page from the corresponding layout template.

5 Conclusion

In this paper, we have presented a methodology and an architecture for the content
reuse in the design of AWIS. It ensures interoperability in separating the specification
and the management of resources, organization, adaptation and layout. Content, or-
ganization and adaptation are specified by an author according to its explicit commu-
nity knowledge. Our methodological approach relies on: (i) a semantic organization
of resources by means of the document model and the community know-how, (ii) a
declarative specification of the generic document at knowledge level, (iii) a knowl-
edge-driven engines for the composition of AWIS. We propose a generic architecture
for AWIS that have to be instantiated for specific communities of practices. Our ap-
proach is limited by the core principles of the architecture. To enhance the consis-
tency of the delivered document, we chose to associate an information space to an
abstract fragment. The main idea is to ensure that we have the right content at the

Local
Navigation

Guide

Content



right place for the right user. It will be interesting to release this constraint according
to the user goals and the services we want to propose. In the case of a typical infor-
mation retrieval system, it is necessary to deliver the maximum of relevant fragment,
but in the case of a pedagogical application, it is necessary to ensure the coherence
between all fragments retrieved. We don’t have a solution at the moment; it is an
interesting problem that has to be studied in the future. SCARCE engines are cur-
rently implemented in Java and linked to the servlet engine. In ICCARS and
CANDLE, the ontology-based inference engine used is Ontobroker [14]. In KMP, we
are developing a new interface in the semantic composition engine for Corese [15].
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