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Abstract A fast upscaling procedure for determining the equivalent hydraulic con-
ductivity of a three-dimensional fractured rock is presented in this paper. A modified 
semi-analytical superposition method is developed to take into account, at the same 
time, the hydraulic conductivity of the porous matrix (KM ) and the fractures (KF ). 
The connectivity of the conductive fracture network is also taken into account. The 
upscaling approach has been validated by comparison with the hydraulic 
conductivity of synthetic samples calculated with full numerical procedures (flow 
simulations and averaging). The extended superposition approach is in good 
agreement with numerical results for infinite size fractures. For finite size fractures, 
an improved model that takes into account the connectivity of the fracture network 
through multiplicative connectiv-ity indexes determined empirically is proposed. 
This improved model is also in good agreement with the numerical results obtained 
for different configurations of fracture networks.
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1 Introduction

Geologic formations are heterogeneous over a broad range of scales. Small-scale
heterogeneity must be represented at some coarser scale for feasible yet accurate simu-
lations of flow and transport phenomena in reservoirs. The key parameter for hydraulic
simulation, the hydraulic conductivity, is upscaled to a coarser grid by assigning an
equivalent conductivity KEQ to each cell of the coarse grid. The equivalent hydraulic
conductivity KEQ should be distinguished from the effective hydraulic conductivity
KEFF. The equivalent conductivity KEQ can be defined for any finite domain with spe-
cific boundary conditions, based on equivalence criteria (as done later in this paper).
The effective conductivity KEFF is usually defined theoretically for infinite domain. In
the case of a continuous heterogeneous porous medium, and assuming that the local
conductivity K(x,y,z) is modeled by a statistically homogeneous and ergodic random
function of space, the quantities KEQ and KEFF coincide in the limit of infinite upscal-
ing domain. In the remainder of this introduction, a brief literature review of basic
theoretical results on conductivity upscaling for heterogeneous porous media will be
presented. Secondly, some of the most common upscaling methods and algorithms
available in the literature will be presented. Finally, a summary description of the
organization of this paper will be provided.

Theoretical results on equivalent conductivity are found in the literature in two
forms, as bounds or as analytical relations. For heterogeneous porous media, the
equivalent hydraulic conductivity must satisfy two fundamental inequalities called
“Wiener bounds” (Wiener 1912). These bounds have been demonstrated in many
works (Wiener 1912; Cardwell and Parsons 1945; Matheron 1967; others). They are
given by

KH ≤ KEQ ≤ KA, (1)

where KA and KH represent respectively the arithmetic and the harmonic mean of
hydraulic conductivity.

Other narrower bounds (or tighter bounds)1 have been obtained in the literature
for the equivalent hydraulic conductivity, but their domain of applicability is usually
restricted to particular types of spatial distribution or probability distribution of the
heterogeneous conductivity. The most known are the “HS” bounds (Hashin and Shtrik-
man 1963), which are valid only for the case of isotropic binary media (as explained
further below). These bounds are given by

KA −
f1 f0(K1 − K0)2

(1 − f0)K0 + f0 K1
≤ KEQ ≤ KA −

f1 f0(K1 − K0)2

(1 − f1)K1 + f1 K0
, (2)

1 The terms “narrow bounds” and “tight bounds” both refer to the case where the lower and upper bounds 
(KLOW and KUP) are relatively close to each other; obviously, the inequality becomes an equality in the 
ideal case of equal bounds (KLOW � KUP).



where the labels 0 and 1 refer to the two conductive media (“binary mixture”). Thus, K0
and K1 represent respectively the hydraulic conductivities of medium 0 and medium
1; f 0 and f 1 represent the volumetric fractions of the two media; and KA and KH are
the arithmetic and harmonic means of the binary conductivity distribution.

These HS bounds are theoretically relevant only for isotropic binary media. A frac-
tured porous medium may be modeled as a matrix/fracture binary medium; however,
the conductive porous matrix “0” and the conductive fractures “1” do not constitute
an isotropic mixture. In addition, even for the ideal case of isotropic binary mixtures,
the HS bounds in Eq. (2) may be far apart from each other. To sum up, keeping in
mind the objective of upscaling fractured porous media, the HS bounds have several
limitations: the assumed isotropy of the binary medium (a theoretical limitation), and
the possible lack of tightness of the bounds (a practical limitation).

Analytical expressions for the equivalent hydraulic conductivity have been obtained
in the literature, but only for some limited types of heterogeneous media (spatially
correlated heterogeneity), or only for special types of discontinuous fractured media.
Thus, Matheron (1967) obtained an analytical relation for the macroscopic permeabil-
ity of a continuous, randomly heterogeneous medium where the local permeability
K(x) is a random field, under additional hypotheses of statistical homogeneity, isotropy,
and ergodicity.2 More precisely, Matheron’s expression is theoretically valid under
several hypotheses: (i) Euclidean space is two-dimensional; (ii) the mean flow field
is uniform; (iii) the spatial distribution of K(x,y) is statistically invariant under π /2

rotations (which is implied by statistical isotropy); and finally (iv) the probability
distributions of K/KG and its inverse KG/K should be identical.3

In particular, as a special case, Matheron’s relation holds for two-dimensional
isotropic spatial distribution of K(x,y) in an infinite domain, provided that the proba-
bility density function (PDF) of ln(K) is symmetric (footnote 3). Matheron’s relation
is given by

KEQ � E(K )1/2
[

E(K −1)
]−(1/2)

, (3)

2 Homogeneity, ergodicity, isotropy. A random field, such as K(x) or lnK(x), is a random function of
position (x). The moments of a statistically homogeneous, or “stationary”, random field are invariant by
translation. Ergodicity refers to the convergence of spatial averages (spatial moments) to ensemble averages
(ensemble moments), in the limit of infinite spatial domain. In practice, only the 1st and 2nd order moments
are considered (2nd order stationarity and ergodicity). Finally, statistical isotropy refers to the case where
the moments of the random field are invariant by rotation.
3 Probability distribution of a random field F(x). One should distinguish the single-point probability law
of F(x), from its general multipoint probability law. In the case of a Gaussian random field, the one-point
and two-point moments suffice to entirely define its multipoint probability law. In the two-dimensional case
at hand, if F � lnK(x,y) is assumed Gaussian (in the sense “multi-Gaussian”), then K(x,y) is by definition
a “log-normal” random field. In that case, it can be shown that K/KG and its inverse KG/K both have
well defined multipoint laws (log-normal) with the same moments. Furthermore, the mean, variance and
two-point covariance of the log-normal K(x,y) can be explicitly related to those of the Gaussian lnK(x,y).



where E(K) is the mathematical expectation of K . If K is log-normal (that is, if lnK

Gaussian, i.e., multi-Gaussian) then Eq. (3) specializes as: KEQ � exp{E(lnK )} � KG,
which is the geometric mean of K . This relation is also applicable to two-dimensional
networks of conductors (Marchant 1977). For more discussions on the probability
distribution of K and its consequences, one can refer to Matheron (1967), Ababou et al.
(1989) and Zinn and Harvey (2003), as well as the previous footnote. Note also that
for a layered medium or for a porous medium containing a parallel set of fractures, the
infinite domain equivalent conductivity is the arithmetic mean conductivity if the flow
is parallel to the layers and the harmonic mean conductivity if the flow is perpendicular
to layers. This classical result has been demonstrated and re-used by many authors
since Wiener (1912).

Except for a few results such as those mentioned above, there is no analytical
“formula” for determining the equivalent hydraulic conductivity of general three-
dimensional fractured porous media, with planar disc fractures. However, many studies
in recent decades have led to approximate methods for estimating the equivalent
(upscaled) conductivity of a heterogeneous medium. Approximate upscaling methods
do not require the direct numerical solution of the detailed equations governing flow
in the heterogeneous medium, which are computationally very demanding in terms of
CPU time and memory capacity. Indeed, direct numerical simulations require the dis-
cretization of the entire fractured porous domain (planar fractures and porous matrix),
which leads to a great number of grid nodes or cells, because fracture apertures are very
fine compared to porous matrix blocks or to fracture spacing. Among these approxi-
mate upscaling methods, the most popular are the self-consistent method (also known
as effective medium theory), power averaging methods, and renormalization methods,
among others.

The self-consistent method was introduced by Budiansky (1965) in a different
context. Dagan (1979) applied the method for upscaling hydraulic conductivity in
heterogeneous porous media. He considered a multiphase material made up of homo-
geneous blocks or “inclusions”, with conductivities K j (j �1,…, N). The blocks are
distributed at random in a domain of infinite extent. The following expression was
obtained for the effective hydraulic conductivity (Dagan 1979)

KEFF + (m − 1) KM �





∞
∫

0

f (K ) d K

(m − 1)KEFF + K





−1

, (4)

where the unknown quantity is KEFF, the effective conductivity of the random porous 
medium; KM is the conductivity of the porous matrix; “m” is the dimension of 
Euclidean space (m � 3 for a three-dimensional problem); and f(K) is the probability 
density function (PDF) of the random conductivity variable K . Note that the implicit 
relation in Eq. (4) must be solved or “inverted”, for a given f(K), in order to extract 
from it the effective conductivity KEFF. This can be done analytically or numerically, 
depending on the probability law of K. The validity of the self-consistent Eq. (4) is lim-
ited due to some restrictive hypotheses and approximations. This relation was obtained 
by an approximate calculation of the pressure field around each “block”, assuming 
that each block is spherical, and replacing the medium surrounding each block by a



homogeneous matrix having the (unknown) conductivity KEFF. It is also assumed that
the averaging volume is large compared to the single block inclusion. Pozdniakov and
Tsang (2004) generalized the self-consistent method to ellipsoidal inclusions, which
could represent fractures. More recently Sævik et al. (2013) proposed three varieties
of the self-consistent formulation to ellipsoidal fractures. However, the self-consistent
method provides a good estimation of KEFF only in the case of poorly connected
fractures or inclusions (“diluted limit”).

On the other hand, several authors have proposed different types of power-averages
to estimate the equivalent or the effective hydraulic conductivity of a heterogeneous
medium. The power average is of the form: K ii,EFF �E(KPi)1/Pi. Thus, Ababou (1990),
Ababou et al. (1994) proposed a power average expression for the principal compo-
nents of the effective conductivity tensor K ij,EFF in an N-dimensional medium, where
the N exponents (powers Pi) were expressed in terms of N correlation scales (λi). Other
authors investigated various semi-empirical formulae for power average upscaling
(Journel et al. 1986; Deutsch 1989; Le Loc’h 1988; Dimitrakopoulos and Desbarats
1997; Desbarats 1992). Finally, let us mention some other approximate upscaling
methods which are usually implemented numerically, but can also be viewed as quasi-
analytical methods. Thus, Renard et al. (2000) proposed and implemented a heuristic
method to calculate the equivalent conductivity based on the renormalization method.
Their method is based on a combination of the bounds of Cardwell and Parsons. The
resulting equivalent conductivity takes into account the three-dimensional geomet-
ric anisotropy of the medium, and yields a diagonal equivalent conductivity tensor
(the principal directions of anisotropy are not computed, which is a limitation of the
method).

The superposition method of Snow (1969), Kiraly (1969) and Oda (1985, 1986),
yields equivalent conductivity of a fractured rock assuming impervious porous matrix.
The method can be considered as another type of “fast” quasi-analytical upscaling
method. The superposition method is exact only in special cases, such as parallel
fracture networks. It has been extended to three-dimensional porous media with planar
fractures and with non-negligible matrix permeability (Cañamón 2006; Ababou et al.
2011). For more details on this topic, see paragraph around Eq. (5) and the end of
Sect. 2.2, where the superposition method is further discussed and compared with
previous approaches. This paper will be essentially based on this type of method and
several improvements and extensions will be provided.

In summary, some theoretical and approximate results from the literature on the
upscaled conductivity of a heterogeneous medium have been presented. The review
included analytical bounds and analytical expressions for effective conductivity in
specific cases. Approximate methods have been also presented for numerically eval-
uating the equivalent conductivity of a finite sample numerically, but without solving
the detailed flow problem in the heterogeneous porous sample (renormalization-type
methods; superposition-type methods). These results can be applied not only to porous
medium flow (hydraulic conductivity), but also to various other physical phenomena
such as electrical conduction and heat diffusion.

In this paper, our focus is on fractured rock. The need for upscaling is motivated
by modeling issues concerning geothermal exploitation, where coupled flow and heat
transport occur in the porous rock matrix and also in many rock fractures that cannot



all be represented in detail. Upscaling the hydraulic conductivity leads to an equivalent
continuum that is easier and less expensive to model numerically. This constitutes the
main motivation of this paper. Now, given the available results and methods in the
literature, it appears that the upscaling problem is particularly difficult for the case of
fractured porous media, due mainly to the discontinuous nature and the large aspect
ratio of the conductive fractures included in the porous matrix. To tackle this problem,
this paper focuses on a “fast” superposition method which has already been used in
various forms in the literature, and which can be viewed as quasi-analytical. Our aim
in the remainder of this paper is to develop a more general type of “fast” upscaling
method, which can treat correctly (accurately) the case of fractured porous media in
three dimensions. This new method, to be developed here, is basically a modification
of the three-dimensional flux superposition method of Ababou, Cañamon et al. (2011),
itself based on the original superposition method of Snow 1969 and others. The goal of
this paper is to explain the novel superposition method and to demonstrate its validity
and limitations.

The remainder of the paper is, therefore, organized as follows. In Sect. 2, the pro-
posed “fast” superposition method will be explained in detail. Sect. 3 describes how to
obtain numerically the equivalent conductivity by direct flow simulations (this numer-
ical Keq will serve as a reference to test the validity of the “fast” upscaling method).
The validation will be presented in Sect. 4 for different types of fracture networks: “in-
finite size” fractures (defined further below) (Sect. 4.1); finite size fractures (Sect. 4.2);
and finally, the more general case where both “infinite” and finite size fractures are
present in the domain (Sect. 4.3). The important parameters in these analyses are: the
fracture diameters; the density and connectivity of the fracture set (via the notion of
excluded volume); and the fracture/matrix conductivity contrast (KF /KM ). Discus-
sions and conclusions will be presented in Sect. 5.

2 The Semi-analytical Superposition Method

2.1 General Description of the Method

Snow (1969) and Kiraly (1969) independently proposed a formulation for the equiv-
alent conductivity of a fractured rock, with “infinite size fractures”4 embedded in an
impermeable matrix. This basic approach was later reproduced or extended by several
authors (Oda 1986; others). Thus, a general expression of the conductivity tensor K ij

for a two-dimensional medium traversed by infinite size fractures was developed, and
the final result K ij was shown to depend only on the specific area and volume fraction
of each individual fracture (Ababou et al. 1994). Defining an ensemble of M subsets
of planar fractures, each with hydraulic apertures, sizes, and geometric parameters

4 Infinite size fractures. It is understood in this paper that the term “infinite size fracture” or “infinite

fracture” refers to any planar fracture that entirely crosses the upscaling domain. More precisely, if the 
upscaling domain is a convex region of finite volume (e.g., a three-dimensional parallelepiped), then an 
“infinite fracture” is a planar object that completely crosses the domain: it separates the domain in two 
subdomains, and its trace on the domain boundary is a closed curve. If the upscaling domain is infinite, 
then an “infinite fracture” is simply a planar fracture of infinite diameter.



(orientation angles of the normal to the fracture plane), they obtained the equivalent
conductivity tensor of an arbitrary set of infinite-length fractures where each subset
(labeled “m”) is composed of Nm parallel fractures. The equivalent tensor is expressed
as

Ki j �
1

12

g

ν

M
∑

m�1

A3
m

Lm

[

δi j − ni,mn j,m

]

, (5)

where Am is the mean aperture of the parallel fracture subset “m”; Lm is the mean
interspacing between fractures in parallel subset “m”; (δij) is the Kronecker symbol;
(ni,m) is the ith component of the unit vector normal to fracture subset “m”; “g”
is the acceleration of gravity (g �9.8 m/s2); “ν” is kinematic viscosity [m2/s]. It
should be mentioned that the number Nm of fractures within each parallel subset
“m” does not appear in the above expression because averaging within each parallel
subset has already been performed, resulting in the mean aperture “Am” and mean
spacing “Lm” of parallel set “m”. This expression (Eq. 5) was later generalized to
an arbitrary set of planar fractures of finite diameters and arbitrary orientations in
three-dimensional space, taking also into account a permeable rather than impervious
porous matrix (Ababou et al. 2011). The present paper is a further extension to better
take into account the possible lack of connectivity of the set of finite diameter fractures
(percolation effects).

In the present paper, each fracture is assumed a priori to have an anisotropic
hydraulic conductivity, which is expressed in the local coordinate frame of the fracture
as follows

KF �





K
||
F 0 0

0 K
||
F 0

0 0 K ⊥
F



 , (6)

where K
||
F and K ⊥

F are, respectively, the parallel and orthogonal components of the
fracture conductivity tensor. These principal components could be obtained, in prin-
ciple, from direct measurements. Alternatively, the parallel fracture conductivity K

||
F

can be obtained theoretically by invoking the classical cubic law for flow between two
parallel plates (planar Poiseuille flow): in this approach, the fracture walls are viewed
as smooth parallel plates, flow is laminar (low Reynolds number), and the fracture
is opened (not filled with porous material). This approach yields a parallel fracture
permeability K

||
F [m2] proportional to the squared aperture, and therefore, a parallel

fracture conductivity K
||
F [m/s] also proportional to the squared aperture. The parallel

fracture transmissivity T
||
F [m2/s] is then proportional to the cubic aperture, hence the

name “cubic law”, (Tsang 1984; Brown 1987), among others. Finally, the orthogo-
nal conductivity component is interpreted as infinite in this case (K ⊥

F → ∞), based
on the fact that viscous dissipation due to fluid/solid friction is null in the transverse
direction orthogonal to the fracture plane (in the absence of filling material between
the fracture walls). Another possible representation of fracture flow is that each frac-



ture behaves, hydraulically, like a Darcian porous material with isotropic conductivity
labeled “KF”. In the remaining of the paper, it will be assumed that K

||
F � K ⊥

F �KF

in the fracture conductivity tensor of Eq. (6). Therefore, KF is now scalar. Usually, the
porous medium in the fracture is coarser and more permeable than the surrounding
rock matrix and, therefore, KF > KM . Finally, in all cases, it is assumed that the porous
rock matrix surrounding the fractures behaves according to the isotropic version of
Darcy’s law (scalar hydraulic conductivity KM ).

In the present superposition approach, the three-dimensional fractured porous
domain is considered as the upscaling domain or “homogenization” domain of volume

Vhom. This domain contains N f fractures (or pieces of fractures) embedded in the per-
meable porous matrix. The first step of the superposition approach consists in disjoint
partitioning of the domain into N f “single-fracture” blocks (also named “unit blocks”).
Each unit block contains a single fracture surrounded by a portion of the permeable
matrix (the unit block in the upper right part of Fig. 1). The volume of each unit block
is then calculated as

Vblock, f � π R2
f b, (7)

where Rf is the lateral size of the block “f ”, equal to the equivalent radius of the
fracture (this is the radius of the planar disc with the same area as the portion of the
planar fracture located inside the homogenization domain). The transverse size “b” is
the same for all unit blocks, and it is calculated by imposing volume conservation for
the homogenization domain, as follows (Eq. 8)

f �N f
∑

f �1

Vblock, f �

f �N f
∑

f �1

π R2
f b � Vhom, (8)

where Rf is the equivalent radius of the fracture “f ”, and b is the thickness of unit
block “f ”. Equation 8 is essentially a volume conservation law.

Based on this decomposition of the fractured domain into unit blocks, two volume
fractions are defined and will serve later for the implementation of the superposition
method towards conductivity upscaling. First, the volume fraction of each discrete
fracture “f ”, with respect to its corresponding block is defined in Eq. (9). Then, the
volume fraction of each unit block “f ”, with respect to the homogenization domain is
introduced in Eq. (10). The two volume fractions are given by

Φ f �
V f

Vblock, f

�
π R2

f a f

π R2
f b

�
a f

b
, (9)

Φbloc, f �
Vblock, f

Vhom
, (10)

where af is the aperture of fracture “f ”.
The direction of the normal vector “n” is represented, for each fracture “f”, by 

a rotation matrix Rot f . This matrix converts the coordinates of the local coordinate



Fig. 1 Illustration of the superposition method for upscaling the hydraulic conductivity in two major steps:
(1) upscaling over the single-fracture block, and (2) superposition over all unit blocks

Fig. 2 Representation of the two spherical angles (polar angle ϕ and the azimuthal angle θ ) defining the
orientation of the unit vector “n” (normal to a given planar fracture) with respect to the global frame of the
homogenization domain. Here the domain is parallelepipedic, and a single fracture is shown for clarity

frame (fracture “f”) to those of the global coordinate frame (homogenization domain).
The rotation matrix is given by

Rot f �





cos θ cos φ sin θ − cos θ sin φ

− sin θ cos φ cos θ sin θ sin φ

sin φ 0 cos φ



 , (11)

where θ and ϕ are the spherical angles defining the orientation of the unit vector “n”
normal to the fracture plane. The two angles are illustrated in Fig. 2 for a single planar
disc fracture.



2.2 Implementation Steps of the Quasi-Analytical Superposition Method

After the domain decomposition step (leading to a discrete number of “unit blocks”),
hydraulic upscaling is implemented in two major steps, as illustrated in Fig. 1. In
step (1), a first upscaling is performed at the scale of each single-fracture block and
then in step (2), a second upscaling is implemented by superposing the fluxes over all
unit blocks.

2.2.1 Step1: The Equivalent Conductivity of a Single-Fracture Block (First

Upscaling)

First, a preliminary upscaling is performed on each “single-fracture” block, viewed
as a composite medium comprising three “layers” (two matrix layers and one fracture
layer). An analytical solution was obtained for flow through this sample by setting
appropriate boundary conditions (piecewise linear pressure), calculating the volume
averages of the resulting pressure gradient and flux vector fields, and finally, expressing
the “exact” equivalent hydraulic conductivity of each “unit” block (Kbloc). The details
are shown in Cañamon (2006) and in Ababou et al. (2011). The final result is

Kbloc �





K A 0 0
0 K A 0
0 0 K H



 , (12)

where KA and KH are the weighted arithmetic and harmonic means of K over the
block and are given by







K A � (1 − Φ f ).KM + Φ f .K
||
F

K H � 1
(1−Φ f )

KM
+

Φ f
K

F⊥

. (13)

At this stage, each “single-fracture block” (unit block) is viewed as a new “fictitious” 
fracture with conductivity Kbloc. Note also that Kbloc is a tensorial conductivity and is 
expressed in the local coordinate frame of the fracture. The conductivity tensor Kbloc 
can then be expressed more generally in the global coordinate frame, using the rotation 
matrix Rot f (Eq. 11).

2.2.2 Step2: Superposition of Fluxes Over All Unit Blocks (Second Upscaling)

Having calculated the equivalent tensorial conductivity of each unit block, the flux con-
tribution of each block is calculated under a given fixed pressure gradient. The flux 
contributions of all unit blocks are then superposed to obtain the total flux through 
the domain. This superposition takes into account orientations, diameters, and aper-
tures of all fractures. It finally leads to a linear Darcy-type relation between flux and 
pressure gradient, with a tensorial equivalent conductivity (KEQ), at the scale of the



homogenization domain. The resulting equivalent hydraulic conductivity takes the
form

KEQ �







∑

f

Φbloc, f Rot f Kbloc, f Rottf







, (14)

where KEQ is the equivalent conductivity tensor of the porous fractured domain (“ho-
mogenization” domain); Fbloc,f is the volumetric fraction of each unit block “f ” and
Kbloc,f is the equivalent conductivity tensor of unit block “f ” (expressed in the local
coordinate frame of the block).

The expression given by Eq. (14) is an improved variant of the previous one pro-
posed by Ababou et al. (2011). It takes into account, more directly, the volumetric
fractions of fractures. Furthermore, it greatly simplifies the algorithm in the imple-
mentation of the method. Note that the resulting tensorial “KEQ” takes into account
the geometric anisotropy of the fracture set, and at the same time, incorporates the
permeability (KM ) of the porous matrix. The fact that the hydraulic conductivity of
the matrix is taken into account here is an important point because in real geologic
formations, the rock matrix may contain finer fractures that are not seen explicitly,
and hence, matrix permeability should not be neglected. The connectivity structure of
the fracture set is not directly taken into account by the above superposition approach
(Eq. 14). This is true as well for earlier types of superposition methods (except for a
tentative corrective factor proposed by Oda 1986). The present paper proposes (further
below) an empirical method with corrective factors to take into account the effect of
fracture set connectivity on the equivalent hydraulic conductivity of the fractured rock
(Sects. 4.2 and 4.3).

3 Numerical Upscaling (Direct Simulations and Averaging)

To validate and test the superposition method, computational experiments have been
developed in order to determine numerically (rather than theoretically) the equiva-
lent hydraulic conductivity KEQ of synthetic samples of three-dimensional fractured
porous rocks. To determine numerically a macroscale equivalent hydraulic conduc-
tivity KEQ for a heterogeneous medium (fractured porous medium), it is necessary to
perform detailed numerical simulations of flow inside the porous matrix and the frac-
tures (Sect. 3.1). In this work, the numerical simulations have been carried out in the
steady state regime. Several simulations (at least three) are necessary for each fractured
sample. Based on the detailed flow field obtained from the numerical experiments, an
equivalence criterion (essentially some form of averaging) has been applied to deter-
mine numerically the equivalent hydraulic conductivity tensor KEQ (Sect. 3.2). The
choice of suitable conditions to be imposed at the boundaries of the three-dimensional
domain is also important: this is discussed and analyzed in Sect. 3.3.

The subject of numerical upscaling in heterogeneous and fractured porous media
has been an intensive area of research in recent decades. Numerical upscaling has been
widely used to calculate block conductivities in hydrogeology and petroleum engineer-



ing. Earlier works on this topic include Warren and Price (1961) and Bouwer (1969),
among others. Studies on numerical upscaling for heterogeneous and fractured media
can be found in Wen and Gomez-Hernandez (1996), Renard and De Marsily (1997),
Farmer (2002), Pouya and Fouché (2009), Ababou and Renard (2011) and Lang et al.
(2014), among others. In particular, several approaches have been proposed in the
literature regarding two essential aspects of numerical upscaling: (i) The equivalence
criterion; and (ii) The boundary conditions (or other forcing conditions such as pump-
ing). As will be seen below, our chosen equivalence criterion for numerical upscaling is
essentially based on volume averaged flux and head gradient (Sect. 3.2). Furthermore,
several possible types of boundary conditions for the numerical flow experiments will
be discussed in detail (Sect. 3.3).

3.1 Direct Numerical Simulations of Darcy Flow

In this section, the numerical modeling (then numerical upscaling) of steady state
flow in a saturated fractured porous medium is considered. Darcy’s law is assumed
to be valid inside the porous matrix (with hydraulic conductivity Km), as well as
inside the fractures (with hydraulic conductivity Kf). The areal flux density vector V

[m3/s/m2] (also called Darcy velocity) is governed by Darcy’s law. Combining it with
mass conservation for steady flow, leads to the system of flow equations to be solved
numerically







�∇ • �V � 0
�V � −KM

�∇H in ΩM

�V � −KF
�∇H in ΩF

, (15)

where ΩM , ΩF are, respectively, the porous matrix and the fractured domain, V is the 
Darcy velocity and H is the total hydraulic head (also known as piezometric head).

To solve this system of Darcy flow equations, two different tools have been used: the 
commercial software Comsol Multiphysics (Finite Elements), and the free software 
BigFlow3D (Finite Volumes). In BigFlow3D (Ababou et al. Ababou and Bagtzoglou 
1993), the flux density vector (V ) is inserted in the flux divergence equation, div(V) � 
0, and the resulting elliptic equation is solved for the hydraulic head H. The flux vector 
field V is then retrieved numerically from Darcy’s head gradient law. The two tools 
present two complementary advantages: Comsol Multiphysics can handle adaptive 
meshing, which is very useful if high resolution is needed locally (e.g., at fracture 
intersections), and BigFlow code can handle much larger grids, with millions of cells 
or more, but without adaptive meshing. The choice of these two numerical software 
packages allows one to benefit from the short computation time (BigFlow3D) on the 
one hand, and customized adaptive meshing available in Comsol Multiphysics on the 
other hand. The use of each code will be indicated case by case in the sequel. For 
example, Fig. 3 displays graphically some computational IO’s (Inputs and Outputs). 
The fractured porous medium is projected onto a three-dimensional cartesian grid of 
voxels (as shown at left). The iso-surfaces of hydraulic head H obtained by solving 
the flow equations (Eq. 15) are shown at right. In this example there are N � 125



Fig. 3 Left: structured 3D Finite Volume Mesh (FVM) display of the fractured porous domain, with N �
125 planar disc fractures, and Ncells ≈ N1×N2×N3 ≈ 106 cells. Right: numerical flow simulation using
the Finite Volume BIGFLOW 3D code (iso-surfaces of hydraulic head are shown)

planar disc fractures in the domain, and the fracture/matrix conductivity contrast is
one million (KF /KM �106). The three-dimensional domain was discretized into one
million finite volume cells (Ncells ≈ N1 ×N2 ×N3 ≈ 106).

A toolbox has been developed (in Matlab®) for numerically upscaling the hydraulic
conductivity of the porous fractured medium based on the numerical flow field (H, V ).
For this purpose, the numerical tools mentioned above (FEM in Comsol, Finite Vol-
umes in BigFlow3D) are used to solve the flow PDEs for each three-dimensional
heterogeneous porous sample. These tools are combined with a “Live-Link” with
Matlab in order to facilitate the numerical upscaling procedure (computing flux aver-
ages, etc.).

3.2 Averaging and Equivalence Criteria (Equivalent Darcy Law)

At the macroscale (homogenization scale), it is assumed here (by choice) that there
exists an equivalent Darcy’s law relating the volume average flux to the volume aver-
age gradient. This equivalence criterion is called VAF (volume average flux). As a
consequence, at the homogenization scale, the laws governing the flow are
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∇ H

〉 , (16)

where
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The angular brackets < • > in Eqs. (16, 17) indicate the volumetric average of the
quantity “•”. The “VAF” approach is widely used in the literature Pouya and Fouché
(2009), Renard and Ababou (2009), Ababou and Renard (2011) and Lang et al. (2014)
and others. It is worth mentioning here that other types of averaging have also been
defined and used in the literature, such as “NSF” for net surface flux, among others.
In addition, other criteria can be invoked, such as upscaling the mechanical work (or
viscous dissipation work) rather than the flux (Ababou and Renard 2011).

A fully three-dimensional KEQ tensor must be identified. Since each numerical
simulation yields three scalar equations, the nine components of the KEQ tensor (i �
1,2,3 and j �1,2,3) can be determined with three numerical simulations corresponding
to three different directions of the imposed head gradient. Therefore, in each of the
three numerical experiments (m �1, 2, 3), it is assumed that

V
(m)
i �

〈

∂ H (m)

∂ X j

〉

KEQi j (m � 1, 2, 3) , (18.a)

where implicit summation have been used on repeated indices. Finally, the following
9×9 linear system (Eq. 18.b) is obtained, which allows the determination of the nine
components of the equivalent KEQ tensor (presumed to be non-symmetric a priori) as
follows
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(18.b)

This 9 × 9 linear system is easily solved numerically for the nine unknown con-
ductivity components, given the flow data from the three numerical simulations. The 
flow data in this system are: the mean velocity components (right hand side vector 
9 × 1) and the mean head gradient components (9 × 9 matrix). The previous linear 
system (Eq. 18.a–b) is solved, initially, for the non-symmetric KEQ tensor, and then a
symmetric tensor is obtained by taking the symmetric part ((KEQ+ K

T
EQ)/2). In most 

cases presented in this paper, the anti-symmetric part was negligible.

3.3 Boundary Conditions (BC) at the Homogenization Scale (Macroscale)

To solve the upscaled equations of flow at the macroscale, the boundary conditions have 
to be specified. There are various possible types of boundary conditions studied here:
(i) permeameter conditions; (ii) linearly distributed head (constant gradient boundary 
conditions); and (iii) constant head conditions. (Note: in this subsection, the simulation 
results were obtained with Comsol Multiphysics).



3.3.1 Permeameter Boundary Conditions (PBC)

These conditions consist in imposing fixed heads on two opposite boundaries of the
three-dimensional domain (H0 and H1) and setting the remaining boundaries to be
impermeable (i.e., zero normal flux). These boundary conditions are simple and prac-
tical (for numerical, as well as physical laboratory experiments), especially if the
purpose is only to determine the equivalent isotropic or diagonal hydraulic conductiv-
ity tensor in the frame of the sample. However, more generally, Kfoury et al. (2006)
applied permeameter conditions to determine the full tensorial permeability on a two-
dimensional sample, and later on, Li et al. (2011) determined the full three-dimensional
tensor with the same permeametric conditions. The full tensor determination from
these boundary conditions (PBC) requires more complicated averaging procedures:
cross-differentiation (Kfoury et al. 2006); skin technique (Li et al. 2011). In this study,
the purpose is determining the full equivalent tensor for a given averaging criterion
“VAF” under various types of boundary conditions. The permeametric boundary con-
ditions (PBC) will be used only in Sect. 4.2.1 to compare the sensitivity of percolation
phenomena to the type of boundary conditions.

3.3.2 Immersion Boundary Conditions (IBC)

“Immersion” boundary conditions (IBC) are implemented by imposing a linearly dis-
tributed head H(x,y,z) on the boundary of the sample (that is, on all six faces of the
boundary, if the sample is parallelepipedic). These boundary conditions are called
“immersion” boundary conditions, because the sample appears to be “immersed” in
an infinite domain with a “far field” hydraulic gradient imposed everywhere outside
the rock sample. The resulting boundary condition (IBC) can be expressed as a linear

head profile (H
(−→

x
)

� H0 −
−→
J0 • −→

x ), where H0 is the hydraulic head at the origin,

and
−→
J0 is a spatially imposed constant hydraulic gradient.

In the literature, the linear head or linear pressure boundary condition has been
widely used for studying PDE problems of the form div(K grad u)� f for constant
and variable K . Earlier mathematical references include Bamberger (1977). This type
of boundary condition has also been used by Long et al. (1982), and more recently
by Pouya and Fouché (2009), Ababou and Renard (2011), and others, for theoretical
and numerical upscaling of permeability in heterogeneous and/or fractured media.
The IBC flow condition seems to be consistent with the physics of flow in natural
rocks: the homogenized sample (sub-domain) is not isolated from the rest of the flow
domain, and it is affected by the far field head gradient of the surroundings. By the
same token, the IBC gives a large degree of freedom to flow: for instance, under steady
flow, water can circulate between any two boundary faces of the three-dimensional
domain, and it can also flow out at one point and re-enter at another point of the
same boundary face. Indeed, there may exist a flow re-entry at the intersection of
one isolated finite size fracture with the domain boundary (Fig. 4). Such boundary
re-entry effects, caused by “IBC”, can be quite significant, as can be seen in Fig. 4
(zoom insert): the small isolated fracture intersecting a boundary face participates
significantly to the volumetric average of velocity, even though the fracture is not



Fig. 4 Left: representation of the Darcy velocity field (arrows) in the case of “IBC”. There are nine fractures
of radius R � 2 [m]. Domain size is 10×10×10 m3. Conductivity contrast is KF /KM �106. Right: zoom
on an isolated fracture intersecting one boundary face, illustrating the re-entry effects

connected to any percolating cluster inside the domain. The consequences will be
examined in Sect. 3.4, where it will be concluded that other boundary conditions are
more suitable for studying percolation effects.

3.3.3 Constant Heads Boundary Condition (CHBC)

The previously described immersion boundary conditions (labeled “IBC”) could be
replaced by other boundary conditions in order to avoid the effects of flow re-entry at
boundary/fracture intersections (described above), while still allowing the full determi-
nation of an equivalent conductivity tensor KEQ. One such method consists in imposing
constant heads, rather than linearly distributed heads, on all boundary faces: H0 and
H1 are imposed on two opposite boundary faces, and (H0 + H1)/2 is imposed on all the
other “lateral” boundary faces. For this reason, this method is labelled “constant heads
boundary conditions” (CHBC). This choice of boundary conditions comes at a price:
the discontinuity of boundary heads at corners and edges. However, the comparison
just below reveals the possible advantages of CHBC.

3.4 Comparison of Different Types of Boundary Conditions (IBC Versus

CHBC)

This section presents a comparison of the numerical upscaling method based on two 
types of boundary conditions: “immersion boundary conditions (IBC)” and “constant 
heads boundary conditions (CHBC)”. The comparisons are made for the case of a three-
dimensional set of statistically isotropic, “infinite size” planar fractures (in practice 
these are generated as planar disc fractures with diameters much greater than domain 
size, as explained in footnote in Sect. 2.1). Matrix conductivity (KM � 10−5 m/s) is 
chosen much lower than fracture conductivity (KF � 10 m/s), in order to emulate 
the case of a discrete fracture network (here the fracture/matrix conductivity ratio is 
very high: one million). The numerical KEQ tensors obtained with IBC and CHBC 
are relatively close, but not identical, as shown in Fig. 5. Nevertheless, it can be
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Fig. 5 Left: fracture network composed of “infinite” fractures (all factures completely intersect the homog-
enization domain). Right: equivalent hydraulic conductivity tensor KEQ obtained for the two boundary
conditions [immersion (IBC) and constant heads (CHBC)]

considered that the two results are similar, given the high contrast KF /KM , and given
the discontinuity effects due to CHBC at corners and edges are weak in this case.

However, the conclusions are quite different for a case involving a non-percolating
network of finite size fractures. The case considered here is a fracture set comprising
nine planar disc fractures, such that the fractures do not traverse the domain boundaries
individually and do not form a percolating cluster of fractures collectively (Fig. 6 on
the left). The equivalent conductivity tensors KEQ obtained numerically with the two
different types of boundary conditions (IBC, CHBC) are very different, as shown in
Fig. 6 (on the right). In this example, it can be clearly seen (because there are very
few fractures in the domain) that there does not exist a percolating cluster of fractures.
Therefore, one would expect the equivalent hydraulic conductivity KEQ to be very

close to the conductivity of the porous matrix (here KM �10−5 m/s). As can be seen,
the resulting KEQ obtained with the constant Heads boundary conditions (CHBC)
yields values much closer to those expected. The conductivity tensor from IBC over-
estimates the equivalent hydraulic conductivity by two orders of magnitude (~ 600).
This overestimation due to IBC boundary conditions is explained by a flow re-entry
phenomenon at the intersection of one isolated fracture with a boundary face (as in
Fig. 4, zoom insert). For this reason, “constant heads boundary conditions (CHBC)”
has been chosen for the numerical experiments to be presented in the remainder of this
paper. The previous comparison justifies the choice of CHBC, particularly for poorly
percolating fracture sets, even if these conditions could generate discontinuities at the
borders (while IBC maintains continuity at the borders).

4 Comparisons, Validation Tests, and Extension of Upscaling Method

This section deals with comparison of the upscaled conductivity obtained with the
“fast” superposition method developed earlier, with the one obtained numerically.
The numerical simulation results are exploited for several different fracture network
configurations (in terms of fracture size, density, connectivity, and fracture/matrix con-
ductivity ratio). The objective is to validate the fast upscaling method (superposition
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Fig. 6 Left: fracture network composed of finite size fractures. Right: equivalent hydraulic conductivity
tensors KEQ obtained for the two boundary conditions, immersion (IBC) and constant heads (CHBC)

method), to improve it and propose possible extensions. Because the behavior of the
equivalent hydraulic conductivity greatly depends on the size of fractures, the follow-
ing types of fracture networks are treated separately: infinite size fractures (Sect. 4.1);
then finite size fractures (Sect. 4.2); and finally a mixture of infinite and finite size
fractures (Sect. 4.3). Most of the numerical tests are conducted for a large contrast of
fracture/matrix conductivity.

4.1 Comparisons and Validation Tests: Case of Infinite Size Fractures

Several cases have been tested, involving two-dimensional and three-dimensional sets
of infinite size fractures: parallel fractures; inclined set of parallel fractures; Cartesian
network, which implies that the fracture orientations are aligned with spatial frame
axes (X, Y and Z directions); random set of three-dimensional Poissonian fractures
with statistically isotropic orientation among other cases. A fracture set is Poissonian if
the fracture centers (X, Y , Z) are distributed according to a three-dimensional Poisson
point process; the positions X, Y , Z are uniformly distributed (Vanmarcke 1983). A
fracture set is statistically isotropic in the following sense: consider the intersection
points of their unit normal vectors with the unit sphere; these points must be distributed
uniformly on any spherical cap on the surface of the unit sphere.5 Reminder: the term
“infinite” indicates that each fracture has a diameter larger than the diameter of the
rock sample domain (Sect. 2.1). In that case, each individual fracture is percolating
“on its own”, which means that each individual fracture connects at least two boundary
faces. Obviously, the network is also fully percolating as well.

As expected, for fully connected and percolating fracture networks, the results
obtained by numerical experiments show that upscaled permeability tensors KEQ
obtained by the present fast superposition and by numerical experiments are in good

5 The consequence in three-dimensional space is that the longitude angle º must be distributed uniformly 
in [0, 2π ], and (independently) the latitude angle ϕ has its cosine distributed uniformly in [− 1, + 1].



Table 1 Detailed results of the comparison between numerical upscaling and superposition upscaling for
the fracture set of Fig. 7 (parallel inclined fracture set)

Numerical upscaling Upscaling by fast superposition method

Knumerical �





0.00235 0 0.00312
0 0.0109 0

0.00312 0 0.009806



 Ksuperposition �





0.00226 0 0.00576
0 0.01249 0

0.00576 0 0.01483





Eigen values:

K ∗
numerical �





0.00121 0 0
0 0.0109 0
0 0 0.0109





Eigen values:

K ∗
superposition �





0.0019 0 0
0 0.0124 0
0 0 0.0170





Eigen vectors:
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0
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0
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0
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0
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Eigen vectors:








V1
0.931

0
−0.362
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0

−1
0
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0.362

0
0.931









Fig. 7 Left: Finite element mesh of a fractured porous medium containing a set of inclined fractures. Right:
results of a numerical flow simulation used for numerical upscaling for the same fracture set: iso-surfaces
of piezometric heads and velocity vector arrows

agreement both in terms of norm and principal directions. As an example, it is shown
in Table 1 the detailed results for a set of inclined fractures, depicted in Fig. 7, with
KF �0.1 [m/s] and KM �0.0001 [m/s]). There is an excellent agreement between the
superposition method and the numerical upscaling. The eigenvalues and eigenvectors
of the equivalent conductivity tensor KEQ are also shown in the table, in order to verify
that the superposition method is in agreement with the numerical upscaling for the full
anisotropic conductivity tensor (The matrix KEQ is non-diagonal due to the inclined
fractures).

Additionally, the results of numerical upscaling for different fracture densities have
been analyzed. First, the equivalent Keq tensor obtained either numerically or by super-
position, is diagonalized. This serves several purposes: examining the eigenvalues and
eigenvectors qualitatively, and also calculating the trace of the tensor. Because Keq is
symmetric definite positive, the trace of Keq is equivalent to the Frobenius norm of the
square root B of the matrix Keq such that BBT �Keq. More precisely, the square-root



Fig. 8 Plot of the norm of
equivalent hydraulic
conductivity tensor, as a
function of volumetric fracture
density ρ0,3 (blue symbols for
the superposition method, red
symbols for numerical
upscaling)

matric B is given by B �PD1/2 where P is the passage matrix containing column
eigenvectors, and D is the diagonal eigenvalues matrix. Hereafter, the term “norm” of
the conductivity tensors refers to the following expression
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where the stars * refer to the principal components of Keq.
Figure 8 shows the norm of the equivalent hydraulic conductivity tensor as function 

of the volumetric density of fractures ρ0,3 [m−3] for a three-dimensional Poissonian 
network with statistically isotropic orientation. The fractures in this figure are “infinite” 
(percolating fractures). The volumetric fracture density ρ0,3 is defined as the number 
of fractures per unit volume ([number of fractures/m3] or [m−3]). As it can be seen in 
that plot, there is a good agreement between the equivalent hydraulic conductivities 
obtained by the superposition method and by numerical upscaling. A slight difference 
can be observed however, especially with high fracture densities, and it is generally 
attributed to numerical errors. The effect of the conductivity contrast (KF /KM ) in the 
upscaling values has also been analyzed. Figure 9 shows the numerically upscaled 
and quasi-analytical (superposition) values of equivalent hydraulic conductivities for 
different fracture/matrix conductivity contrasts (from one to one million), for a three-
dimensional Poissonian fracture network. The diameters in this case are larger than 
domain size (“infinite” fractures). Here, the density is ρ0,3 � 20.0 [m−3].

Based on Fig. 9, it can be concluded that the superposition method yields a good 
estimation of the equivalent hydraulic conductivity of three-dimensional fracture net-
works with “infinite” fractures for different conductivity contrasts (KF /KM ). This 
influence of the conductivity contrast can be important, because the matrix may con-
tain finer fractures that are not seen explicitly, and hence, its permeability must not be 
neglected. These results confirm so far that the quasi-analytical superposition method 
is a correct method for upscaling “infinite” fractures regardless of their orientation



Fig. 9 Log-log plot of the norm of the equivalent hydraulic conductivity tensor as a function of the con-
ductivity contrast (KF /KM ) for the previous example

or aperture distributions, and without the need for detailed numerical solution of the
matrix/fracture flow equations.

4.2 Extension to Finite Size Fractures

The aim of this section is to provide an expression based on the superposition method
[i.e., an extension of Eq. (14)], in order to estimate the equivalent conductivity ten-
sor for a large three-dimensional domain (the entire reservoir domain for example)
containing only finite size “non-crossing fractures”. The term “non-crossing fracture”
refers to the case where the fracture diameter is not large enough (compared to the
domain diameter) to connect two boundary faces of the parallelepipedic domain. How-
ever, depending also on fracture density, it is possible to obtain a percolating cluster
formed by the intersection of several finite size “non-crossing” fractures. Generally,
with finite size fractures, it is expected that connectivity effects are important for the
equivalent hydraulic conductivity, and particularly when the fracture/matrix conduc-
tivity contrast (KF /KM ) is high. In this subsection, the simulation results were obtained
with the BigFlow code (unless indicated otherwise). Finally, it should be emphasized
that only networks with Poissonian and isotropic spatial distributions are tested for
the validation of the proposed extensions in this section and the next (Sect. 4.3).

4.2.1 Introduction to “Finite Size” Fracture Networks Characteristics (Critical

Density and Percolation)

Our objective is to study connectivity effects by conducting numerical flow exper-
iments in a finite fractured domain, with high conductivity contrast KF /KM . Under



these conditions, the hydraulically conductive medium is a network of “finite size”6

planar disc fractures with negligible matrix permeability. In order to reduce border
effects as much as possible, the fracture network has been preprocessed prior to flow
experiments, by eliminating all the isolated fractures that intersect at least one edge
or one corner of the three-dimensional parallelepipedic domain. This procedure elim-
inates any single isolated fracture connecting two or more boundary faces.

In this type of configuration (i.e., with a large computational domain containing
only small size fractures), it is useful to consider a critical density ρEX,c by anal-
ogy with percolation theory. This quasi-percolation density, or critical density, can be
defined, in general, as the fracture density above which the first cluster of fractures
connecting two different boundary faces of the domain is formed (initiation of per-
colation). However, this “critical density” takes here a somewhat different meaning.
Mathematical percolation theory deals with infinite domains, while here the com-
putational domain is of finite size. In addition, percolation theory deals essentially
with two possible types of conducting networks (site networks, and bond networks),
while this work deals with planar disc conductors embedded in a three-dimensional
porous matrix. Sahimi (1995) gives a review of percolation theory. Conduction and
percolation in fractured media have been studied in Sahimi (1995), Berkowitz and
Adler (1998), Mourzenko et al. (2005) and Adler et al. (2012), and others. Finite size
effects on percolation phenomena were studied, more recently, by Adler et al. (2012).
To sum up, the above-mentioned critical percolation density (ρEX,c ) can be a useful
concept for extending the superposition method to finite size fracture networks. ρEX,C

will be defined more precisely below, and then it will be used it to take into account
two different behaviors of the fractured medium, depending on fracture density. If the
fracture density is less than the critical density, the fracture network is not percolating;
it does not connect any two different boundary faces of the upscaling domain. If the
fracture density is greater than the critical density, it exists one or several percolating
clusters connecting two or more boundary faces of the upscaling domain. The use of
this critical percolation density (ρEX,c ) in the new formulation of the superposition
method will be explained below in Sects 4.2.2 and 4.3. Let us focus here on the def-
inition of the appropriate density “ρEX“ via the notion of “excluded volume”. The
excluded volume is defined, in the general case, as the averaged volume around one
object within which a second object must have its center in order for the two objects to
intersect (Charlaix et al. 1984). First the “excluded volume” VEX,f of a given fracture
“f ” is defined. The total excluded volume VEX is then the sum VEX,f calculated
over all fractures (f � 1,2,…, N). Finally, the fracture density “ρEX,C” is obtained by
dividing VEX by the volume Vhom of the upscaling domain: ρEX �VEX/Vhom.

Let us focus now on determining the excluded volume VEX,f of a single fracture
“f ”. The definition of the excluded volume can be illustrated more easily, as shown
in Fig. 10, for the case of a set of fracture segments in two-dimensional space. The
equivalent of an excluded volume in three dimensions is the excluded area in two
dimensions. Fracture diameters in three dimensions are replaced by fracture lengths
“L” in two dimensions, and the two orientation angles (θ ,ϕ) in three dimensions are

6 A “finite size” fracture is any planar fracture which does not entirely cross the upscaling domain: the 
opposite of “infinite sire” fracture mentioned in Sect. 2.



Fig. 10 a Representation of two arbitrary fracture segments and of their excluded area, delimited by the
black dashed parallelogram (two-dimensional space). b Representation of a statistically isotropic network
of fracture

replaced by the single angle (θ) in two dimensions. Figure 10a illustrates the calculation
of the excluded area for a given fracture “Fi” with its given fracture length “L” and its
given orientation θ i. A second fracture segment F j is selected, with its given length
“L” and its given orientation θ j. The relative orientation between the segments F i and
F j is θ ij �θ i–θ j. The excluded area is obtained, as explained in Balberg et al. (1984),
by translating the second segment F j to all positions such that F j intersect F i (relative
orientations are not changed). The resulting excluded area of the pair of fractures
(F i,F j) is the area of the dotted parallelogram (AEX � L2sinθ ij) shown in Fig. 10a. A
statistically isotropic network of fracture segments is now considered, with random
angle θ uniformly distributed in [0, 2π] and deterministic length “L”, as illustrated in
Fig. 10b. The mean excluded area of this statistical network is calculated by averaging
over all possible orientations θ ij of the random fracture segments. The result, AEX �
2L2/π , was obtained by Balberg el al. (1984).

In three dimensions, Adler et al. (1999) studied the excluded volume of planar
convex polygonal fractures,7 each with a given area “A”, a given perimeter “P”, and
orientation angles (º,Φ) defined by its normal. Let us consider two such fractures F i

and F j, with their respective areas, perimeters, and angles. These two planar fractures
have a relative angle “ϕij” with respect to each other. Charlaix (1984) and Adler et al.
(1999) obtained the excluded volume for two fractures of different sizes; in the special
case where A and P are the same for the two fractures, the result is

VEX (i, j) �
2 sin ϕi j

π
AP. (20.a)

For statistically isotropic networks in three dimensions, the average < sin ϕij> is equal
to π /4, and then, the mean excluded volume is

VEX �
1

2
AP. (20.b)

7 The planar disc fractures studied in this work are a special limit form of planar convex polygons as the
number of edges goes to infinity.



Finally, the last formula (Eq. 20.b) is used to calculate fracture by fracture the excluded
volume, and then to deduce a dimensionless fracture density ρEX as follows











VEX, f � 1
2 A f P f

VEX �
∑

f VEX, f

ρEX �
VEX
Vhom

, (21)

where ρEX,C is the dimensionless fracture density, VEX and Vhom are respectively the
total excluded volume of all the fractures, and the total volume of the homogenization
domain (upscaling domain). It was demonstrated that for isotropic fracture networks,
ρEX,C is also equal to the mean number of intersections per fracture (Charlaix et al.
1984): this indicates the importance of ρEX,C is a measure of the degree of connectivity
of the fracture network. The critical excluded volume VEX,C is then defined as the
excluded volume above which a percolating cluster appears. The corresponding critical
percolation density ρEX,C is finally computed as the critical excluded volume VEX,C

divided by the total volume of the domain (Eq. 22)

ρEX,C �
VEX,C

Vhom
. (22)

It is important to highlight here that the latter expressions of ρEX (Eq. 21) and 
of ρEX,C (Eq. 22) are the same as the ones used by Mourzenko et al. (2005) where 
they found that ρEX,C was not very sensitive to fracture size in predicting percolation. 
Finally, this dimensionless density ρEX,C was found to be only “slightly” sensitive 
to the orientation distribution of the network in predicting percolation (Mourzenkou 
et al. 2009). After the presentation of the critical density ρEX,C and other related quan-
tities, the next part will explain how this critical density ρEX,C has been numerically 
determined (Sect. 4.2.1), and how it was used for a new extension of the superposition 
method that can account for the degree of connectivity of the fracture set (Sect. 4.2.2).

4.2.2 Determination of the Critical Density

The critical density in this work is defined statistically and determined numerically 
because there are no theoretically exact methods allowing its unique determination in a 
finite fractured domain (again, recall that this work is not dealing with infinite domain 
percolation theory). The numerical procedure to determine the critical percolation 
density consists in conducting a series of numerical flow experiments for a single 
replicate of the fracture porous medium with increasing fracture density (and a fixed 
high contrast KF /KM ). The different densities are obtained by adding fractures from 
a pre-set of random fractures: N � 1000 disc fractures are first generated, the number 
of fractures are, therefore, increased by sampling into this pre-set of 1000 random 
fractures. This numerical procedure is equivalent to generating several independent 
realizations of fractures sets. For instance, in a sequence of 1000 generated fractures, 
the first subset of 100 fractures is independent from the 2nd subset (fractures N°101 to 
N°200). The equivalent hydraulic conductivity is then determined for each density by 
numerical upscaling from the computed flow using CHBC. The critical “percolation”



Fig. 11 Plot of KEQ (norm) as a function of fracture density (ρEX) for a single realization of a three-
dimensional fracture network. A sudden jump of the norm of KEQ by 3 orders of magnitude is observed;
the corresponding density to the jump is the critical density (ρEX,C )

density is detected by a sudden increase of the equivalent hydraulic conductivity with
respect to density. The determination of ρEX,C for a single realization of a three-
dimensional fracture network is shown in Fig. 11.

To obtain values of ρEX,C representative of the percolation behavior of three-
dimensional fracture networks, multiple realizations of the network are generated,
with constant fracture radius (non-random). For example, N ×M �30,000 statisti-
cally independent planar disc fractures (isotropic Poissonian) are initially generated.
Then, the N ×M fractures are divided into M �30 networks, each containing N �
1000 fractures. The previously described procedure to determine the critical density
ρEX,C is then applied to each of the 30 realizations. Finally, the “ensemble mean”
critical density E(ρEX,C) is determined over the M realizations of the fracture network
(Fig. 12). Note: from now on, the mean E(ρEX,C) will be denoted as “ρEX,C” for short.

As shown in Fig. 12, the mean critical density calculated by the previous procedure
is ρEX,C ≈ 0.75. However, Mourzenko et al. (2005) have shown that there exists a
universal critical density, independent of fracture size: the critical density for disc
fractures was found to be ρEX,C �2.31. To understand this difference, other possible
definitions of percolation can be considered. For example, a cluster is counted as
“percolating” only if it relates two opposite boundary faces of the three-dimensional
parallelepipedic domain. This definition corresponds physically to the application of
PBC for the numerical determination of the equivalent hydraulic conductivity tensor.
In that case (PBC), the obtained critical density values are found to be close to the
value 2.31 obtained by Mourzenko et al. (2005). More specifically, a typical numerical
simulation (with Comsol Multiphysics) with permeameter boundary conditions (PBC)
is presented in Fig. 13, in which the permeable boundaries are only the top and bottom



Fig. 12 Determination of the critical density of percolation (ρEX,C ) over multiple realizations (M= 30). The
ensemble mean value of ρEX,C is retained as the final critical density of percolation. Here ρEX,C ≈ 0.75

Fig. 13 Left: a 3D isotropic Poissonian fracture network with finite size fractures. Right: representation of 
the hydraulic head on selected planes (color shading) and of the Darcy velocity (arrows) simulated under 
PBC. The percolating cluster connects top and bottom faces of the domain

ones. It can be seen clearly, by observing the velocity field represented by arrows, that 
a percolating cluster of fractures relates the two opposite permeable sides. However, 
determining the critical percolation density using permeameter boundary conditions 
(PBC) seems to be very limiting because it considers only the largest clusters of 
fractures (i.e., the clusters connecting two opposite sides). In fact, other types of 
clusters can connect faces that are not necessarily opposed (Fig. 14 shows an example 
of a percolating cluster linking two adjacent sides of the three-dimensional domain). 
These types of clusters can be detected by using instead the “constant heads boundary 
conditions (CHBC)” as demonstrated in Fig. 14.

To illustrate these differences, concerning the definition of percolation and the types 
of boundary conditions, the same three-dimensional fracture network of Fig. 14 has



Fig. 14 Left: 3D isotropic network of Fig. 13. Right: an (XY ) plane view of a detailed simulation on of flow
under CHBC: hydraulic head (color shading) and the Darcy velocity (arrows). The percolating clusters are
visible from the velocity field. The percolating clusters connect two adjacent faces

been re-used. The equivalent conductivity tensor has been determined numerically,
for an increasing fracture density of this same network under two different types of
boundary conditions: (1) PBC and (2) CHBC. The results are presented in Fig. 15. As
explained before, percolation can be detected as a sudden increase of KEQ. The critical
fracture density ρEX,C was significantly different for the two boundary conditions
ρEX,C≈0.6 for the CHBC, and ρEX,C≈1.9 for the PBC (Fig. 15). The example of
Fig. 15 concerns a single realization of the three-dimensional fracture network. These
observations confirm the fact that constant heads boundary conditions (CHBC) permit
the detection of clusters relating any two boundaries of the domain, and therefore,
percolation is observed early for non-opposite boundaries (small fracture density). On
the other hand, permeameter boundary conditions (PBC) detect only the large clusters
relating the two opposite faces of the domain, and therefore, percolation is detected
at much larger densities (compared to CHBC).

The identification of the critical density of percolation is a relatively sensitive com-
putational process, and the resulting critical density may be qualified itself as a random
variable (over the ensemble of finite domain fracture networks of a given type). This
uncertainty has been analyzed qualitatively in two ways:

1. How variable is the critical density ρEX,C?

As can be clearly seen from Fig. 16 (left), the degree of variability of the critical
percolation density ρEX,C is not negligible. This variability can be explained by the fact
that percolation (under CHBC) can occur in different ways. For example, percolation
can occur if two adjacent boundary faces are connected by a small cluster. This case
will be the more frequent for “finite size” fractures (otherwise, percolation could also
occur as the consequence of a larger cluster connecting two opposite faces). Hence,
when one calculates the critical density, the corresponding critical number of fractures



Fig. 15 Example of calculation of ρEX,C by imposing PBC (red) and CHBC (blue). ρEX,C corresponds to
the density at which a sudden jump of the KEQ is observed (by 3 orders of magnitudes in this example).
The resulting ρEX,C are different for the two boundary conditions: 0.6 for CHBC and 1.9 for PBC

Fig. 16 Critical density (ρEX,C �VEX,C/V tot) for multiple realizations of a three-dimensional isotropic 
Poissonian fracture network. Left: all realizations combining the 3 radii R= 1.0, R= 1.5, R= 2.0 [m]. Right: 
same realizations grouped in three sets corresponding to the three fracture radii (with 3 different symbols 
for R= 1.0, R= 1.5, R= 2.0 [m])

is usually small, and, therefore, a high variability is expected across replicates of the 
network.

2. Does the critical density ρEX,C depend on fracture radii?

Figure 16 (right) presents a qualitative analysis of the sensitivity of the critical den-
sity with respect to fracture size (radii). The results (Fig. 16 right) were obtained by 
performing, for different fracture radii, the same procedure for determining ρEX,C as 
described earlier at the beginning of this section (Sect. 4.2.2). It can be seen that the 
critical density increases with fracture radius. This dependence was not revealed on 
the previously cited results found in the literature, where the critical density of percola-
tion ρEX,C is stated to be a universal quantity, independent of fracture size distribution 
(Mourzenko et al. 2005). This size sensitivity is not studied further in the present 
work; and this topic is kept as a perspective for future investigations. Finally, in the



remainder of this paper, the critical density is assumed to be the mean value obtained
from all the realizations in the present work. In conclusion, the critical density to be
retained here is found to be ρEX,C ≈ 0.75.

4.2.3 Extension of the Superposition Formula for Finite Size Fractures

As mentioned earlier, the hydraulic behavior of the fracture network is radically
dependent on the fracture density when fracture diameters are significantly smaller
than domain diameter (finite size fractures). Therefore, the critical percolation density
(ρEX,C) should play a significant role in the estimation of equivalent hydraulic con-
ductivity. More precisely, it was seen that the increase of fracture density ρEX does
not drastically affect the equivalent hydraulic conductivity as long as fracture density
remains smaller than ρEX,C because, at low density, fractures do not yet form a per-
colating cluster. When ρEX reaches the critical density ρEX,C , a percolating cluster of
fractures is formed. The increase of fracture density beyond this critical value increases
the equivalent conductivity. The fast superposition method, as implemented so far, did
not include this critical hydraulic behavior. For this reason, a novel semi-empirical
superposition formula is proposed, which would be able to handle a set of finite size
fractures for a broad range of fracture density and connectivity. This proposed formula
is based on the critical percolation density (ρEX,C) defined in Sect. 4.2.1.

The “fast superposition method” is accordingly modified and extended as follows:
for density ρEX below the critical percolation density (ρEX,C), the fractures do not
form percolating clusters. The superposition method is therefore modified to compute
the equivalent hydraulic conductivity KEQ as a harmonic mean over all mono-fracture
blocks. This harmonic averaging procedure permits to take into account the hydraulic
conductivity of the porous matrix, particularly for non-percolating fracture sets. For
density ρEX over the critical percolation threshold (ρEX,C), a numerical fit between the
equivalent hydraulic tensor obtained by numerical upscaling and the one obtained by
the initial superposition method of Eq. (14) has been performed, over a large range of
fracture densities. Finally a semi-empirical analytical expression for KEQ is obtained,
where the critical density plays an important role.

The procedure is implemented following three steps:

1. First, the equivalent KEQ, tensor obtained either numerically or by superposition,
is diagonalized as explained earlier (below Table 1).

2. Then, a search (by a fitting procedure) of an empirical correction factor f(ρEX)

that can calibrate the superposition method for densities ρEX larger than the crit-
ical density ρEX,C is performed. A linear relation is proposed for the empirical
correction factor f(ρEX) by

f (ρex ) �
‖Knumerical‖
∥

∥Ksuperposition
∥

∥

� Aρex � 0.68ρex , (23)

where the fitting was performed by linear regression over a large range of fracture
densities (Fig. 17). The result of this linear regression was of the form



Fig. 17 Linear fit of the correction factor f (ρEX) as a function of fracture density ρEX. The linear behavior
of f (ρEX) is roughly the same for different fracture radii (R �1.0 m, 1.5 m, 2.0 m). Determination factor:
R2 �0.97

f � AX + B with B ≈ 0. (24)

The determination factor is R2 �0.97, which yields a relative root mean square
error ε � sqrt(1–R2) �0.173 or 17.3%. This fitting was performed over fracture
sets having different fracture radii (constant within each set). It was observed
clearly that the correction factor f (ρEX) depends linearly on fracture density ρEX
in a unique way for all fracture radii (Fig. 17). This confers a “generic” character
to the correction factor. In other words, the proposed semi-empirical correction
factor is relatively robust. It is worth to note that the linear dependence of f (ρEX)
was observed only for the range of densities studied here

0 ≤ ρex �
Vex

Vtot
≤ 7. (25)

Although bounded, this range of density is still relatively large, because it goes
from very poorly connected networks to well-connected networks. Larger fracture
densities would need more computational capacities and are not studied here.

3. Finally, the “extended” fast superposition expression is, therefore, reformulated
(for finite size fractures) as

KEQ � f (ρex)

f �N f
∑

f �1

Φbloc Rot f Kbloc Rot t
f if ρex ≥ ρex,c

KEQ �







f �N f
∑

f �1

(

Φbloc Rot f Kbloc Rot t
f

)−1






−1

if ρex < ρex,c, (26)

where N f is the total number of fractures in the homogenization domain.



Fig. 18 Comparison of the
results of the equivalent
hydraulic conductivity as
function of the dimensionless
fracture density ρEX. Numerical
upscaling (red), initial
superposition method of
Eq. (14) (blue), and extended
superposition method of
Eq. (26) (green)

The validity of the above “extended” expression of the superposition method is
tested for Poissonian fracture network with isotropic orientation in three dimensions.
The size distribution follows a truncated Pareto distribution with lower and upper
bound radii, Rmin �0.5 m and Rmax �2.5 m, respectively. The domain size is 10×
10×10 [m3]; therefore, even the largest fractures are significantly smaller than domain
size. The results (Fig. 18) show the relevance of the proposed extended superposition
model (Eq. 26) for the range of fracture density studied. The upscaled conductivity
results from Eq. (26) represent a very clear improvement of the method compared to the
initial version given by Eq. (14). The errors E1 and E2 for both superposition methods
(the initial version, and the new extended version) have been calculated. The errors
are calculated as the mean absolute difference between the norm of KEQ of reference
(obtained numerically) and the KEQ calculated by the superposition method. Error E1
corresponds to the initial superposition method (Eq. 14) and E2 corresponds to the
extended superposition (Eq. 26). Here, the errors are E1 �0.140 KF and E2 �0.019

KF . The error of the extended method is about seven times smaller than the initial
superposition method, for finite non-percolating fractures. Plotting the same results
with a logarithmic scale for equivalent conductivity (Fig. 19) allows appreciating the
jump in hydraulic conductivity due to the percolation effect on equivalent conductivity.
It occurs at a density of 0.51 for the numerical upscaling, and 0.75 for the extended
superposition method (Eq. 26). This difference is probably due to the uncertainty on
the determination of the critical percolation density, as discussed earlier (Sect. 4.2.2).

4.3 Extension to Mixed Type Networks (Broad Distribution of Fractures Radii)

This section treats a more realistic representation of the porous fractured rock, where
both “infinite” and finite size fractures are present. More precisely, the fracture network
contains at the same time two types of fractures. The first type of fracture intersects
at least two different boundary faces of the homogenization domain, typically, large
diameter fractures or faults (labelled “CB” for “connecting boundaries”). The second
type of fracture does not connect more than one boundary face of the homogeniza-



Fig. 19 Semi-log representation of the norm of the equivalent conductivity tensor, as a function of dimen-
sionless fracture density: numerical (red symbols), initial superposition method (blue symbols) and extended
superposition method (green symbols). For comparison, matrix and fracture conductivities are also shown:
the solid curve represents KM (matrix conductivity) and the dashed curve represents KF (fracture conduc-
tivity)

Fig. 20 Representation of the two types of fractures in a mixed network. The red cube is the homogenization 
domain. The large green fracture belongs to the “CB” type, and its crossing index is Cf � 3. The smaller 
red fracture belongs to the “NCB” type, and its crossing index is Cf � 0

tion domain; this includes fractures that do not intersect any boundary at all (this 
second type is labelled “NCB” for “non-connecting boundaries”). A crossing bounds 
index, “Cf ” is introduced. For each fracture f , “Cf ” is the number of intersections of 
fracture “f ” with the boundaries of the homogenization domain. Since the domain is 
parallelepipedic, “Cf ” is a number between 0 and 6 for each fracture. Figure 20 is a 
schematic representation of the distinction between the two types of fractures (“CB” 
and “NCB”). The union of CB and NCB constitutes the complete set of fractures.

The aim of this section is to propose a new extended version of the superposition 
method that can also handle this type of mixed configuration. The new extension 
works as follows. In the case of a CB fracture (Cf ≥ 2), this fracture is added to



Fig. 21 Plot of g(ρEX) as a function of the density ρEX. The linear behavior of g (ρEX) is nearly the same
for three different fracture radii: R= 1.0, R= 1.5, R= 2.0 [m]. The determination coefficient is R2 �0.965

the superposition algorithm (without any correction factor). In the case of a NCB
fracture (Cf ≤ 1), this fracture is added to the superposition algorithm multiplied by a
correction factor f (ρEX) obtained empirically in a manner similar to Sect. 4.2.3. The
new correction factor f (ρEX) is defined, taking into account differently the CB and
NCB type fractures, as follows

∥

∥KEQ
∥

∥ � ‖KCB‖ + f (ρex) ‖KNCB‖ ⇒ f (ρex) �

∥

∥KEQ
∥

∥ − ‖KCB‖

‖KNCB‖
, (27)

where KCB and KNCB are, respectively, the equivalent conductivity tensor of the “CB”
fractures and of “NCB” fractures, respectively, and KEQ is the equivalent conductivity
tensor of the entire fracture network. Let us now define another connectivity index
“ρEX,NCB” (Eq. 28), which represents the connectivity between the non-crossing frac-
tures (NCB),

ρex,NCB �
Vex,NCB

Vtot
, (28)

where VEX,NCB is the excluded volume of the “NCB” subset of fractures. The former
correction factor of Eq. (27) divided by (ρEX,NCB)2 as a function of ρEX, plotted in
Fig. 21, is given by

g(ρex) �
f (ρex)

(ρex,NCB)2 � Aρex + B. (29)

A linear behavior is observed for all the fracture sizes studied here, and this is
confirmed by a linear regression fit, as shown in Fig. 21. The relative independence of
this linear fit with respect to fracture radius confers a generic character to this linear fit.
It is relatively robust, and it can be applied with confidence to various fracture radius
distributions, at least in the range of radii investigated here (from 1/10 to 1/5 the size



of the homogenization domain). Hence, the final extended superposition expression
for the equivalent conductivity tensor that takes into account the two types of fractures
“CB” and “NCB” is

(30)

KEQ(ρex) �

f �NCB
∑

f �1

Φbloc Rot f Kbloc, f Rot t
f

+ g(ρex) . (ρex,NCB)2 .

f �NNCB
∑

f �1

Φbloc Rot f Kbloc, f Rot f
t ,

where NCB and NNCB are the number of fractures in the homogenization domain 
belonging respectively to “CB” and “NCB” types (as shown in Fig. 20), and g(ρex) is 
a correction factor that depends linearly on fracture density ρex, and finally, ρex,NCB is 
the density of the subset of NCB fractures that do not intersect more than one boundary 
face.

In order to validate Eq. (30), a three-dimensional fracture network with Poisso-
nian distribution of fracture position and with isotropic orientation has been chosen. 
The radius distribution is a truncated Pareto law with Rmin � 0.5 [m] and Rmax � 
3 [m]. The domain of homogenization is a parallelepiped of size 10 × 10 × 10 [m]. 
The results (Fig. 22) demonstrate a clear improvement in comparison with the initial 
superposition method (Eq. 14) for the whole range of fracture density studied. The 
extended superposition method (Eq. 30) predicts the equivalent conductivity tensor 
with considerable accuracy, at least in terms of its norm. The errors E1 and E2 are 
calculated for both superposition methods: the initial version (Eq. 14), and the new 
extended version (Eq. 26). The errors are E1 � 0.16 KF for the initial version of the 
superposition method, and E2 � 0.02 KF for the extended version. Here, the extended 
method (Eq. 30) yields an error 8 times smaller than the initial superposition method, 
for a mixed type of network with both percolating and non-percolating fractures.

Finally, it was observed that the typical computation time to obtain the equivalent 
conductivity tensor KEQ by the quasi-analytical superposition method of the synthetic 
samples studied in this paper (all samples evoked in Sect. 4) was only a few seconds. In 
comparison, to obtain KEQ numerically (by direct simulations and numerical upscal-
ing), the typical computation time was of the order of 30 min. Furthermore, direct 
numerical simulations are very limiting in practice: (i) the meshing procedure can fail 
if fracture aperture is very small, and (ii) the CPU time for solving very large algebraic 
systems may become impractical (typically, the three-dimensional grids may have to 
involve hundreds of millions of cells).

5 Conclusions

In this paper, a computationally efficient superposition method for upscaling the 
hydraulic conductivity of a three-dimensional porous and fractured rock sample is 
proposed. The proposed superposition method is used without recourse to detailed 
flow simulations except for connectivity and critical density calculations.



Fig. 22 Semi-log representation of the equivalent hydraulic conductivity norm as a function of the dimen-
sionless fracture density ρEX. Numerical (red), original superposition method (Eq. 14) (blue) and extended
superposition method (Eq. 30) (green)

The superposition method presented in this paper is based on a flux superposition
method (Ababou et al. 2011), which was a useful and efficient upscaling tool, but
had several limitations: (i) it did not explicitly formulate the conductivity as a vol-
ume weighted combination of fracture/matrix conductivities; (ii) the approximate flux
superposition yields essentially a weighted arithmetic mean conductivity tensor; and
(iii) it did not take into account the connectivity of the fracture network. This initial
upscaling method is improved as follows: (i) the volumetric contributions of each
mono-fracture block are now explicitly taken into account; (ii) in the case of non-
percolating network, the initial superposition is replaced by a volumetric weighted
harmonic mean of mono-fracture blocks; and (iii) semi-empirical connectivity factors
are introduced as a function of fracture density and of a critical percolation density. This
improved upscaling method yields a three-dimensional tensorial equivalent conduc-
tivity KEQ, which represents hydraulically the fractured porous rock as an equivalent
continuum. The present upscaling method only requires, for its implementation, the
geometry of the fractures (diameters, orientations, and apertures from probabilistic
models or fracture set data), and the hydraulic conductivities of the fractures KF and
of the surrounding porous matrix KM . In addition, approximate connectivity indexes
had to be determined semi-empirically by linear regression from numerical flow exper-
iments. These indexes improved the upscaling method for different types of fracture
networks embedded in a porous matrix.

For validation and verification of the upscaling by this enhanced superposition
method, detailed flow simulations were implemented on a parallelepiped domain (mil-
lions of cells). Our numerical upscaling was based on the volume averaged flux as an
equivalence criterion, and on particular boundary conditions called CHBC (constant
heads boundary conditions), which has been compared to other boundary conditions.



Numerical upscaling, which is computationally demanding, yields an equivalent con-
ductivity tensor to be compared to the faster superposition methods.

Promising results were obtained for the equivalent hydraulic conductivities cal-
culated by the new superposition method in this paper (Sect. 4), for different
configurations of fracture networks. The results were in good agreement with those
obtained numerically for different fracture radius distributions. Also, these results
were obtained for a wide range of hydraulic conductivity contrasts KF /KM in the case
of “infinite” fractures. On the other hand, for finite size fractures or mixed networks,
our study focused on very high KF /KM contrasts, and this, for various configurations
in terms of fracture sizes and density of Poissonian isotropic networks. Overall, the
new extended methods (Eqs. 26, 30) yield an absolute error (E2) seven to eight times
smaller than the error (E1) of the initial superposition method (Eq. 14), relative to the
numerically upscaled conductivity used as the reference.

In summary, our partially validated superposition method provides a compu-
tationally efficient algorithm for determining the equivalent continuum hydraulic
conductivity tensor for a three-dimensional sample of porous fractured rock. This
equivalent tensor serves as input for reservoir flow simulation on larger scales in deep
geologic formations like geothermal reservoirs.

Several issues remain worth investigating based on the progress results presented
in this paper (ongoing work). The main issues are: (i) a more accurate statistical deter-
mination of the critical percolation density ρEX,c (its sensitivity to fracture diameters,
and its variability across replicates of random networks); (ii) investigation of denser
fracture networks (limited due to computational capacities); and finally, (iii) unify-
ing into a single formulation the various subcases of the new superposition method
with its semi-empirical density-dependent factors (finite/infinite fracture diameters;
percolating/non-percolating networks; etc.).
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