
HAL Id: hal-02139477
https://hal.science/hal-02139477v1

Submitted on 16 Jun 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License

Block turbo codes for space-time systems
Karine Amis Cavalec, Ramesh Pyndiah

To cite this version:
Karine Amis Cavalec, Ramesh Pyndiah. Block turbo codes for space-time systems. IEEE Global
telecommunications conference (Globecom 2000), Nov 2000, San Fransisco, CA, United States.
pp.1021-1025, �10.1109/GLOCOM.2000.891292�. �hal-02139477�

https://hal.science/hal-02139477v1
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://hal.archives-ouvertes.fr


Block Turbo Codes for Space-Time Systems 

K. Cavalec-Amis and R. Pyndiah 
ENST Bretagne 

Technop0le Brest lroise 
BP 832, 29285 Brest Cedex 

FRANCE 
E-mail: Karine.Cavalec@enst-bretagne.fr 

Abstract - Recent advances in the field or Information Theory 

have shown that wireless systems using multiple transmitters and 

multiple receivers can significantly improve spectral efficiencies. 

Systems using transmit and receive diversity associated with cod

ing such as Space Time Trellis codes have since been developed. 

More recently, a scheme using Convolutional Turbo Codes (CTC) 

[l) with two transmitters and two receivers has been proposed [2] 

and exhibits significant gains over Space Time Trellis codes (up to 

6 dB at a BER or 10-5). Our purpose is to extend that study to 

Block Turbo Codes (BTC) [3]. We use the (32, 26, 4)2 extended 

BCH Product code with two kinds or modulation (QPSK and 16-

QAM). Simulations show that BTC associated with transmit and 

receive diversity perform as well as CTC in terms or coding gains 

while achieving higher spectral efficiencies. 

I. INTRODUCTION 

Capacity of wireless communication systems undergoes lim
itations due to limited bandwith, propagation loss, noise, mul
tipath effects of the physical channel ... On the other hand the 
development of mobile applications requires higher and higher 
capacities. Recent research in the field of Information Theory 
showed that systems using multiple transmitters and multiple 
receivers can achieve very high spectral efficiencies on wire
less channels. Several Space-Time architectures [ 4], (5] have 
since been proposed and Space-Time codes have been devel
oped [6]. More recently Stefanov and Duman [2] proposed 
Convolutional Turbo Codes for achieving Transmit and Re
ceive diversity. This forward Error Correction technique in
troduced in 1993 by C. Berrou[ 1] was a real breakthrough in 
the field of Information Theory as it achieves very low BERs 
at SNRs close to the theoretical Shannon's limit. In 1994, 
R. Pyndiah extended the principle to Product codes [3], [7]. 
Block Turbo Codes (BTC) perform as well as Convolutional 
Turbo Codes (CTC). In this article, we propose to apply BTC 
to Space-Time systems. 
In Section II we present the considered wireless system and the 
associated notations. In Section III, after a quick overview of 
Product Codes, we deal with the interleaving device, the Soft 
Input Output Decoder computations and the Turbo Decoding 
algorithm. Finally in Section IV, we give performance of BTC 
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Figure 1: The System Model. 

used with a QPSK and a 16-QAM. 

II. THE SYSTEM MODEL 

We consider a communication system consisting of n trans
mitters and m receivers. Information data are first encoded, 
then interleaved with other frames if necessary before passing 
through a serial to parallel converter. Each converter output is 
mapped to a given signal constellation. Let us note e� the sig
nal transmitted from the ith antenna at time t. The Space-Time 
system is shown in Fig. I. 

The signal at time t at the l h receiver is the sum of the 
noise with the superposi�ion of the n attenuated signals e: . The 
noise samples (bf, .. . , bf, .. , bfl) are supposed to be indepen
dent.complex, gaussian, of zero mean and variance No/2 per 
dimension. The channel attenuation coefficients h:; are con
sidered complex, gaussian, of zero mean and variance 1/../2 
per dimension. So as to have a constant Average Signal to 
Noise Ratio and equal to 1/ No. we have normalized the coef
ficients h!j as well as the constellation signals. Channel output rt can be written as: 

n 

r1 = E h:; x e: + 14 
i=l 

(1) 
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Figure 2: Construction of product code P . 

III. BTC AND SPACE-TIME CODING 

A. Encoding : Product codes 

The concept of product codes was first introduced by Elias [8] 
in 1954. A product code consists of two systematic linear 
block codes C1(k1,n1,oi) and C2(k2,n2,c52). where n;,k;,o;
stand for code length, number of information bits and mini
mum Hamming distance respectively. So as to obtain the prod
uct code P = C1 x C2, we first place information bits in a 
k1 x k2 matrix (cf. Fig.2). Then we encode the ki rows using 
C2 and finally we encode the n2 columns using C1. The code 
parameters of P are : 

One can show that all the n1 rows of the matrix in Fig.2 are 
code words of C2 just as the n2 columns are code words of C t · 

B. Interleaving 

After encoding, the encoded frame Ek is interleaved diag
onalwise giving h. Then, if inter frames interleaving is re
quired, we proceed according to the device illustrated in Fig.3. 
(Ikh<k<K are the frames that are to be interleaved and D the 
n x ( L x q x T) resulting matrix with T the symbol number over 
which the channel coefficients are considered constant, L x T 
the number of symbols transmitted from a given antenna and 
2q the modulation constellation size. 

C. Decoder input computation 

Let us assume that the modulation constellation size is 2q. 
We note & this constellation, (d�, � • ... , d�) the q-uple mapped 
to the constellation signal e;. At time t, we have to extract 
n x q reliability values x� from r1, .. , rm. They will be used 
as inputs of the SISO decoder. As proposed by Stefanov and 
Duman [2], we have taken the weighted Log Likelihood Ratio 
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Figure 3: Interleaving. 

(LLR) values for x� (corresponding to d�). The LLR of d� is
defined as :  

( Ji ) 
P(d� = ljr1, .. , rm)

r ap = In ( . 
I 1 )P d� = 0 r , .. , rm 

(2) 

We note r = [r1r2 ... rm]T and e = [e1 e2 ... enjT. Eq.(2) can be
written in the following way : 

(3) 

By applying the Bayes' rule and taking into account the fact 
that the noise is AWGN per dimension, we can write r ( �) as 
follows : 

The main drawback of this approach is its computational com
plexity. A first simplification can be obtained by the approxi
mation given in Eq.(5). Simulations show that this approxima
tion does not introduce any significant degradation. 

r( cf.) = mi11 llr - hell
2

P eE£"1d�=O No 

D. Iterative SISO decoding 

min llr - hell
2

(5) 
eE£"ld�=l No 

After the Log Likelihood computations, data are deinter
leaved before being decoded. We note v; the deinterleaved 
data. The received matrix (see Fig.2) is formed by correctly 
placing the data v;. The iterative decoding consists in decod
ing first the rows of the matrix then its columns. This procedure 
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is iterated x times. Each elementary decoder uses soft inputs 
provided by the channel and by the previous decoder which de
livers soft outputs called "extrinsic information" [3], [7]. This 
extrinsic information is added to the channel observation and 
becomes the next decoder soft input. Each elementary decoder 
uses the Chase algorithm [9] to find the most likely code word 
D = (di)1<i<n and evaluates the Log Likelihood Ratio (LLR) 
of each deeoded bit d; given by : 

f(d·) =In P{cj = +llV}
3 P{cJ = -ljV} 

LetSe(j) = {C E Clcj =€}. Then (6) becomes : 

f(dJ) =In LcEs+•o> P{VIC}
LCES-l(j) P{VIC}

(6) 

(7) 

Let us assume that the noise is AWGN of variance u2• One can 
write (7) in the following way : 
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Figure 4: QPSK, T/ = 2.66 bits/s/Hz, two transmit and two 
receive antennas. 

f(d · ) - I L..,,CES+•O> exp 2a> 
J - n -llV-Cll2LcEs-•o> exp 2a2 

One can approximate [3], [7] f(dj) by the following: 

llV - c+1ul112 
2u2 

(8) performance in terms of BE R are given; ideal interleaving be
cause the channel coefficients are changed for each symbol. 
By increasing K, we get closer to these optimal performance. 
Taking into account that this system is dedicated to high bit 
rate applications, we have only used 4 iterations. We assume a 

(9) perfect knowledge of the channel at the receiver. 

with ce(j) = argmin{llV - ce(j)ll, C E seU) }. Let us note 
D = argmin{llV - c+i<J>ll, llV - c-i(;)ll}. D is the most 
probable code word and C = argmax{llV - c+i(j)ll, llV -
c-1(j)ll} is called the competing code word of D. Eq.(9) can 
be rewritten as: 

Eq.(10) can be also expressed as: 

(11) 

where Vj is the soft input and Wj the soft output called "extrin
sic information" . If C is not available, then Wj = (Jdj, where 
(J is a predefined constant. 

IV. SIMULATION RESULTS 

In all simulations, our Space Time system consists of 2 trans
mitters and 2 receivers. We consider the (32, 26, 4) 2 extended 
BCH product code which bears a code rate close to 2/3. We 
compare several interleaved frame numbers K. Therefore the 
total transmitted bit number is equal to K x 1024. The channel 
coefficients are supposed to be constant over T = 128 con
stellation symbols. For each modulation, the ideal interleaving 

A. 4-PSK modulation 

The spectral efficiency is close to 3. We compare different 
interleaved frame numbers. One of the main features of a Phase 
Modulation is that the amplitude of the constellation signals is 
constant. We have considered a Gray mapping. Simulation 
results are shown in Fig.4. If we compare the curve with 2 
interleaved blocks with the optimal curve, we observe a gap of 
2.5 dB for a BER of 10-5• But we improve the SNR by 1.5 
dB with 4 interleaved blocks and by 2 dB with 8 interleaved 
blocks. By increasing the number of blocks, we would get 
closer to the optimal curve. Our results confirm Stefanov and 
Duman's conclusions [2] : they announced a gain of up to 6 
dB with a one half rate Convolutional Turbo Code over the 
16 state space-time treillis code [6] at a BER of 10-5, with a 
QPSK (For an interleaving over 10400 bits, they achieve a BER 
of 10-5 at a SNR of 5 dB). Let us recall that our code rate is 
nearly 2/3 and we use only 4 iterations (instead of 10),which 
accounts for the 2 dB difference with their results at a BER 
of 10-5, while our spectral efficiency is higher ( 3 bits/s/Hz 
instead of 2 bits/s/Hz). 

B. 16-QAM modulation 

The spectral efficiency is greater than 5 bits/s/Hz. We have 
used a Gray mapping (see Fig.5). If we note abcd the qua-
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Figure 5: Mapping for the 16-QAM. 
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Figure 6: 16-QAM, '1 � 5.33 bits/s/Hz,two transmit and two 
receive antennas. 

ternary symbol used for the mapping, it is well-known that the 
error probability over b and d is smaller then the one of a and c. 

The way the mapping is done is therefore crucial. It is impor
tant that rows and columns of Ik (see Fig.3) consist of as many 
a as b (soft decoder inputs for b are more reliable than those for 
a). Simulation results are shown in Fig.6. We note a difference 
of 2 dB (resp. 2.5 dB) between the ideal interleaving and the 
interleaving over 10 frames (resp. 8 frames) at a BER of 10-5• 
By increasing the number of interleaved frames, performance 
would be closer to the optimal results. Comparing our results 
with (2], we observe a difference of 1. 75 dB at a BER of 10-5 
for an equivalent number of interleaved coded bits. However, 
let us recall that our code rate is 2/3 instead of 1/2, we use 4 
iterations instead of 10 and we achieve a spectral efficiency of 
5.33 bits/s/Hz instead of 4. Nevertheless our results check Ste
fanov and Duman's conclusions: Turbo Codes used in Space 

10° 

5 
SNR(dB) 

10 

a: UJ CD 

10° 

10 ... '-----'---'----' 
5 10 15 20 SNR(dB) 

Figure 7: Approximation versus exact computation. 

Time systems perform better than space-time treillis codes. 

C. Petformance of simplified receiver 
In this part we compare previous results with performance 

obtained when using the approximation given by Eq.(5). W hen 
looking at Fig.7, one can notice no significant degradation be
tween performance with the exact computation and those with 
its approximation. However this approximation bears a lower 
computational complexity . 

V. CONCLUSION AND PERSPECTIVES 

In [2), the authors showed that Convolutional Turbo Codes 
performed much better than Space-Time Trellis Codes. Our 
purpose in this paper was to extend this study to Block Turbo 
Codes. We showed that BTC with multiple transmitters and 
multiple receivers perform as well as CTC while achieving 
higher spectral efficiencies within less iterations. 
The main weak point of the proposed solution is the LLR com
putation before SISO decoding. Indeed it requires (2q)" metric 
computations for each bit, which brings a (2q)n order complex
ity. This complexity becomes prohibitive as q or n increases. 
Therefore future work should consider lower complexity solu
tions even at the expense of some performance degradation. A 
simplified solution has been investigated and its performance 
are equivalent to the optimal solution ones. One interesting 
feature of Transmit and Receive diversity is the fact that we can 
use PSK modulations (constant amplitude) with multiple trans
mitters so as to reach the same spectral efficiency as systems 
based on QAM modulations. For instance, systems using 16-
QAM with n transmitters could be replaced by 4-QPSK with 
2 x n transmitters. Advantages of such a solution are numer
ous. First, transmitted power over each transmitter is halved 
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and two half power transmitters cost less than a full power one. 
Furthermore, QAMs are very sensitive to AM-AM and AM

PM distorsions. They require linear amplification. So as to en

sure linear operation, a significant back-off on the output power 

is to be taken into account, increasing the power requirements. 
On the other hand QPSK are more robust to non-linearity ef
fects as it is a constant amplitude modulation. 
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