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Abstract— Nowadays, Energy Management Systems (EMS) are 

accessible for homes and buildings to optimize energy 

consumption especially when solar panels and batteries are 

installed. The intelligence of existing systems is often based on 

environmental or exogenous information like the weather, 

energy prices, and endogenous information like user 

consumption behavior and activity. The solutions aim to adapt 

a consumption profile to the produced energy in order to 

reduce costs. In the case of a perfect prediction of all variables, 

system performance can be controlled. In this article, we study 

the impact of generation prediction error on the daily energy 

cost. For this, we consider the energy management system as a 

black-box and we simulate multiple scenarios with different 

prediction errors using the quasi-random Monte Carlo 

method. We observe the global sensitivity of the system by 

measuring the Sobol indices in order to identify errors that 

impact more the daily energy cost. The analyses are based on 

French consumption data and on irradiance data for 

Carpentras, France. Results show that findings are aligned 
with battery charge and discharge strategies.  

Keywords-home energy optimization; renewable energies; 

irradiance prediction; sensitivity study; Sobol indices. 

I.  INTRODUCTION 

With the current environmental issues, several solar 
energy-based technologies have been proposed as a partial 
solution to reach environmental goals. In the context of smart 
homes, the benefit of using green energy can be both 
environmental and economic. However, due to the solar 
resource high variability and depending on the energy 
purchase and selling schemes, forecasting algorithms can be 
important to better plan with respect to incoming solar 
production. Using forecasting information, flexible energy 
devices functioning can be optimized with respect to local 
generation and by taking into consideration the wear of the 
equipment. So, a measure of performance is required. 
Indeed, a better understanding of uncertainty in the netload 
(consumption – generation) allows to better maintain grid 
stability and develop adequate real-time control mechanisms. 
This can have the positive effect of keeping down the costs. 

Furthermore, the topic of coping with uncertainty for 
complex systems is not new [1]. In addition, researchers 
have developed systems to simulate buildings thermal and 
energy behavior as black-box functions including many 
parameters. Due to the complexity of buildings energy 

model, only few important parameters are taken into 
account. 

 In this paper, we study the impact of forecasting errors 
on the total daily system cost.  For this, we analyze the 
sensitivity of irradiance prediction errors on this total cost.  

To perform a Sensitivity Analysis (SA), several 
approaches and categorization were proposed in the 
literature. According to [2], SA methods may be classified 
into three approaches: the mathematical approach, the 
statistical approach and graphical assessment. The major 
difference between these methods relates to the number of 
input parameters. For instance, in the statistical sensitivity 
analysis, a large enough number of inputs has to be 
(randomly) generated.  

Heiselberg et al. [3] proposed to group Sensitivity 
Analysis methods into three classes, which are: the local 
sensitivity methods, the global sensitivity methods, and the 
screening methods.  In the local sensitivity methods, one can 
study the variation of system output under the variation of 
one parameter. In global methods, the sensitivity to one input 
is computed by varying simultaneously many other inputs 
(i.e., input is represented by a vector). Screening methods 
compute the sensitivity indices as an average of derivative 
with respect to the different inputs.  In the context of the 
building energy models, the choice of the most suitable SA 
method depends on the assumptions one can make on the 
model output and mainly on the linearity of the function 
linking inputs to the output.  

A similar SA analysis has been conducted by authors in 
[4]. The authors present a performance comparison of 
sensitivity analysis methods for building energy model in 
terms of time and computation. However, the interpretability 
of the sensitivity indices is lacking. In addition, their analysis 
is solely related to physical endogenous variables of the 
house and does not take into account exogenous variables 
that may affect energy management system decisions.  

In this work, we focus on a global SA for the assessment 
of the Energy-Efficient Smart Home solutions. To conduct 
this analysis, we use a hybrid modular simulator separating 
the user input, optimization module and physical simulation 
module. The cited components are connected thanks to a 
loosely-coupled architecture that enables communication 
exchanges.  

For the SA analysis, we use the Sobol method [5] [6] for 
evaluating the system’s behavior by performing a functional 



analysis of the variance (ANOVA).  To generate the 
scenarios to be evaluated, many strategies were proposed 
like Sobol sequence [6], Fast method [7], etc. It is also 
possible to generate a sequence of randomly distributed 
points of inputs using the Monte Carlo method. In practice, it 
is common to substitute random sequences with low 
discrepancy sequences to improve the efficiency of the 
estimators. This method is known as the quasi-Monte Carlo 
method. It is less expensive than Monte Carlo, but no 
evaluation of the error is made. The third one is quasi-Monte 
Carlo randomized (intermediate cost between the two 
previous methods and evaluation of the error). In this study, 
we use the Saltelli’s sampling scheme, which is based on 
quasi-random Monte Carlo [12]. 

The remainder of this paper is structured as follows: in 
Section II, we describe our system: the software system 
architecture and simulation modules. We also describe the 
home energy model with a specific highlight on the 
optimization and the sensitivity analysis procedure 
considered. In Section III, we present the sensitivity study 
results and analyze the correlation between the daily total 
cost and the forecast error. Finally, we conclude in Section 
IV. 

II. SYSTEM 

We aim at building a system capable of analyzing the 
impact of prediction errors on an energy management 
system. In particular, we are interested in studying the 
impact of irradiance prediction errors on household 
electricity bills. We focus on a residential house equipped 
with solar panels and a storage device (see Figure 1. ). This 
house can have varying buying and selling prices. 

 
Figure 1.  Smart Home with solar panels and a storage device 

A. Smart Home architecture 

To assess the impact on a realistic house, we build a user-
friendly Smart Home simulator. It is designed as a modular 
platform: each component of the platform represents a 
different function and can be replaced and/or developed 
independently. It contains three main components:  

1. The User Interface (UI) component: allows the user to 

enter all the required inputs and initiate the simulation. 

It helps to select the equipment of the Smart Home. 

Finally, the UI renders the results of the study in a 

summarized report.  

2. The Optimization component: calculates and finds the 

best planning for controllable devices in the Smart 

Home taking into account the constraints of electric 

equipment, buying and selling price and local 

generation of renewables. 

3. The Simulation component: simulates the physical 

response of the house taking into account the 

equipment used and the planning generated by the 

optimization component. Our model is built using 
Phisim library [8]. 

To ensure the communication, we implement messaging 
between each of the previously mentioned components. For 
this, we use the Websocket technology and nodejs language. 
In Figure 2. , we present the platform including all the 
components. Grey boxes represent different distant 
machines. In our analysis, the user is an automated script that 
launches scenarios corresponding to the conducted 
sensitivity analysis. 

 
Figure 2.  Smart Home simulator structure 

B. Context and assumptions  

We consider an energy management system that works as 
follows: each day, the system produces a charge and 
discharge planning for each hour of the next day. This case 
allows to decide energy trading decisions on day-ahead 
market coupled with having the possibility to sell at a feed-in 
tariffs. In this paper, we do not consider intra-day control 
mechanisms but we aim at understanding the uncertainty that 
can occur when we are planning ahead of time.   

The energy management system decides to auto-consume 
or sell the energy produced by the solar panels. This is done 
based on a house consumption and energy production 
forecast. The system does not change the house consumption 
habits (no demand management is considered for our 
analysis). In addition, the use of battery is restricted to 
fulfilling house consumption needs (i.e., the energy stored in 
the battery cannot be sold to the grid). 

C. Optimization model 

Based on solar irradiance forecasts, the system solves a 
cost minimization problem formalized as a Mixed Integer 
Linear Problem (MILP): 

 

min  h=1..24 (Qh Pbuy (h)-ph P(h)Psell(h))            (1a) 
 

Such that: 

   Qh = Y(h) + Bh  - (1- ph) P(h)  (1b) 

 ph    0, 1     (1c) 

         Qh  ≥ 0     (1d) 

         Bh  [-BmaxDischarge, B maxCharge]  (1e) 

https://en.wikipedia.org/wiki/Low-discrepancy_sequence
https://en.wikipedia.org/wiki/Low-discrepancy_sequence
https://en.wikipedia.org/wiki/Quasi-Monte_Carlo_method
https://en.wikipedia.org/wiki/Quasi-Monte_Carlo_method


   
  where h is an hour of a day (h=1,..,24), Qh is the amount 

of energy bought at hour h at the price Pbuy (h), ph is the 
fraction of the power produced P(h) by solar panels at hour 
h. This power can be sold at the price Psell(h). Y(h) denotes 
the consumption forecast at hour h. The battery charge or 
discharge rate at hour h is denoted by Bh. It takes values 
between a maximum discharge rate -BmaxDischarge and a 
maximum charge rate B maxCharge. The evolution of the energy 
content of the battery Eh at hour h is given by: 

 

Eh= { 
Eh-1 + η Bh    if Bh ≥ 0 

(2) 
Eh-1 + Bh       Otherwise 

 
This energy content is a positive value smaller than the 
considered battery capacity. η represents the battery charging 
efficiency. 

The optimization system is linear. To make a realistic 
assessment of the house response, we run the optimized 
planning in a physical simulator, which tries to imitate the 
real energetic behavior using Phisim library [8]. 

D. Sensitivity analysis model 

There are many approaches to perform sensitivity 
analysis. Since we do not want any restriction on the energy 
management system model, we use a black-box method 
consisting in running simulations and observing the effect on 
the output.  

In addition to the nature of the analysis technique, the 
choice of the method also depends on the variables 
dependencies. We can study the impact of variables 
separately. This is called a local sensitivity analysis. Or, we 
can analyze the impact by varying variables simultaneously. 
This is called a global sensitivity analysis. In our case, since 
we are interested in analyzing the impact of solar generation 
on costs, variables are naturally related. Indeed, we can 
expect three main causes of differences between predicted 
and real irradiance, namely a shift with respect to prediction, 
a change in the amplitude on the whole irradiance curve or 
unexpected local (hourly) changes (e.g., caused by clouds). 
For this reason, we argue that a global analysis method is 
more appropriate. 

The global sensitivity is often measured by a numeric 
value called the global sensitivity index. This index can be of 
three orders (see Figure 3. for illustration): 

- First-order index: measures the contribution of a 
single model input (alone) to the output variance. 

- Second-order index: measures the contribution of 
the interaction of two model inputs to the output 
variance. 

- Total-order index: measures the contribution to the 
output variance of a model input, including both its 
first-order effects (the input varying alone) and all 
higher-order interactions. 

Suppose a model denoted by G and its d input variables 
denoted by X1, X2, …, Xd. The output Y can be described 

by: 

Y=G(X1, X2, …, Xd) (3) 

 
Figure 3.  Different orders of sensitivity indices 

To estimate the sensitivity indices, several methods exist 
in the literature. We compute sensitivity indices obtained 
through a variance decomposition of G (see [9] for details). 
They satisfy: 

1 = ∑i=1..d SIi + ∑i<j SIi,j + … + SI1,2, …, d 
(4) 

 
where SIi is the principal (First order) sensitivity index of 

variable Xi, SIi,j is the second order index of variables Xi and 
Xj. The total sensitivity indices are defined based on the first 
order indices with these equations: 

SIi = Var(E(Y/Xi))/Var(Y) (5) 

SIT
i = ∑I⸦{1, … , d}, i  I SII (6) 

where SIT
i  measures the contribution of Xi to the output 

variance including the variance caused by its interactions 
with the other input variables. Estimating these indices can 
be costly in time and computation [10] [11]. In this paper, we 
use the method described in [12]. It is based on the Saltelli’s 
sampling scheme, which is based on quasi-random Monte 
Carlo. 

III. APPLICATION 

In this section, we propose to conduct the sensitivity 
analysis on the proposed home energy management system. 
In our model, the intelligence of the smart home 
management relies on the optimization results. The 
performance of these results depends on the accuracy of 
solar irradiation prediction. However, there is always a 
difference between the predicted and the real irradiation.  

A. Objectives 

The aim of this work is to take advantage of the 
knowledge of the energy management system strategy in 
order to assess the interpretability of the sensitivity analysis 
results. For this, we assume that prediction error can occur 
at any of the 24 hours and we measure the impact of the 
prediction error on the total cost at the end of the day. Since, 
the optimization controls the battery charge and discharge, 
we include the electric storage capacity as an additional 
parameter that may impact sensitivity. Therefore, different 
sizes of the battery and prediction error have to be studied. 

B. Model simplification 

Simulator inputs can be grouped into three categories: 
- Installed equipment in the house, with their 

characteristics and limitations (electric power, 
flexibility, etc.). 



- The forecasted environmental and market variables: 
temperature, irradiance, wind speed, electricity 
buying prices, electricity selling prices. 

- The occupation scenario of the different equipment 
based on user activity, or an expected behavior of 
consumption devices. 

Conducting sensitivity analysis of all these variables can 
be very costly in time and is not in the scope of the present 
paper. In order to reduce the complexity of our system, we 
fix the parameters representing hourly electricity prices and 
energy consumption profile. 

To select our model input for the house consumption, we 
use the results of the analysis in [13], which identifies four 
typical consumption profiles for houses in France 
represented by four periods: summer week, summer 
weekend, winter week and winter weekend. This is built 
based on consumption data collected from 149 houses and 36 
multiple-unit dwellings of different characteristics in 2010. 
Since we are interested in studying solar generation, we 
consider the summer profile of a weekday.  

To ease the interpretation of the sensitivity analysis 
results, we use simple pricing models for energy purchase 
and selling. Indeed, we consider a fixed buying price at 
0.2977€/kWh and a selling price at 0.1231€/kWh. This 
pricing scheme is very similar to the actual German pricing 
for feed-in-tariff and energy purchase (selling price lower 
than the buying price). It incentivizes to auto-consume 
PhotoVoltaic (PV) power. Average solar irradiance is 
calculated using data from Carpentras station (France) for 
2011 to 2013 during summer. We use average generation 
values of a solar panel with a performance ratio of 15%.  

The fixed daily scenario considered with respect to 
energy price, consumption and generation profiles, is 
represented in Figure 4.  

We consider four classes for battery capacity (kWh): 
- First class: ranges from 5 to 8,  
- Second class: ranges from 9 to 12, 
- Third class: ranges from 15 to 20, 
- Fourth class: ranges from 30 to 40. 
First and second class correspond to battery capacities 

that are lower than 12933Wh (the total consumption after 
4pm that cannot be satisfied by the mean predicted PV 
generation). Third and fourth classes correspond to batteries 
larger than the needed power storage. 

In this study, we use the Saltelli’s sampling scheme to 
generate the scenarios for irradiance variables and battery 
capacity. In order to validate our observations, we conduct 
the study also by shifting the generation curve to the left (i.e., 
the generation peak is earlier) and to the right (i.e., the 
generation peak is later). 

C. Results and interpretations 

To analyze the sensitivity of the model with respect to 
irradiance and battery capacity, a N(2d+2) sample matrix is 
generated where d is the number of parameters (related with 
hours and capacity) and N is a number of scenarios (i.e. each 
row of the matrix is a sample vector). Since irradiance is 
very close to zero during night hours, we only consider the 
irradiance parameters from 5am. 

 
Figure 4.  Power and prices profiles for each hour of the day 

7pm. This will make the number of parameters describing 
irradiance equal to 15. With the battery capacity, the total 
number of inputs for our sensitivity analysis will equal 16. If 
we choose to set N equal to 1000 and the number of model 
inputs d is 16, we need to run the model on a 34000 sample 
matrix. Then, we can estimate the sensitivity indices based 
on the outputs of all run scenarios.  

Results are shown in Tables I and II for first order and 
second order indices, respectively. Indices are highlighted 
with more intensified color when the value of the index is 
higher. The values in Table I are very similar to those of first 
order indices. This can be checked since first order indices 
sum to 1 for each row of the table. This observation suggests 
that there is little interaction between variables in this case. 
In Table I, in addition to testing for the different capacity 
classes, we also test cases where we shift left or right the 
generation curve for some hours with respect to Figure 4 
(a.k.a. “No change” case) in order to have an earlier or later 
generation peak respectively. Table II only shows results for 
the “No change” case and illustrates the effect of pure 
interaction between any pair of input variables. 

Looking at first order indices and for the different classes 
of battery capacities, we notice a change in the impact of 
battery capacity variable. Indeed, if we compute the positive 
netload at the end of the day (since we know the 
optimization strategy in this case), this will give us the 
battery capacity required and used to the fullest. These 
values are for each of the shifting cases: 

- Left shift of 2: 17479.5 Wh 

- Left shift of 1: 15479.5 Wh 

- No change: 12932.9 Wh 

- Right shift of 1: 9142.7 Wh 

- Right shift of 2: 5346.8 Wh 
We can see that, depending on the capacity range and 

how it compares to previously presented values, the impact 
of the capacity value changes drastically. This can be 
explained by the usage of the whole capacity when capacity 
is lower than the needed usage of a specific case: capacity 
variation has an important effect on the total cost since it 
reflects how much energy can be actually stored. 



TABLE I.          TOTAL ORDER SENSITIVITY INDICES 

TABLE II.  SECOND ORDER SENSITIVITY INDICES 



      When the capacity class becomes higher, the index will 
drop to zero. Hence, in this study, the sensitivity analysis can 
allow us to identify the “best” capacity class with respect to 
our energy management system. Indeed, the second class 
batteries seem to best fit storage needs based on the “No 
change” test case. 

When battery capacity has a significant sensitivity index, 
the earliest hours with the highest netload value are the most 
impacting (i.e., hours 7am-9am). This suggests that day-
ahead planning of charging is taking place during these 
hours. 

Looking at the hour for irradiance, we can see that the 
sensitivity index is proportional to the irradiance value. At 
10am and 11am, the prediction error has the highest impact 
on the estimated total cost and optimization results.  

For second order indices in Table II, we can observe a 
change in results depending on the capacity class. The first 
class of capacity presents a high sensitivity to irradiance at 
9pm, 11am and 12pm coupled with the subsequent hours of 
each as well as capacity. 9am represents the hour at which 
the battery will be fully charged. So, the state will be 
impacted in subsequent hours with respect to discharge 
possibilities. 11am and 12pm are hours during which the 
netload is very low. Then, variability of generation affects 
cost significantly.  

The second class of capacity has a sensitivity that is the 
most significant for hours 8am and 9am coupled with 
variables representing subsequent hours and capacity. This is 
unexpected since usually hours at which the battery is fully 
charged are the most impacting in combination with 
subsequent hours and the capacity (1pm for this capacity 
class). However, 8am and 9am are crucial hours for charging 
the battery and can affect decisions taken subsequently. 

For large batteries (the third capacity class), the most 
important sensitivity from coupling variables is that of hours 
9am and 12pm. In this case, 9am presents a peak in netload 
and 12pm represents the hour. In this study at which the 
battery might become the fullest (since charging is 
constrained by energy consumption in subsequent hours).  

As a final observation, we can notice that second order 
sensitivity indices become more significant when the 
capacity is larger. 

IV. CONCLUSION 

In this paper, we analyze the sensitivity of radiation 
forecast on the total cost incurred in a home equipped with a 
flexible device and an energy management system. We use a 
black-box technique to conduct the sensitivity analysis. The 
chosen technique takes into account requirements of 
minimizing the time and computation required through 
quasi-random sampling. For the proposed energy 
management system based on day-ahead scheduling, the 
analysis results reflect well the charging strategy. The 
analysis also allows us to validate the use (or not) of the full 
battery capacity. Although we consider a simple scenario, 
our system allows to analyze more complex energy 
management systems and can integrate their interaction with 
different pricing schemes. As a perspective, it is possible to 

study the impact of prediction error on a city. A 
decentralized and distributed solution can reduce the 
complexity of the sensitivity study such as proposed in [14] 
[15] to regularize the mismatches of supply and demand. 
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