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#### Abstract

The 2019 version of the IEEE 754 Standard for Floating-Point Arithmetic recommends that new "augmented" operations should be provided for the binary formats. These operations use a new "rounding direction": round to nearest ties-to-zero. We show how they can be implemented using the currently available operations, using round-to-nearest ties-to-even with a partial formal proof of correctness.
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## I. Introduction and notation

The new IEEE 754-2019 Standard for Floating-Point Arithmetic [1] supersedes the 2008 version. It recommends that new "augmented" operations should be provided for the binary formats (see [14] for history and motivation). These operations are called augmentedAddition, augmentedSubtraction, and augmentedMultiplication. They use a new "rounding direction": round to nearest ties-to-zero. The reason behind this recommendation is that these operations would significantly help to implement reproducible summation and dot product, using an algorithm due to Demmel, Ahrens, and NGuyen [5]. Obtaining very fast reproducible summation with that algorithm may require a direct hardware implementation of these operations. However, having these operations available on common processors will certainly take time, and they may not be available on all platforms. The purpose of this paper is to show that, in the meantime, one can emulate these operations with conventional floating-point operations (with the usual round to nearest "ties to even" rounding direction), with reasonable efficiency.

In the following, we assume radix- 2 , precision $-p$ floatingpoint (FP) arithmetic [12] (as explained later on, this work cannot be straightforwardly generalized to decimal arithmetic). The minimum floating-point exponent is $e_{\min }$, so that $2^{e_{\text {min }}}$ is the smallest positive normal number and $2^{e_{\min }-p+1}$ is the smallest positive floating-point number. The maximum floating-point exponent is $e_{\max }$. The largest positive floatingpoint number is $\Omega=\left(2-2^{-p+1}\right) \cdot 2^{e_{\max }}$. We will assume

$$
\begin{equation*}
3 p \leq e_{\max } \tag{1}
\end{equation*}
$$

which is satisfied by all formats of the IEEE 754 Standard. The usual round to nearest, ties-to-even function (which is
the default in the IEEE-754 Standard) will be noted $\mathrm{RN}_{e}$. We recall its definition [1]:
$\mathrm{RN}_{e}(t)$ (where $t$ is a real number) is the floating-
point number nearest to $t$. If the two nearest floating-
point numbers bracketing $t$ are equally near, $\mathrm{RN}_{e}(t)$
is the one whose least significant bit is zero. If $|t| \geq$
$\Omega+2^{e_{\max }-p}$ then $\mathrm{RN}_{e}(t)=\infty$, with the same sign
as $t$.

We will also assume that an FMA (fused multiply-add) instruction is available. This is the case on all recent floatingpoint units.

As said above, the new recommended operations use a new "rounding direction": round to nearest ties-to-zero. It corresponds to the rounding function $\mathrm{RN}_{0}$ defined as follows [1]:
$\mathrm{RN}_{0}(t)$ (where $t$ is a real number) is the floatingpoint number nearest $t$. If the two nearest floatingpoint numbers bracketing $t$ are equally near, $\mathrm{RN}_{0}(t)$ is the one with smaller magnitude. If $|t|>\Omega+$ $2^{e_{\max }-p}$ then $\mathrm{RN}_{0}(t)=\infty$, with the same sign as $t$.
This is illustrated in Fig. 1. As one can infer from the definitions, $\mathrm{RN}_{e}(t)$ and $\mathrm{RN}_{0}(t)$ can differ in only two circumstances (called halfway cases in the following): when $t$ is halfway between two consecutive floating-point numbers, and when $t= \pm\left(\Omega+2^{e_{\max }-p}\right)$.


Fig. 1. Round to nearest ties-to-zero (assuming we are in the positive range). Number $x$ is rounded to the (unique) FP number nearest to $x$. Number $y$ is a halway case: it is exactly halfway between two consecutive FP numbers: it is rounded to the one that has the smallest magnitude.

The augmented operations are required to behave as follows [1], [14]:

- augmentedAddition $(x, y)$ delivers $\left(a_{0}, b_{0}\right)$ such that $a_{0}=\mathrm{RN}_{0}(x+y)$ and, when $a_{0} \notin\{ \pm \infty, \mathrm{NaN}\}$, $b_{0}=(x+y)-a_{0}$. When $b_{0}=0$, it is required to have the
same sign as $a_{0}$. One easily shows that $b_{0}$ is a floatingpoint number. For special rules when $a_{0} \in\{ \pm \infty, \mathrm{NaN}\}$, see [14];
- augmentedSubtraction $(x, y)$ is exactly the same as augmentedAddition $(x,-y)$, so we will not discuss that operation further;
- augmentedMultiplication $(x, y)$ delivers $\left(a_{0}, b_{0}\right)$ such that $a_{0}=\mathrm{RN}_{0}(x \cdot y)$ and, where $a_{0} \notin\{ \pm \infty, \mathrm{NaN}\}$, $b_{0}=\mathrm{RN}_{0}\left((x \cdot y)-a_{0}\right)$. When $b_{0}=0$, it is required to have the same sign as $a_{0}$. Note that in some corner cases (an example is given in Section IV-A), $b_{0}$ may differ from $(x \cdot y)-a_{0}$ (in other words, $(x \cdot y)-a_{0}$ is not always a floating-point number). Again, rules for handling infinities, NaNs and the signs of zeroes are given in [1], [14].
Because of the different rounding function, these augmented operations differ from the well-known Fast2Sum, 2Sum, and Fast2Mult algorithms (Algorithms 1, 2 and 3 below). As said above, the goal of this paper is to show that one can implement these augmented operations just by using rounded-to-nearesteven floating-point operations and with reasonable efficiency on a system compliant with IEEE 754-2008,

Let $t$ be the exact sum $x+y$ (if we consider implementing augmentedAddition) or the exact product $x \cdot y$ (if we consider implementing augmentedMultiplication). To implement the augmented operations, in the general case (i.e., the sum or product does not overflow, and in the case of augmentedMultiplication, the floating-point exponents $e_{x}$ and $e_{y}$ of $x$ and $y$ satisfy $e_{x}+e_{y} \geq e_{\min }+p-1$ ), we first use the classical Fast2Sum, 2Sum, or Fast2Mult algorithms to generate two floating-point numbers $a_{e}$ and $b_{e}$ such that $a_{e}=\mathrm{RN}_{e}(t)$ and $b_{e}=t-a_{e}$. We explain how augmentedAddition $(x, y)$ and augmentedMultiplication $(x, y)$ can be obtained from $a_{e}$ and $b_{e}$ in Sections III and IV, respectively, using a "recomposition" algorithm presented in Section II.

In the following, we need to use a definition inspired from Harrison's definition [6] of function ulp ("unit in the last place"). If $x$ is a floating-point number different from $-\Omega$, first define $\operatorname{pred}(x)$ as the floating-point predecessor of $x$, i.e., the largest floating-point number $<x$. We define ulp $_{H}(x)$ as follows.

Definition 1 (Harrison's ulp). If $x$ is a floating-point number, then $\operatorname{ulp}_{H}(x)$ is

$$
|x|-\operatorname{pred}(|x|)
$$

Notation $\mathrm{ulp}_{H}$ is to avoid confusion with the usual definition of function ulp. The usual ulp and function ulp ${ }_{H}$ differ at powers of 2 , except in the subnormal domain. For instance, $\operatorname{ulp}(1)=2^{-p+1}$, whereas $\operatorname{ulp}_{H}(1)=2^{-p}$. One easily checks that if $|t|$ is not a power of 2 , then $\operatorname{ulp}(t)=\operatorname{ulp}_{H}(t)$, and if $|t|=2^{k}$, then $\operatorname{ulp}(t)=2^{k-p+1}=2 \operatorname{ulp}_{H}(t)$, except in the subnormal range where $\operatorname{ulp}(t)=\operatorname{ulp}_{H}(t)=2^{e_{\text {min }}-p+1}$.

The reason for choosing function $u l p_{H}$ instead of function ulp is twofold:

- if $t>0$ is a real number, each time $\mathrm{RN}_{0}(t)$ differs from $\mathrm{RN}_{e}(t), \mathrm{RN}_{0}(t)$ will be the floating-point predecessor
of $\mathrm{RN}_{e}(t)$, because $\mathrm{RN}_{0}(t) \neq \mathrm{RN}_{e}(t)$ implies that $t$ is a halfway case: it is exactly halfway between two consecutive floating-point numbers, and in that case, $\mathrm{RN}_{0}(t)$ is the one of these two FP numbers which is closest to zero and $\mathrm{RN}_{e}(t)$ is the other one. Hence, in these cases, to obtain $\mathrm{RN}_{0}(t)$ we will have to subtract from $\mathrm{RN}_{e}(t)$ a number which is exactly $\operatorname{ulp}_{H}\left(\mathrm{RN}_{e}(t)\right)$ (for negative $t$, for symmetry reasons, we will have to add $\operatorname{ulp}_{H}\left(\operatorname{RN}_{e}(t)\right)$ to $\left.\mathrm{RN}_{e}(t)\right)$; and
- there is a very simple algorithm for computing $\operatorname{ulp}_{H}(t)$ in the range where we need it (Algorithm 4 below).
Let us now briefly recall the classical Algorithms Fast2Sum, 2Sum, and Fast2Mult.

| ALGORITHM 1: Fast2Sum $(x, y)$. The Fast2Sum <br> algorithm [4]. <br> $a_{e} \leftarrow \mathrm{RN}_{e}(x+y)$ <br> $y^{\prime} \leftarrow \mathrm{RN}_{e}\left(a_{e}-x\right)$ <br> $b_{e} \leftarrow \mathrm{RN}_{e}\left(y-y^{\prime}\right)$ |
| :--- |

## ALGORITH 1: Fast2Sum $(x, y)$. The Fast2Sum

$$
\begin{aligned}
& a_{e} \leftarrow \operatorname{RN}_{e}(x+y) \\
& y^{\prime} \leftarrow \mathrm{RN}_{e}\left(a_{e}-x\right) \\
& b_{e} \leftarrow \mathrm{RN}_{e}\left(y-y^{\prime}\right)
\end{aligned}
$$

If $x=0$ or $y=0$, or if the floating-point exponents $e_{x}$ and $e_{y}$ satisfy $e_{x} \geq e_{y}$, then the two variables $a_{e}$ and $b_{e}$ returned by Algorithm 1 (Fast2Sum) satisfy $a_{e}+b_{e}=x+y$. Hence, $b_{e}$ is the error of the floating-point addition $a_{e} \leftarrow \mathrm{RN}_{e}(x+y)$. Another property that will be useful in Section IV-C is that $y^{\prime}=a_{e}-x$ (i.e., there is no rounding error at line 2 of the algorithm, see for instance [12] for a proof). In practice, condition " $e_{x} \geq e_{y}$ " may be hard to check. However, if $|x| \geq$ $|y|$ then that condition is satisfied. Algorithm 1 is immune to spurious overflow: it was proved in [2] that if the addition $\mathrm{RN}_{e}(x+y)$ does not overflow then the other two operations cannot overflow.

```
ALGORITHM 2: 2Sum \((x, y)\). The 2 Sum algo-
rithm [11], [10].
    \(a_{e} \leftarrow \mathrm{RN}_{e}(x+y)\)
    \(x^{\prime} \leftarrow \mathrm{RN}_{e}\left(a_{e}-y\right)\)
    \(y^{\prime} \leftarrow \mathrm{RN}_{e}\left(a_{e}-x^{\prime}\right)\)
    \(\delta_{x} \leftarrow \mathrm{RN}_{e}\left(x-x^{\prime}\right)\)
    \(\delta_{y} \leftarrow \mathrm{RN}_{e}\left(y-y^{\prime}\right)\)
    \(b_{e} \leftarrow \mathrm{RN}_{e}\left(\delta_{x}+\delta_{y}\right)\)
```

Algorithm 2 (2Sum) gives the same results as Algorithm 1, but without any requirement on the exponents of $x$ and $y$. It is almost immune to spurious overflow: if $|x| \neq \Omega$ and the addition $\mathrm{RN}_{e}(x+y)$ does not overflow then the other five operations cannot overflow [2].

Let $x$ and $y$ be two floating-point numbers, with exponents $e_{x}$ and $e_{y}$, such that $e_{x}+e_{y} \geq e_{\min }+p-1$. Define $a_{e}=$ $\mathrm{RN}_{e}(x \cdot y)$. The number $b_{e}=x \cdot y-a_{e}$ is a floating-point number (see [13] for a proof). An immediate consequence is that Algorithm 3 (Fast2Mult) delivers these numbers $a_{e}$ and $b_{e}$. Checking if $e_{x}+e_{y} \geq e_{\min }+p-1$ may be difficult, however, a sufficient condition for that is $\left|\mathrm{RN}_{e}(x \cdot y)\right| \geq\left(1-2^{-p}\right) \cdot 2^{e_{\min }+p}$.

```
ALGORITHM 3: Fast2Mult \((x, y)\). The Fast2Mult al-
gorithm (see for instance [9], [13], [12]). It requires the
availability of a fused multiply-add (FMA) instruction
for computing \(\mathrm{RN}_{e}\left(x \cdot y-a_{e}\right)\).
    \(a_{e} \leftarrow \mathrm{RN}_{e}(x \cdot y)\)
    \(b_{e} \leftarrow \mathrm{RN}_{e}\left(x \cdot y-a_{e}\right)\)
```

We will also use the following, classical results, due to Hauser [7] and Sterbenz [16] (the proofs are straightforward, see for instance [12]).

Lemma 1 (Hauser). If $x$ and $y$ are floating-point numbers, and if the number $\mathrm{RN}_{e}(x+y)$ is subnormal, then $x+y$ is $a$ floating-point number, which implies $\mathrm{RN}_{e}(x+y)=x+y$.

Lemma 2 (Sterbenz). If $x$ and $y$ are floating-point numbers that satisfy $x / 2 \leq y \leq 2 x$, then $x-y$ is a floating-point number, which implies $\mathrm{RN}_{e}(x-y)=x-y$.

As said above, when $\mathrm{RN}_{0}(t)$ and $\mathrm{RN}_{e}(t)$ differ, $\mathrm{RN}_{0}(t)$ is obtained by subtracting $\operatorname{sign}(t) \cdot \operatorname{ulp}_{H}\left(\mathrm{RN}_{e}(t)\right)$ from $\mathrm{RN}_{e}(t)$. Therefore, we need to be able to compute $\operatorname{sign}(a) \cdot \operatorname{ulp}_{H}(a)$. If $|a|>2^{e_{\text {min }}}$, this can be done using Algorithm 4 below, which is a variant of an algorithm introduced by Rump [15].

ALGORITHM 4: Computing $\operatorname{sign}(a) \cdot \operatorname{ulp}_{H}(a)$ for $|a|>2^{e_{\text {min }}}$. Uses the FP constant $\psi=1-2^{-p}$.
$z \leftarrow \mathrm{RN}_{e}(\psi a)$
$\delta \leftarrow \mathrm{RN}_{e}(a-z)$
return $\delta$

The fact that Algorithm 4 returns $\operatorname{sign}(a) \cdot \operatorname{ulp}_{H}(a)$ when $|a|>2^{e_{\text {min }}}$ is a direct consequence of [15, Lemma 3.6]. See also [8]. Note that when $a>2^{e_{\text {min }}}, z$ equals pred $(a)$. If $a$ is subnormal or zero (i.e., $|a|<2^{e_{\text {min }}}$ ), then Algorithm 4 returns 0 . Interestingly enough, Algorithm 4 almost always returns the same result if we change the tie-breaking rule: the only exception is $|a|=2^{e_{\text {min }}}$, for which $\delta=0$ if the rounding function is $\mathrm{RN}_{e}$, and $\delta=2^{e_{\min }-p+1}$ if the rounding function is $\mathrm{RN}_{0}$. Another remark is that the fact that the radix is 2 is important here (a counterexample in radix 10 is $p=3$ and $a=$ 101). This means that our work cannot be straightforwardly generalized to decimal floating-point arithmetic.

## II. Recomposition

In this section, we start from two floating-point numbers $a_{e}$ and $b_{e}$, that satisfy $a_{e}=\mathrm{RN}_{e}(t)$, with $t=a_{e}+b_{e}$, and we assume $\left|a_{e}\right|>2^{e_{\text {min }}}$. These numbers may have been preliminarily generated by the 2 Sum, Fast2Sum or Fast2Mult algorithms (Algorithms 1, 2, and 3). We want to obtain two floating-point numbers $a_{0}$ and $b_{0}$ such that $a_{0}=\mathrm{RN}_{0}(t)$ and $a_{0}+b_{0}=t$.

One easily notes that $a_{e} \neq \mathrm{RN}_{0}(t)$ only when $b_{e}=$ $-\frac{1}{2} \operatorname{sign}\left(a_{e}\right) \cdot \operatorname{ulp}_{H}\left(a_{e}\right)$. In that case,

$$
\mathrm{RN}_{0}(t)=a_{e}-\operatorname{sign}\left(a_{e}\right) \operatorname{ulp}_{H}\left(a_{e}\right),
$$



Fig. 2. Illustration of the transformation to be performed in the case $a_{e}+b_{e}>$ 0 (the case $a_{e}+b_{e}<0$ is symmetrical). The thick vertical lines represent the floating-point numbers. The numbers $a_{e}$ and $b_{e}$ may have been previously obtained using 2Sum, Fast2Sum, or Fast2Mult.
and

$$
t-\mathrm{RN}_{0}(t)=-b_{e}
$$

This is illustrated by Figure 2, and this leads to Algorithm 5 below.

```
ALGORITHM 5: \(\operatorname{Recomp}\left(a_{e}, b_{e}\right)\). From two FP
numbers \(a_{e}\) and \(b_{e}\) such that \(a_{e}=\operatorname{RN}_{e}\left(a_{e}+b_{e}\right)\)
and \(\left|a_{e}\right|>2^{e_{\text {min }}}\), computes \(a_{0}\) and \(b_{0}\) such that
\(a_{0}+b_{0}=a_{e}+b_{e}\) and \(a_{0}=\operatorname{RN}_{0}\left(a_{e}+b_{e}\right)\). Uses
the FP constant \(\psi=1-2^{-p}\).
    \(z \leftarrow \mathrm{RN}_{e}\left(\psi \cdot a_{e}\right)\)
    \(\delta \leftarrow \mathrm{RN}_{e}\left(z-a_{e}\right)\)
    if \(2 \cdot b_{e}=\delta\) then
        \(a_{0} \leftarrow z\)
        \(b_{0} \leftarrow-b_{e}\)
    else
        \(a_{0} \leftarrow a_{e}\)
        \(b_{0} \leftarrow b_{e}\)
    end if
    return \(\left(a_{0}, b_{0}\right)\)
```

In Algorithm 5, when $2 \cdot b_{e}=\delta$, we must return $a_{0}=a_{e}-\delta$. Lemma 2 applied to the second line of the algorithm implies $\delta=z-a_{e}$. This explains why in that case the value of $a_{0}$ returned by the algorithm is $z$.
Note that if $\left|a_{e}\right| \leq 2^{e_{\text {min }}}$, Algorithm 5 always returns $a_{0}=$ $a_{e}$ and $b_{0}=b_{e}$. This is not a problem for augmentedAddition thanks to Lemma 1, as we are going to see in Section III. For augmentedMultiplication this will require a special handling (see Sections IV-C and IV-D).

In the next two sections, we examine how Algorithm 5 can be used to compute augmentedAddition $(x, y)$ and augmentedMultiplication $(x, y)$.

## III. Use of Algorithm Recomp for implementing AUGMENTEDADDITION

From two input floating-point numbers $x$ and $y$, we wish to compute $\mathrm{RN}_{0}(x+y)$ and $(x+y)-\mathrm{RN}_{0}(x+y)$. Let us first give a simple algorithm (Algorithm 6, below) that returns
a correct result when no exception occurs (i.e, the returned values are finite floating-point numbers).

```
ALGORITHM 6: AA-Simple \((x, y)\) : computes
augmentedAddition \((x, y)\) when no exception occurs.
    if \(|y|>|x|\) then
        \(\operatorname{swap}(x, y)\)
    end if
    \(\left(a_{e}, b_{e}\right) \leftarrow \operatorname{Fast2Sum}(x, y)\)
    \(\left(a_{0}, b_{0}\right) \leftarrow \operatorname{Recomp}\left(a_{e}, b_{e}\right)\)
    return \(\left(a_{0}, b_{0}\right)\)
```

Theorem 1. The values $a_{0}$ and $b_{0}$ returned by Algorithm 6 satisfy:

1) if $a_{0}$ and $b_{0}$ are finite numbers then $\left(a_{0}, b_{0}\right)=$ augmentedAddition $(x, y)$;
2) when $x+y=0, a_{0}$ and $b_{0}$ are equal to zero too (as expected), but possibly with signs that differ from the ones specified in the standard;
3) if $|x+y|=\Omega+2^{e_{\max }-p}=\left(2-2^{-p}\right) \cdot 2^{e_{\max }}$ then $a_{0}= \pm \infty$ and $b_{0}$ is $\pm \infty$ (with a sign different from the one of $a_{0}$ ), whereas the correct values would have been $a_{0}= \pm \Omega$ and $b_{0}= \pm 2^{e_{\max }-p}$ (with the appropriate signs);
4) if $|x+y|>\Omega+2^{e_{\max }-p}$ then $a_{0}= \pm \infty$ (with the appropriate sign) and $b_{0}$ is either NaN or $\pm \infty$ (possibly with a wrong sign), whereas the standard requires $a_{0}=b_{0}=\infty$ (with the same sign as $x+y$ ).

The first item in Theorem 1 is an immediate consequence of the properties of the Fast2Sum and Recomp algorithms. More precisely: we have $a_{e}=\operatorname{RN}_{e}(x+y)$ and $a_{e}+b_{e}=x+y$. Hence,

- if $\left|a_{e}\right|>2^{e_{\text {min }}}$ then $\operatorname{Recomp}\left(a_{e}, b_{e}\right)$ gives the expected result;
- if $\left|a_{e}\right| \leq 2^{e_{\text {min }}}$ then from Lemma 1, we know that the floating-point addition of $x$ and $y$ is exact, hence $b_{e}=0$. We easily deduce that $\operatorname{Recomp}\left(a_{e}, b_{e}\right)=\left(a_{e}, b_{e}\right)$ which is the expected result. In particular, if $a_{e}=0$ then we obtain $a_{0}=b_{0}=0$ (possibly with wrong signs, as indicated in the second item in Theorem 1, see below for an explanation).
Note that if we are certain that $|x| \neq \Omega$ (so that $2 \operatorname{Sum}(x, y)$ can be called without any risk of spurious overflow) we can replace lines 1 to 4 of the algorithm by a simple call to $2 \operatorname{Sum}(x, y)$.

Now, consider the second item in Theorem 1. Note that Lemma 1 implies that $x+y=0$ and $\mathrm{RN}_{e}(x+y)=0$ are equivalent. In that case, the standard requires that $a_{0}=\mathrm{RN}_{0}(x+y)$ should be +0 except when $x=y=-0$ (and in that case, $a_{0}$ should be -0 ), and that $b_{0}$ should be equal to $a_{0}$ [14]. However, the signs of the zero values delivered by Algorithm 6 may differ from these specifications:

- if $(x=-y$ and $|x| \neq 0)$ or $(x=-0$ and $y=+0)$ or ( $x=+0$ and $y=+0$ ) then Algorithm 6 returns $a_{0}=+0$ and $b_{0}=-0$, whereas the desired result is $a_{0}=b_{0}=+0$;
- if $x=+0$ and $y=-0$ then Algorithm 6 returns the desired result, namely $a_{0}=b_{0}=+0$ (note that if we replace Fast 2 Sum by 2 Sum in the algorithm, we obtain $a_{0}=+0$ and $b_{0}=-0$ );
- if $x=-0$ and $y=-0$ then Algorithm 6 returns $a_{0}=-0$ and $b_{0}=+0$, whereas the desired result is $a_{0}=b_{0}=$ -0 (note that if we replace Fast2Sum by 2 Sum in the algorithm, we obtain $a_{0}=b_{0}=-0$ ).
Hence, if the signs of the zero variables matter in the target application, one has to add to add the following lines to Algorithm 6 after Line 5:

$$
\text { if } \begin{aligned}
& b_{0}=0 \text { then } \\
& b_{0} \leftarrow(+0) \times a_{0}
\end{aligned}
$$

end if
The third item in Theorem 1 follows immediately by applying Algorithm 6 to the corresponding input value.

Concerning the 4th item in Theorem 1, Table I gives the values returned by Algorithm 6 when $x+y>\Omega+2^{e_{\max }-p}$ (the case $x+y<-\Omega-2^{e_{\max }-p}$ is symmetrical).

TABLE I
Values obtained using Algorithm 6 (possibly with a REPLACEMENT OF FAST2SUM BY 2SUM) WHEN $x+y>2^{e_{\max }}\left(2-2^{-p}\right)$ (RESP. ALGORITHM 8 WHEN $x \cdot y>2^{e_{\max }}\left(2-2^{-p}\right)$ ). THE CASE WHERE $x+y$ (RESP. $x \cdot y$ ) IS NEGATIVE IS SYMMETRICAL.

|  | $\left(a_{e}, b_{e}\right)$ <br> obtained <br> through <br> $2 S u m$ | $\left(a_{e}, b_{e}\right)$ <br> obtained <br> through <br> Fast2Sum | $\left(a_{e}, b_{e}\right)$ <br> obtained <br> through <br> Fast2Mult | Result <br> required <br> by the <br> standard |
| :---: | :--- | :--- | :--- | :--- |
| $a_{0}$ | $+\infty$ | $+\infty$ | $+\infty$ | $+\infty$ |
| $b_{0}$ | NaN | $-\infty$ | $-\infty$ | $+\infty$ |

If the considered applications only require augmentedAddition to follow the specifications when no exception occurs, Algorithm 6 (possibly with the above given additional lines if the signs of zeros matter) is a good candidate. If we wish to always follow the specifications, we suggest using Algorithm 7 below.

Theorem 2. The output $\left(a_{0}, b_{0}\right)$ of Algorithm 7 is equal to augmentedAddition $(x, y)$.

We just give a sketch of the proof.

## Proof.

- when $b_{0} \neq 0$ at Line 6 of the algorithm and $a_{e} \neq \pm \infty$, Algorithm 7 behaves exactly as Algorithm 6. A quick look at Algorithm 1 shows that if $a_{e}= \pm \infty$ then $b_{0}=$ $\pm \infty$ too;
- we have just explained the case $a_{0}=0$ before;
- when $a_{e}= \pm \infty$, there are two possibilities (as discussed in cases 3 and 4 of Theorem 1): either $|x+y|=\Omega+$ $2^{e_{\max }-p}=\left(2-2^{-p}\right) \cdot 2^{e_{\max }}$, in which case we must return $a_{0}= \pm \Omega$ and $b_{0}= \pm 2^{e_{\max }-p}$ (with the appropriate signs), or $|x+y|>\Omega+2^{e_{\max }-p}$, in which case we must return $a_{0}=b_{0}= \pm \infty$ (with the appropriate sign, namely the sign of $a_{e}$ ). This issue is dealt with at Lines 8 to

```
ALGORITHM 7: AA-Full \((x, y)\) : computes
augmentedAddition \((x, y)\) in all cases.
    if \(|y|>|x|\) then
        \(\operatorname{swap}(x, y)\)
    end if
    \(\left(a_{e}, b_{e}\right) \leftarrow \operatorname{Fast} 2 \operatorname{Sum}(x, y)\)
    \(\left(a_{0}, b_{0}\right) \leftarrow \operatorname{Recomp}\left(a_{e}, b_{e}\right)\)
    if \(b_{0}=0\) then
        \(b_{0} \leftarrow(+0) \times a_{0}\)
    else if \(\left|a_{e}\right|=+\infty\) then
        \(\left(a_{e}^{\prime}, b_{e}^{\prime}\right) \leftarrow \operatorname{Fast2Sum}(0.5 x, 0.5 y)\)
        if ( \(a_{e}^{\prime}=2^{e_{\max }}\) and \(b_{e}^{\prime}=-2^{e_{\max }-p-1}\) ) or
        \(\left(a_{e}^{\prime}=-2^{e_{\max }}\right.\) and \(\left.b_{e}^{\prime}=+2^{e_{\max }-p-1}\right)\) then
            \(a_{0} \leftarrow \mathrm{RN}_{e}\left(a_{e}^{\prime} \cdot\left(2-2^{-p+1}\right)\right)\)
            \(b_{0} \leftarrow-2 b_{e}^{\prime}\)
        else
            \(a_{0} \leftarrow a_{e} \quad\) (infinity with right sign)
            \(b_{0} \leftarrow a_{e}\)
        end if
    end if
    return \(\left(a_{0}, b_{0}\right)\)
```

16 of Algorithm 7: we divide $x$ and $y$ by 2 so that if $|x+y|=\Omega+2^{e_{\max }-p}$, then $x / 2+y / 2$ is computed by Fast2Sum without overflow, which makes it possible to compare it with $\pm\left(\Omega+2^{e_{\max }-p}\right) / 2$.

## IV. Use of Algorithm Recomp for implementing AUGMENTEDMULTIPLICATION

## A. General case

From two input floating-point numbers $x$ and $y$, we wish to compute $\mathrm{RN}_{0}(x \cdot y)$ and $x \cdot y-\mathrm{RN}_{0}(x \cdot y)$ (or, merely, $\mathrm{RN}_{0}\left[x \cdot y-\mathrm{RN}_{0}(x \cdot y)\right]$ when $x \cdot y-\mathrm{RN}_{0}(x \cdot y)$ is not a floating-point number). As we did for augmentedAddition, let us first present a simple algorithm (Algorithm 8 below). Unfortunately, it will be less general than the simple addition algorithm: this is due to the fact that when the absolute value of the product of two floating-point numbers is less than or equal to $2^{e_{\min }+p}$, it may not be exactly representable by the sum of two floating-point numbers (an example is $x=1+2^{-p+1}$ and $y=2^{e_{\text {min }}}+2^{e_{\min }-p+1}$ : their product $2^{e_{\text {min }}}+2^{e_{\text {min }}-p+2}+2^{e_{\text {min }}-2 p+2}$ cannot be a sum of two FP numbers, since such a sum is necessarily a multiple of $2^{e_{\text {min }}-p+1}$ ).

```
ALGORITHM 8: AM-Simple \((x, y)\) : computes
augmentedMultiplication \((x, y)\) when \(2^{e_{\min }+p}<\)
\(\left|\mathrm{RN}_{e}(x \cdot y)\right|<+\infty\).
    1: \(\left(a_{e}, b_{e}\right) \leftarrow\) Fast2Mult \((x, y)\)
    \(\left(a_{0}, b_{0}\right) \leftarrow \operatorname{Recomp}\left(a_{e}, b_{e}\right)\)
    return \(\left(a_{0}, b_{0}\right)\)
```

Theorem 3. If $2^{e_{\min }+p}<\left|\mathrm{RN}_{e}(x \cdot y)\right|<+\infty$ (i.e., $\left.2^{e_{\min }+p}+2^{e_{\min }+1} \leq\left|\mathrm{RN}_{e}(x \cdot y)\right| \leq \Omega\right)$ then the output $\left(a_{0}, b_{0}\right)$ of Algorithm 8 is equal to augmentedMultiplication $(x, y)$.
Proof. If $2^{e_{\min }+p}+2^{e_{\min }+1} \leq\left|\mathrm{RN}_{e}(x \cdot y)\right| \leq \Omega$ then we know that

- $\left(a_{e}, b_{e}\right)=$ Fast2Mult $(x, y)$ gives $a_{e}+b_{e}=x \cdot y$;
- $\left|a_{e}\right|>2^{e_{\text {min }}}$;
therefore $\operatorname{Recomp}\left(a_{e}, b_{e}\right)$ returns the expected result.
The lower bound $2^{e_{\min }+p}+2^{e_{\min }+1}$ in Theorem 3 comes from the fact that if $\left|\operatorname{RN}_{e}(x \cdot y)\right|$ is below that value, Fast2Mult $(x, y)$ may not deliver a correct result.

As for the addition algorithm, when $b_{0}=0$, it may have the wrong sign. Again, if the signs of the zero variables matter in the target application, one has to add to add the following lines to Algorithm 8 after Line 2:

```
if \(b_{0}=0\) then
    \(b_{0} \leftarrow(+0) \times a_{0}\)
end if
```

Let us now examine how the cases $\mathrm{RN}_{e}(x \cdot y)= \pm \infty$ and $\left|\mathrm{RN}_{e}(x \cdot y)\right| \leq 2^{e_{\min }+p}$ can be addressed.

## B. First special case: if $\mathrm{RN}_{e}(x \cdot y)= \pm \infty$

In this case, in a way very similar to what we did for augmented addition,

- either $|x \cdot y|=\Omega+2^{e_{\max }-p}=\left(2-2^{-p}\right) \cdot 2^{e_{\max }}$, in which case we must return $a_{0}= \pm \Omega$ and $b_{0}= \pm 2^{e_{\max }-p}$ (with the appropriate signs), whereas one easily checks that Algorithm 8 delivers a wrong result;
- or $|x \cdot y|>\Omega+2^{e_{\max }-p}$, in which case we must return $a_{0}=b_{0}= \pm \infty$ (with the appropriate signs), whereas Table I shows that Algorithm 8 delivers a wrong result for $b_{0}$.
The problem is addressed easily. It suffices to compute $\left(a_{e}^{\prime}, b_{e}^{\prime}\right)=\operatorname{Fast} 2 \operatorname{Mult}(0.5 \cdot x, y)$. If $|x \cdot y|=\Omega+2^{e_{\max }-p}$, then $x \cdot y / 2$ is computed by Fast2Mult without overflow, which makes it possible to compare it with $\pm\left(\Omega+2^{e_{\max }-p}\right) / 2$. If it turns out that $|x \cdot y / 2| \neq\left(\Omega+2^{e_{\max }-p}\right) / 2$ we must return $a_{0}=b_{0}=\mathrm{RN}_{e}(x \cdot y)$.

The case $\left|\mathrm{RN}_{e}(x \cdot y)\right| \leq 2^{e_{\text {min }}+p}$ is more complex. We will separately examine the case $\left|\mathrm{RN}_{e}(x \cdot y)\right| \leq 2^{e_{\text {min }}+1}-2^{e_{\text {min }}-p+1}$ (for which $b_{0}$ is always zero) and the case $2^{e_{\text {min }}+1} \leq \mid \mathrm{RN}_{e}(x$. $y) \mid \leq 2^{e_{\text {min }}+p}$.
C. Second special case: if $\left|\mathrm{RN}_{e}(x \cdot y)\right| \leq 2^{e_{\text {min }}+1}-2^{e_{\text {min }}-p+1}$

In that case, $\left|x \cdot y-\mathrm{RN}_{0}(x \cdot y)\right| \leq 2^{e_{\text {min }}-p}$ and thus $\mathrm{RN}_{0}\left(x \cdot y-\mathrm{RN}_{0}(x \cdot y)\right)=0$, so we only have to focus on the computation of $\mathrm{RN}_{0}(x \cdot y)$. We also assume that $\mathrm{RN}_{e}(x \cdot y) \neq 0$ (otherwise, it suffices to return the pair $(0,0)$ ). We therefore have

$$
\begin{equation*}
2^{e_{\min }-p}<|x \cdot y|<2^{e_{\min }+1}-2^{e_{\min }-p} \tag{2}
\end{equation*}
$$

Let $a_{e}$ be $\mathrm{RN}_{e}(x \cdot y)$, and let us successively compute (using FMA instructions)

$$
\begin{aligned}
t_{1} & =\mathrm{RN}_{e}\left(x \cdot y \cdot 2^{2 p}\right) \\
t_{2} & =\mathrm{RN}_{e}\left(x \cdot y \cdot 2^{2 p}-t_{1}\right)=x \cdot y \cdot 2^{2 p}-t_{1} \\
t_{3} & =\mathrm{RN}_{e}\left(t_{1}-a_{e} \cdot 2^{2 p}\right)
\end{aligned}
$$

One easily checks that (1) implies that $t_{1}$ can be computed without overflow. Let us show that $\theta_{3}=t_{1}-a_{e} \cdot 2^{2 p}$ is a floating-point number. This will imply $t_{3}=\theta_{3}=$ $t_{1}-a_{e} \cdot 2^{2 p}$ (hence, $\theta_{3}$ can be computed with an FMA, or with a multiplication followed by a subtraction). Note that (2) implies $\left|2^{2 p} x \cdot y\right|<2^{e_{\min }+2 p+1}-2^{e_{\min }+p}$, so that $\left|t_{1}\right| \leq 2^{e_{\min }+2 p+1}-2^{e_{\min }+p+1}$ and ulp $\left(t_{1}\right) \leq 2^{e_{\min }+p+1}$. Also, we have $\left|x \cdot y \cdot 2^{2 p}\right|>2^{e_{\min }+p}$, which implies $\left|t_{1}\right| \geq 2^{e_{\text {min }}+p}$.

Finally, since $a_{e}$ is a multiple of $2^{e_{\text {min }}-p+1}$, the number $2^{2 p} \cdot a_{e}$ is a multiple of $2^{e_{\min }+p+1}$. Therefore, $\theta_{3}$ is a multiple of ulp $\left(t_{1}\right)$.

Now, from $x \cdot y-2^{e_{\min }-p} \leq\left|a_{e}\right| \leq x \cdot y+2^{e_{\min }-p}$, we deduce

$$
x \cdot y \cdot 2^{2 p}-2^{e_{\min }+p} \leq\left|a_{e}\right| \cdot 2^{2 p} \leq x \cdot y \cdot 2^{2 p}+2^{e_{\min }+p}
$$

which implies
$t_{1}-\frac{1}{2} \operatorname{ulp}\left(t_{1}\right)-2^{e_{\min }+p} \leq\left|a_{e}\right| \cdot 2^{2 p} \leq t_{1}+\frac{1}{2} \operatorname{ulp}\left(t_{1}\right)+2^{e_{\min }+p}$, so that

$$
\left|t_{1}-a_{e} \cdot 2^{2 p}\right| \leq \frac{1}{2} \operatorname{ulp}\left(t_{1}\right)+2^{e_{\min }+p} \leq \frac{1}{2} \operatorname{ulp}\left(t_{1}\right)+\left|t_{1}\right| .
$$

Hence, $\theta_{3}$ is a multiple of $\operatorname{ulp}\left(t_{1}\right)$ of magnitude less than or equal to $\frac{1}{2} \mathrm{ulp}\left(t_{1}\right)+\left|t_{1}\right|$. An immediate consequence is that $\theta_{3}$ is a floating-point number, which implies $t_{3}=\theta_{3}$.

Now, we wish to compute $a_{0}=\mathrm{RN}_{0}(x \cdot y)$. If $x \cdot y=$ $a_{e}-\operatorname{sign}\left(a_{e}\right) \cdot 2^{e_{\min }-p}$ then $a_{0}=a_{e}-\operatorname{sign}\left(a_{e}\right) \cdot 2^{e_{\min }-p+1}$ (computed without error), otherwise $a_{0}=a_{e}$. Hence we have to decide whether $x \cdot y=a_{e}-\operatorname{sign}\left(a_{e}\right) \cdot 2^{e_{\min }-p}$. This is equivalent to checking if $t_{2}+t_{3}=-\operatorname{sign}\left(a_{e}\right) \cdot 2^{e_{\min }+p}$. This can be done as follows: first note that since $t_{3}$ is a multiple of $\operatorname{ulp}\left(t_{1}\right)$ and $\left|t_{2}\right| \leq \frac{1}{2} \operatorname{ulp}\left(t_{1}\right)$, either $t_{3}=0$ or $\left|t_{3}\right|>\left|t_{2}\right|$. In any case, it follows from the properties of Algorithm 1 (Fast2Sum) that checking if

$$
t_{2}+t_{3}=-\operatorname{sign}\left(a_{e}\right) \cdot 2^{e_{\min }+p}
$$

is equivalent to checking if

$$
\begin{gathered}
z:=\mathrm{RN}_{e}\left(t_{2}+t_{3}\right)=-\operatorname{sign}\left(a_{e}\right) \cdot 2^{e_{\min }+p} \\
\text { and } \\
\operatorname{RN}_{e}\left(z-t_{3}\right)=t_{2}
\end{gathered}
$$

D. Last special case: if $2^{e_{\min }+1} \leq\left|\mathrm{RN}_{e}(x \cdot y)\right| \leq 2^{e_{\min }+p}$

In that case, we know that $x \cdot y-\mathrm{RN}_{0}(x \cdot y)$ is of magnitude less than or equal to $2^{e_{\text {min }}}$, but is not necessarily a floatingpoint number. The standard requires that we return $\mathrm{RN}_{0}(x \cdot y)$ and $\mathrm{RN}_{0}\left(x \cdot y-\mathrm{RN}_{0}(x \cdot y)\right)$.

First, we apply Algorithm 8 to the product $\left(2^{p} x\right) \cdot y$. One easily checks that (1) implies that $2^{p} x$ and $\mathrm{RN}_{e}\left(\left(2^{p} x\right) \cdot y\right)$ can be computed without overflow. This gives two values, say $a^{\prime}$ and $b^{\prime}$, such that $a^{\prime}=\mathrm{RN}_{0}\left(2^{p} x \cdot y\right)$ and $b^{\prime}=2^{p} x \cdot y-a^{\prime}$. We immediately deduce that $2^{-p} a^{\prime}$ is the expected $\mathrm{RN}_{0}(x \cdot y)$. Obtaining $\mathrm{RN}_{0}\left(x \cdot y-2^{-p} a^{\prime}\right)=\mathrm{RN}_{0}\left(2^{-p} b^{\prime}\right)$ is slightly more tricky. We first compute $\beta=\mathrm{RN}_{e}\left(2^{-p} b^{\prime}\right)$. The number $\beta$ is equal to the expected $\mathrm{RN}_{0}\left(2^{-p} b^{\prime}\right)$ unless

$$
\begin{equation*}
\beta-\left(2^{-p} b^{\prime}\right)=\operatorname{sign}(\beta) \cdot 2^{e_{\min }-p} \tag{3}
\end{equation*}
$$

in which case, one should replace $\beta$ by $\beta-\operatorname{sign}(\beta) \cdot 2^{e_{\min }-p+1}$. Equation (3) is implied by

$$
2^{p} \beta-b^{\prime}=\operatorname{sign}(\beta) \cdot 2^{e_{\min }}
$$

a condition which is easy to test since the subtraction is exact: $2^{p} \beta-b^{\prime}$ is a multiple of $2^{e_{\text {min }}-p+1}$, of magnitude less than or equal to $2^{e_{\text {min }}}$, hence it is a floating-point number.

All this gives Algorithm 9 and Theorem 4, below.

```
ALGORITHM 9: AM-Full \((x, y)\) : computes
augmentedMultiplication \((x, y)\) in all cases.
    \(a_{e} \leftarrow \mathrm{RN}_{e}(x \cdot y)\)
    if \(\left|a_{e}\right|=+\infty\) then
        \(x^{\prime} \leftarrow 0.5 \cdot x\)
        \(\left(a_{e}^{\prime}, b_{e}^{\prime}\right) \leftarrow\) Fast2Mult \(\left(x^{\prime}, y\right)\)
        if ( \(a_{e}^{\prime}=2^{e_{\text {max }}}\) and \(b_{e}^{\prime}=-2^{e_{\text {max }}-p+1}\) ) or
        \(\left(a_{e}^{\prime}=-2^{e_{\max }}\right.\) and \(\left.b_{e}^{\prime}=+2^{e_{\max }-p+1}\right)\) then
            \(a_{0} \leftarrow \mathrm{RN}_{e}\left(a_{e}^{\prime} \cdot\left(2-2^{-p+1}\right)\right)\)
            \(b_{0} \leftarrow-2 b_{e}^{\prime}\)
        else
            \(a_{0} \leftarrow a_{e} \quad\) (infinity with right sign)
            \(b_{0} \leftarrow a_{e}\)
        end if
    else if \(\left|a_{e}\right| \leq 2^{e_{\text {min }}+p}\) then
        if \(a_{e}=0\) then
            \(a_{0} \leftarrow a_{e}\)
            \(b_{0} \leftarrow a_{e}\)
        else if \(\left|a_{e}\right| \leq 2^{e_{\min }+1}-2^{e_{\min }-p+1}\) then
            \(b_{0} \leftarrow 0\)
            \(\left(t_{1}, t_{2}\right) \leftarrow\) Fast2Mult \(\left(\left(x \cdot 2^{2 p}\right), y\right)\)
            \(t_{3} \leftarrow \mathrm{RN}_{e}\left(t_{1}-a_{e} \cdot 2^{2 p}\right)\)
            \(z \leftarrow \mathrm{RN}_{e}\left(t_{2}+t_{3}\right)\)
            if \(\left(z=-\operatorname{sign}\left(a_{e}\right) \cdot 2^{e_{\min }+p}\right)\) and
            \(\left(\mathrm{RN}_{e}\left(z-t_{3}\right)=t_{2}\right)\) then
                \(a_{0} \leftarrow a_{e}-\operatorname{sign}\left(a_{e}\right) \cdot 2^{e_{\text {min }}-p+1}\)
            else
                \(a_{0} \leftarrow a_{e}\)
            end if
        else
            \(\left(a^{\prime}, b^{\prime}\right) \leftarrow\) AM-Simple \(\left(2^{p} x, y\right)\)
            \(a_{0} \leftarrow \operatorname{RN}_{e}\left(2^{-p} \cdot a^{\prime}\right)\)
            \(\beta \leftarrow \mathrm{RN}_{e}\left(2^{-p} \cdot b^{\prime}\right)\)
            if \(\mathrm{RN}_{e}\left(2^{p} \beta-b^{\prime}\right)=\operatorname{sign}(\beta) \cdot 2^{e_{\text {min }}}\) then
                \(b_{0} \leftarrow \beta-\operatorname{sign}(\beta) \cdot 2^{e_{\min }-p+1}\)
            else
                \(b_{0} \leftarrow \beta\)
            end if
        end if
    else
        \(b_{e} \leftarrow \mathrm{RN}_{e}\left(x \cdot y-a_{e}\right)\)
        \(\left(a_{0}, b_{0}\right) \leftarrow \operatorname{Recomp}\left(a_{e}, b_{e}\right)\)
    end if
    return \(\left(a_{0}, b_{0}\right)\)
```

Theorem 4. The output $\left(a_{0}, b_{0}\right)$ of Algorithm 9 is equal to augmentedMultiplication $(x, y)$.

## V. Formal proof

Arithmetic algorithms can be used in critical applications. Their proof can be somehow complex, with many particular cases to be considered. This makes them a good candidate for formal proof. We have used the Coq proof assistant and the Flocq library [3] for our development towards Theorems 1 and 4.

Our formal proof can be downloaded at https://hal. archives-ouvertes.fr/hal-02137968.

Note that we have aimed at genericity. In particular, we have tried to generalize the tie-breaking rule when possible. The precision and minimal exponent are hardly constrained as we only require $p>1$ and $e_{\min }<0$. As explained above, the radix must be 2 as Algorithm 4 does not hold for radix 10 (the definitions and first properties of $\mathrm{ulp}_{H}$ and $\mathrm{RN}_{0}$ are generic though).

A very important limitation of these proofs is that overflows, infinite numbers, and the signs of zeroes are not considered. The reason is that we only use the Flocq formalization of floating-point numbers as a subset of real numbers. Therefore, zeroes are merged and there are neither infinities, nor NaNs. It allows us to state the final theorems in the most understandable way: $a_{0}=\mathrm{RN}_{0}(t)$ and $a_{0}+b_{0}=t$ or at least $b_{0}=\mathrm{RN}_{0}\left(t-a_{0}\right)$ (with $t$ being either the sum or product of two floatingpoint numbers). In a comprehensive model with all IEEE754 special values, the algorithm specification gets much more complicated and less readable, hence our formalization choice.
The formal proof quite follows the mathematical proof described above. Of course, we had to add several lemmas and to define $\mathrm{RN}_{0}$ and its properties. This definition was very similar to the definition of rounding-to-nearest with tiebreaking away from zero defined by the standard for decimal arithmetic [1], and most of the proofs were nearly identical.
We then proved the correctness of Algorithm 4. In this case for $|a|>2^{e_{\text {min }}}$, the two $\mathrm{RN}_{e}$ roundings may be replaced with a rounding to nearest with any tie-breaking rule (they may even differ). Algorithm 5 is also proven. Similarly, the two $\mathrm{RN}_{e}$ roundings may in fact use any tie-breaking rule. The proof of Theorem 1 is then easily deduced, with Recomp using any two tie-breaking rules.

As on paper, the proof of Theorem 4 is more intricate, with many subcases, even if we handle only cases A (without the zeros), C, and D. Here, the case split depends on the tiebreaking rule: the equalities may be either strict or large depending upon the tie-breaking rule. For the sake of simplicity, we chose to stick to the pen-and-paper proof and share the same case split. We then require some roundings to use tiebreaking to even. We were not able to generalize the proof at a reasonable cost to handle all tie-breaking rules. Nevertheless, the proof was formally done and we were able to prove the correctness of Theorems 1 and 4 (without considering overflows and signs of zeroes). The Coq statements are as
follows (with few simplifications for the sake of readability). Note that $c 1 \ldots c 7$ are arbitrary tie-breaking rules.

```
Definition Recomp := fun c1 c2 a b \(\Rightarrow\)
    let \(z:=r o u n d \_f l t c 1\) (psi*a) in
    let \(d:=r o u n d \_f l t c 2(z-a)\) in
        if (Req_bool \((2 * b)\) d) then \((z,-b)\) else \((a, b)\).
    Definition AA_Simple := fun c1 c2 x y \(\Rightarrow\)
        let ( \(x^{\prime}, y^{\prime}\) ) := if (Rlt_bool (Rabs x) (Rabs y))
            then \((y, x)\) else ( \(x, y\) ) in
        let (ae,be) := Fast2Sum x' y' in
            Recomp c1 c2 ae be.
    Definition AM_Full := fun c1 c2 c3 c4 c5 c6 c7 x y \(\Rightarrow\)
        let ae := round_flt ZnearestE \((x * y)\) in
        if (Rle_bool (Rabs ae) (bpow (emin+prec))) then
    (* zero *)
        if (Req_bool ae 0) then \((0,0)\) else
    (* very small *)
        if (Rle_bool (Rabs ae) (bpow (emin+1) -
                    bpow (emin-prec+1))) then
                    let \(\mathrm{t} 1:=\) round_flt c1 \((x *(y *\) bpow \((2 *\) prec \())\) ) in
                    let \(\mathrm{t} 2:=\) round_flt c2 \((\mathrm{x} *(\mathrm{y} * \mathrm{bpow}(2 * \mathrm{prec}))-\mathrm{t} 1)\) in
                    let \(\mathrm{t} 3:=\) round_flt c3 (t1 - ae*bpow \((2 * \mathrm{prec})\) ) in
                    let \(z\) := round_flt ZnearestE (t2+t3) in
                        if (andb (Req_bool z (-sign(ae)*bpow (emin+prec)))
                            (Req_bool (round_flt ZnearestE (z-t3)) t2))
                        then (ae-sign(ae)*bpow (emin-prec+1),0)
                        else (ae,0)
        (* medium small*)
        else let t1 := round_flt c1 \((x *(y * b p o w ~ p r e c))\) in
            let \(\mathrm{t} 2:=\) round_flt c2 \((x *(y * b p o w\) prec \()\) - t1) in
            let \(A^{\prime}:=\) Recomp emin prec c3 c4 t1 t2 in
            let a0 := round_flt c5 (bpow (-prec)*fst A') in
            let beta := round_flt c6 (bpow (-prec)*snd A') in
            let \(z:=\) round_flt c7 (bpow prec*beta-snd A') in
            if (Req_bool z (sign beta*bpow emin))
                then (a0, beta - sign(beta)*bpow (emin-prec+1))
                else (a0,beta)
        (*big*)
        else
            let be := round_flt ZnearestE ( \(x * y-a e\) ) in
                        Recomp c1 c2 ae be.
    Lemma AA_Simple_correct : forall c1 c2 x y,
        format_flt \(x \rightarrow\) format_flt \(y \rightarrow\)
        let \((\mathrm{a} 0, \mathrm{~b} 0):=A A \_S i m p l e \mathrm{c} 1 \mathrm{c} 2 \mathrm{x} y\) in
            \(x+y=a 0+b 0 \wedge a 0=\) round_flt Znearest0 \((x+y)\).
    Lemma AM_Full_correct : forall c1 c2 c3 c4 c5 c6 c7 xy,
        format_flt \(x \rightarrow\) format_flt \(y \rightarrow\)
        let \((a 0, b 0):=A M \_F u l l\) c1 c2 c3 c4 c5 c6 c7 x y in
            a0 = round_flt Znearest0 (x*y)
                \(\wedge \mathrm{b} 0=\) round_flt Znearest0 \((x * y-a 0)\).
```


## VI. IMPLEMENTATION AND COMPARISON

We have implemented the algorithms presented in this paper in binary 64 (a.k.a. double precision) arithmetic, as well as emulation algorithms based on integer arithmetic. We used an x86_64 processor under GNU/Linux (Debian 4.9.1443 ), and the programs were compiled using GCC (Debian 6.3.0-18+deb9u1) 6.3.0 20170516, with the option -O3 -march=native.
The statistical distribution of the number of cycles (using $10^{6}$ samples, assuming uniform distribution of the significands and the exponents, and no overflows but including subnormal results) is given in Figures 3 (for our augmentedAddition algorithm, Algorithm 7), 4 (for an integer-based emulation
of augmentedAddition), 5 (for our augmentedMultiplication algorithm, Algorithm 9), and 6 (for an integer-based emulation of augmentedMultiplication). The average timings are given in the first half of Table II. The second half of Table II gives average timings for halfway cases.

Concerning augmentedAddition, Algorithm 7 is slightly better than the integer-based emulation in the general case, and significantly better in the bad cases. Concerning augmentedMultiplication, Algorithm 9 is significantly better, except on very rare cases (at the extreme right of Figure 5).


Fig. 3. Statistical distribution of the number of cycles for our augmentedAddition algorithm (Algorithm 7).


Fig. 4. Statistical distribution of the number of cycles for an integer-based emulation of augmentedAddition.

## CONCLUSION

We have presented and implemented algorithms that allow one to emulate the newly suggested "augmented" floatingpoint operations using the classical, rounded-ties-to-even operations. The algorithms are very simple in the general case. Special cases are slightly more involved but will remain infrequent in most applications. These algorithms compare


Fig. 5. Statistical distribution of the number of cycles for our augmentedMultiplication algorithm (Algorithm 9).


Fig. 6. Statistical distribution of the number of cycles for an integer-based emulation of augmentedMultiplication.
favorably with an integer-based emulation of the augmented operations. Furthermore, the availability of formal proofs (despite the limitations presented in Section V) gives much confidence in these algorithms.

TABLE II
Average timings in cycles

| Algorithm | $\sharp$ of cycles |
| :--- | ---: |
| Algorithm 7 (addition, all cases) | 14.62 |
| Integer-based emulation (addition, all cases) | 15.67 |
| Algorithm 9 (multiplication, all cases) | 13.97 |
| Integer-based emulation (multiplication, all cases) | 78.23 |
| Algorithm 7 (addition, halfway cases) | 14.44 |
| Integer-based emulation (addition, halfway cases) | 70.46 |
| Algorithm 9 (multiplication, halfway cases) | 7.41 |
| Integer-based emulation (multiplication, halfway cases) | 60.72 |
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