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A Model of Cooperative Agent Based on Imitation and Maslow’s
Pyramid of needs

Le Guen Herve and Moga Sorin

Abstract— Recent works have addressed the problem of
imitation in the framework of the interactions between two
agents, whether humans or robots. We develop a model aiming
at improving the self-organization of population of robots
by relying on imitation. Imitations between the robots are
regulated by a very simple model of emotional expression. The
model is tested in the context of a simple task for the robots: to
explore their environment to localize sources needed for their
survival. Following a biology-inspired approach, imitation has
been introduced within a population of autonomous agents, as
bidirectional social needs, in line with the Maslow’s Pyramid
of needs [1]. In our model, imitation is integrated into a global
architecture based on artificial neural networks. Running our
simple and scalable model resulted in a significant increase
of the population’s survival rate and a decrease of the global
amount of the average necessary movements of each agent.

I. INTRODUCTION

This paper presents our most recent results on the influence
of imitation within a population of autonomous robots. More
precisely, we attempt to find the minimum elements that can
produce an efficient self-organization. Since the beginning
of artificial intelligence, the role played by intrinsic indi-
vidual intelligence has steadily decreased. Parallel research,
in various fields, was aimed at proving the large amount of
knowledge derived from others in individual intelligence. In
psychology, the most famous experiments were conducted
by Baldwin and Piaget cited by [2], [3], who showed the
importance of imitation in infant development. In ethology,
the collective intelligence of the ant, bee or primate is
well known. A computational point of view emphasizes the
obvious superiority of a distributed exploration of the set of
possible states [4]. This can be a first step towards an efficient
collective intelligence. The next question to solve is then the
sharing of distributed knowledge. The fact that imitation is
the possible root of communication and social learning [5],
[6], [7] is well accepted now, as is shown by the amount
of recent research in this area. One crucial reason for this
growing interest by neuroscientists is probably the discovery
of mirror neurons in primates [7]. The mirror neurons also
fire when an action is performed, or when the same action,
performed by a peer, is perceived. Indeed, the fact that the
smallest functional component of the brain can behave in an
imitative way constitutes a strong argument in favor of the
role of imitation as the root of social abilities. Furthermore,
mirror neurons are located in the equivalent of Broca’s area in
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the human brain, which contains the neurons most involved
in language formulation. We therefore chose to consider in
the present work that self-organization relies on imitation.

By studying the role of imitation in self-organization, we
aim to supplement recent research on the various problems
raised by imitation for robotics. Most of this research deals
with the correspondence problem ([8], [9], [10], [11], [12],
[13], [3] ): how can one get a humanoid robot to learn a
sequence of actions by imitation and to succeed in linking
the different body parts it observes with its own body
components. In line with the analysis presented in [13], deal
with the ”how to imitate” problem. Other works [14], [15]
were focused on how the intention can be perceived by the
robot in order to guide the imitation. In other words, how
the robot can infer the goal of the perceived action and how
this goal can be used to select which part of an action is the
most important.

Conversely, the present paper focuses on the ”when to
imitate” and ”what to imitate” problems, thus implying a
basic perception of intention. We assume that the correspon-
dence problem (i.e the capacity of each robot to associate
its own body components to body part it perceives) is
solved. We propose a way to integrate a controlled imitation
behavior within a population of autonomous robots. It is to a
certain extent a holistic approach. Thus we solved two kinds
of problems: first, how to integrate the imitation into the
behavioral architecture of a robot or agent and, second, how
to integrate it at the population level, i.e. how imitation needs
to be adjusted to other basic behaviors (obstacle avoidance,
random exploration, etc.) , and how the target of imitation can
be selected among a large number of possibilities. Finally, it
should be noted that the context of the study is deliberately
limited to a simple exploratory task: each robot has to
localize a source corresponding to each of its vital needs
in order to survive.

The first part of the paper presents the main phenom-
ena concerning or relating to imitation. We have tried to
determine a minimum set of low-level properties that leads
to an efficient self-organization. This has been achieved in
a large extent by studying an infant’s abilities to imitate.
These abilities include facial imitation [2], perception by
the infant that he or she is being imitated [2], and empathy
[16], [17], [18], [19], [20]. The interest in empathy sprung
directly from the innate ability to imitate facial expressions
and induced the study of emotions. Finally, the study of
emotions was linked to the study of social needs as modeled
by the Maslow’s pyramid of motivations [1]. In a second part,
we describe how each imitation phenomenon is modelled
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within an overall presentation of the robotic architecture and
its implementation. The third part presents simulation results
and compare them with the initial architecture.

II. IMITATION

Research of the minimal properties that an agent needs to
possess in order to obtain efficient interactions leads naturally
to consider what is innate or universal in human beings.
Below are some observed phenomena related to imitation
that present fall into these two categories.

A. Innate imitation abilities

According to Piaget, cited by [3], imitation is a sensory-
motor learning process that leads to intelligence building.
Earlier research focused on on delayed imitation, considered
as a witness of representation appearance. But the studies
undertaken by Meltzoff and Moore emphasized the innate
ability to imitate. At least in the case of facial expression and
simple gestures of tongue, mouth and fingers, the existence
of natural mechanisms that facilitate imitation seems to be
well-accepted now. Years of experiments led Meltzoff to the
active intermodal mapping theory. This theory explains the
phenomenon through the detection of similarities between the
internal representations of, firstly, the visual perception of the
demonstrator’s face, and secondly, the internal representation
of sensory motor perceptions. These representations, in the
form of a map, could facilitate such detection. Although this
mechanism is not yetfully understood, it constitute evidence
of innate imitation abilities. In addition, it provides a clue to
the strong implication of emotions in imitation phenomena.
Moreover, the global linkage seems to be very complete and
sharp: according to Meltzoff [2], the evolution of imitation
is strongly linked to the development of all the personal
aspects of self-knowledge. The more a baby or young infant
learns about himself (motor abilities, goal-oriented actions,
emotions, etc.), the more imitation enables him to make the
association: “if it works this way for me, it must be the
same for others”. This process leads the infant to perceive
very early that the actions of others may express intentions
since he has intentions himself.

B. The perception of the fact of being imitated

An infant is very early able to perceive the fact that an
adult or another infant is imitating him. Studies conducted
by Meltzoff [2] produced some very informative results.
Fourteen month-old babies were more interested by adults
imitating them than by adults imitating video pictures of
another baby. The two aspects of this perception of the
fact of being imitated were separated into, firstly, synchrony
between the baby’s actions and the adult’s actions and, sec-
ondly, the fact that these actions were identical. Experiments
demonstrated that babies were more attracted by imitation
than by merely synchronized actions. Moreover, they also
tested the adults concerned in order to verify that they were
really imitating.

C. Empathy

Although there was little interest in empathy a decade
ago, its definition is hardly a subject of controversy. The
common meaning given to the term is very similar to the
basic definition used by scientists. Decety [16] suggests a
basic definition: “an interaction between any two individuals,
with one experiencing and sharing the feelings of the other.”
. Recent progress in neuroimaging permits a very precise
description of the neural mechanisms involved in empathy.
It is impossible here to describe all these mechanisms in
full, but a superficial summary could be as follows: the
activation of the same zones, except the primary sensory
cortical area, involved in the same real experience with
an intensity depending on each person’s own regulation,
and thanks to a top-down cognitive analysis of the other,
and a bottom-up perception of the other person’s emotional
expression, both processes taking place at the same time. This
last point is of particular interest to us, owing to its direct link
with the innate spontaneous facial imitation phenomenon. In
other words, the perception of facial expression influences
the cognitive process. Most psychologists or neuroscientists
agree that empathy generates a matching spontaneous facial
expression. But studies of imitation, specially the ones by
Meltzoff and Moore, demonstrate that this matching is al-
ready present in the newborn child. So the fact that the simple
perception of facial expression plays a role in a very internal
experience suggests that imitation cannot be studied without
taking emotional expression in account. Section III will
describe how this emotional interaction has been modelled.
An explicit description of the chosen viewpoint regarding the
emotions will be first given below.

D. Emotions

The role played by the expression of emotion in facial
expressions has been outlined in the previous part through the
empathy mechanisms and the imitation of facial expressions.
Many studies have been carried out on the subject of human
emotions which, owing to the great complexity of this phe-
nomenon, and represent many different schools of thought
(see [21] for a review). One point that does not provoke
discussion is the almost universal nature of emotional expres-
sion. Studies [21] show a very low variability in the percep-
tion of facial expressions whatever the population concerned.
In contrast to empathy, nobody has succeeded in giving a
definition of emotions that achieves consensus even within a
single disciplinary field. Nevertheless the results displayed by
Rolls [22], which are based on recent technological advances
in neuroimaging, are very informative and are in line with
other parts of our paper. Rolls proposes that emotions are
not only elicited by rewards and punishments arising from
the current situation but are also influenced by situations
that are expected. For instance, relief can be produced by
the termination or non-appearance of a punishment. In the
same logic, frustration, anger or sadness are the outcomes
of the disappearance or mistaken expectation of a reward.
Motivation is thus the expectation of reward and can be



steered toward a secondary rewarding stimulus that becomes
the goal for action. The model presented in this paper only
focuses on the reward mechanisms and the emotions used
are thus only related to motivation and reward, with the
lack of satisfaction being considered as pain. So the findings
on empathic response to pain have also been used for this
case. Following the same reasoning as in the previous parts
and linked to them, if emotions constitute an appraisal of
the current situation and if those emotions are expressed
in a universal manner, then the emotional expression will
present characteristics well suited to serve as a criterion
in target selection for imitation. Therefore, the fact that,
firstly, new born children are able to perceive which facial
expression is being made before them and, secondly, that
young infants are very early able to make the hypothesis
that their own internal state associated with such acts could
be identical to that of another person doing the same thing,
leads us to consider that these mechanisms are involved in
communication modulation.

E. Maslow’s pyramid of needs

We have presented above the phenomena involved in
imitation that we have chosen to model. The problem is to in-
tegrate all these processes into a global architecture. As there
exist no neurobiological data, we turned towards psychology
and a well established model, namely Maslow’s pyramid
of needs[1]. This model has been used successfully many
times and, despite the date of its publication, it is still used
in numerous domains. According to this model, a human
being’s motivations follow a hierarchy (Fig.1). Although the
influence of each particular need varies from one person to
another the principle is the same. There are two main classes
of needs. The most important needs are called primary needs.
Put briefly, they are made up of the physiological needs
such as eating, breathing, maintaining the bodily temperature,
escaping predators, and so on. According to the theory, if a
deeper need is not satisfied, needs higher up in the hierarchy
cannot be a source of motivation for an individual [1].

Physiology

Safety

Belonging

Esteem

Self actualization

Fig. 1. Maslow’s Pyramid of needs

The second class of needs are called secondary needs.
They constitute the social aspect of human motivation. First
there is the gregarious instinct of human beings: the need to
belong. Human beings need friendship, love, social relation-
ships. This need is the need to belong to a social group, an
association, or any kind of social network. Next is the need

for esteem. This need is in fact bidirectional: human beings
need first of all to feel esteem for others, but also to receive
esteem from others. These two needs have been interpreted,
in our context, as the need to imitate, and the need to be
imitated. They are based, firstly, on the decision process
of the agents(explained in next section) and, secondly, on
the two different kinds of satisfaction, presented with their
properties in the previous section. The fact that rewards
may be shared thanks to an empathic response implies that
a reward must be expected after some social interchange.
Consequently, as the fact of being imitated is perceived by
the agent concerned and as imitation is likely to induce
empathic satisfaction, it seems logical to model them as
needs, that is to say, as expected rewards. Finally, it can
be added that implementing imitation as a social need is
facilitated by the architecture of the initial model [23], which
is based on a subsumption architecture [24]. This is also a
hierarchical architecture composed of basic behaviors. The
implementation of these needs will be described in greater
detail in the next section.

III. MODEL

The model was based on an existing model of an au-
tonomous robot with goal-oriented navigation and imitation
capabilities [25],[26],[27]. Its goals are derived from internal
variables that have to be maintained in a comfort area.
The values of these variables decrease in time. The robot
population’s task is to explore an unknown environment and
to localize sources corresponding to its different intrinsic
needs. Its survival depends upon the satisfaction of these
needs by discovering the different locations of the sources. In
order to link them with Maslow’s pyramid, these individual
needs are called primary needs. In reality, we refer to a
need when the corresponding internal variable falls below
a certain threshold. More generally, this model is structured
as a Brooks architecture [24] with a hierarchy of different
behaviors. These behaviors are, in the first place, obstacle
avoidance, secondly goal-oriented navigation, thirdly imita-
tion, and lastly random exploration. And so, at each compu-
tation step, if a behavior is either unnecessary or impossible,
then the next one is attempted (Fig. 3). To these four basic
behaviors correspond four modules. The obstacle avoidance
module relies on a Braitenberg-like mechanism. The goal-
oriented navigation module is based on a biologically in-
spired model that makes use of the studies by O’Keefe and
Nadel [28] on the hippocampus and cognitive maps. Thanks
to this model, a representation of the environment in the form
of a graph is memorized according to the novelty aspect of a
location by comparing visual landmarks positions[25], [29].
Such a graph allows goal-directed navigation by propagating
motivation from a source corresponding to a real need and
to the current location of the robot. The graph is in fact
implemented as an artificial neural network. This network is
composed of two different layers, one that can be seen as a
sensory cortex is used for self-localization and the other to
propagate the motivation.



Fig. 2. The goal-oriented navigation model [29]

The neurone where global activation, that derives from
both localization and motivation, is maximum, becomes the
goal for next action. Robots can thus retrieve the source loca-
tion by following the motivation gradient (Fig.2). Obviously,
this kind of behavior is only possible when a source location
is known. If that is not the case, the robot switches to the next
behavior module. The next module is the imitation module,
implemented in this initial model as a simple following
imitation behavior, i.e. the robot is able to follow a peer’s
displacement. This behavior was possible when other robots
were present in the field of perception. Lastly, the exploratory
module carries out a random exploration of the environment.

Obstacle avoidance

Goal-oriented navigation

Imitation

Random exploration

Fig. 3. The behavioral architecture

For more explanation about this model, see [23], [29]. In
this paper we present modifications concerning the imitation
module only. As stated earlier, the imitation behavior was
divided into three new natural needs called secondary needs.
To be more precise, they are the acceptance need, the esteem
for others need and the esteem by others need. These needs
induce three new internal variables that, if they are not
satisfied, decrease in time by the following dynamic:

V it+1 = V it.(1− α) (1)

Where V i is the ith secondary variable, and 0 < α < 1.

To each secondary variable corresponds a specific basic
behavior hierarchically integrated into the overall architec-
ture. As a result, they function at the same level as the others,
such as obstacle avoidance or random exploration.

In addition, an external signature has been added in order
to model emotional expression. This signal can be perceived

by the others agents so as to modulate imitation events
within the whole population by giving a new target selection
criterion for imitation.

A. The emotional signature

As already explained, the emotional signature expresses
the current state and the expected state of the agent. There-
fore, the motivational state that constitutes the expected
satisfaction is also expressed in this signature. An agent in its
comfort area displays a neutral signature whereas an internal
variable below a certain threshold induces pain. That pain
will cause a potential empathic response that is likely to
incite another agent to move toward a known source. On
the other hand, a motivated agent is likely to provoke an
attractive empathic response. Indeed, the fact that making
a decision about the action to perform depends upon the
motivation, renders attractive the perception of the motivation
with empathy. Consequently, keeping a motivated agent in
its own field of perception becomes a source of motivation.
This kind of reasoning leads to the selection of the imitation
target according to its motivated state. We posit here that a
motivated agent is thus more attractive than a satisfied one
and that an marked lack of satisfaction induces pain. This
signature expresses the self-appraisal of an agent, according
to the following rule:

S =


50 if ∀i, Vi > s

50 ∗ (1 +Mα)− (V4 + V5)/4 si M > KB

mini{Vi} else

(2)

Where S is the agent signature, 0 < M < 1 its motivation
V i is the ith internal variable, KB a noise constant, and α
serves only to enhance the contrast. To be more precise, when
several source locations propagate motivation, the one with
the lowest internal variable provokes the highest motivation.
Consequently, it is the only one that influences the selection
of the action.

B. The acceptance need

This natural inclination has been interpreted as a gre-
garious instinct. It can also be perceived as the outcome
of a social learning process produced by the combination
of past satisfaction obtained with the help of a peer or by
the empathic propagation of another satisfaction. Indeed, the
empathic response to the perception of obtaining a reward
also induces satisfaction in the observer. In fact, we make
here the hypothesis that an innate empathic capability can
serve as a kind of catalyst of social attraction. Empathy
induces an association between satisfaction and the presence
of others. This presence is considered so necessary to social
satisfaction that it could be modelled as a need in itself.
The association between a pleasure and a location is a well
known result. The conditioned place preference technique
is commonly used in ethology to illustrate this mechanism.
Therefore, the sources that increase the associated internal
variable are locations where a high density of population



is perceived. An agent can thus aim for these meeting
places by using its goal-directed navigation capability. In
other words, the learned meeting location also propagates
motivation through the motivational neural layer in order to
guide the action selection. Moreover, the variable is set at
its highest level each time the number of agents perceived
reaches a percentage (70%) of the expected number, as
initially known when the meeting place was first learned.

C. The esteem for others need

Here our hypothesis is that an imitation event is only
possible if the imitator’s signature is lower than the demon-
strator’s one. When several agents have a higher signature,
the one with the highest is chosen as demonstrator. This
decision mechanism is consistent with the fact that the global
action selection criterion is the level of motivation. Following
the agent with the strongest motivation will produce the
highest motivated state, induced by the empathic response
of the imitator. In this case, using this criterion to make
a decision is equivalent to considering the influence of
empathy. The corresponding internal variable is increased
when an imitation leads to satisfaction, i.e. when an agent
reaches a source by following another during a fixed number
of time step.

Lastly, the fact that the motivational state is perceived, can
be related to the other studies mentioned in the introduction,
where the motivation is a distance to the goal. This kind
of perception does not constitute a perception of intention
but the perception that an agent intends to do something
and of how distant from its goal it is. Perceiving how far
the demonstrator is from the goal will help to decrease the
number of possible goals of an observed action.

D. The need for esteem by others

This need has been interpreted as the need to be imitated.
As with the previous need, action selection follows motiva-
tion intensity through empathy. The pain or the need, felt by
an observed agent, activates the observer’s motivational neu-
ral layer with the result that it moves toward one of its known
sources. That is to say, the lower the emotional signature, the
more it impacts on the internal state of the others. This impact
will generate the observer agent’s motivation; therefore, the
more an agent is in difficulty, the more it is attractive. In
short, internal primary variables decrease by the difference
between the neutral value and the value of the signature
of the agent feeling pain. Consequently, the decrease in
primary variables induces motivation for the observer. This
primary motivation has priority in the hierarchy of needs,
but only in the presence of the agent in pain. Should this
agent disappear, the motivation falls and the move toward
the source stops. The reduction of variables is modulated
by a parameter that can be regarded as the self-regulation
process of empathy described by Decety in [16]. An agent
considers himself as imitated when another agent is behind
him, that is to say, perceived with an azimuth higher than
π/2, during a fixed number of consecutive time step. In order
to reduce the average number of displacements, a new basic

behaviour implanted in the robots is to wait. It is linked to
the esteem by others need and is used when an agent is not
attractive enough to be imitated by the agent in the field
of perception. As for the dynamic aspect of the resource
needed, an agent does not increase the probability of its
meeting another agent by moving. Owing to the acceptance
need, it is likely to be located at a meeting place. The
likelihood of meeting is improved by his waiting there. This
is a passive response to the need for esteem. Moreover,
this passive response maintains the synchrony between the
imitator and the demonstrator. If the imitator gets too far
from the demonstrator it has to wait since its motivation falls
immediately.

Lastly, the satisfaction of the esteem for others need occurs
when a source is reached. But in this case, this satisfaction
comes from the empathic response to the agent’s reward.
The demonstrator associates this empathic satisfaction with
its perception of the fact that it has been imitated. In
other words, this mechanism implies the perception of being
imitated. This phenomenon must also be incorporated into
the set of minimal properties for the implementation of such
a model.

E. Conclusion

Expressing such behaviors in the form of needs presents
many advantages. Although at this stage the implementation
is very simple, it offers the possibility of evolving towards so-
cial learning by extending the current neural layers. Such an
implementation could make the association between signals
that are the most relevant for efficient social interactions. But
here our main objective is to propose a global synthesis of
recent neuroscientific research in the form of a minimal set of
biology-inspired properties. Moreover, the aim of this paper
is also to facilitate the global integration of these properties.
The next part will show that it enhances the efficiency of
exploration by a population of autonomous robots. Lastly
it should be emphasised that all the changes presented here
have little influence on the overall computational complexity.
Indeed, to a large extent they make use of the existing
navigation mechanisms.

IV. RESULTS AND COMPARISON WITH THE INITIAL
MODEL

A. Simulations

The results presented here have been obtained by means of
computer-generated simulations. The simulator used (Fig.4)
relies on a client server architecture. The server constitutes
the environment and agents are clients. The server has
been implemented in java whereas agents are C programs.
They communicate thanks to tcp connections that allows
simulations to run on a parallel architecture, in other words,
the server and the agents can run on different computers. The
most recent version of the simulator could enable simulations
with at least thousands of agents in a reasonable time.

To give a more precise description, this a two dimensional
environment divided into squares. A map can be endowed



with sources, obstacles and landmarks. The size of the
perception field of every agent is a parameter. They can
thus perceive another agent or a source if they are located
in their neighborhood contrary to landmarks. Landmarks
are perceived from a large distance except if there is an
obstacle between them and the agent. That the reason why the
localization system relies on them. In a real robotic context,
the visual process must be able to detect these landmarks on
its own, but here we assume this is already performed.

Fig. 4. The simulator

The architecture use a synchronous communication pro-
tocol. At each simulation time step, the java server send to
every agent a message that contains the set of perceptions
corresponding to its position. To enhance the simulation
speed, these perceptions are calculated in advance for each
square. They are composed of a set of perceived landmarks,
obstacles and source associated each with the angle made
with a virtual north used as a reference. These data are
completed with the set of the others agents located in the
perception scope, associated with their emotional signature
and their angle with the north. These sets of localized infor-
mations are the only data used by the agents. As described in
previous section, the azimuth of the landmarks are sufficient
to generate a cognitive map of the environment in the shape
of a graph. The global decision process produced an elected
action that is sent back to the server. As this is a synchronous
protocol, the server wait all the agents have sent their action
message before sending next perceptions messages. Once the
server received all the actions, it displays the new positions,
computes the agents perceived from each position and then
send the next perceptions.

To complete the description, it can be added that, first,
dynamic sources are also managed by the server. A source
can thus have a limited capacity and disappear once it is
empty. The server then generate a new one at a randomly
chosen location. This kind of simulations emphasizes how an
organization already shaped can accomplish the exploration
task, and how it adapts to the new locations. But, the results

presented here are not concerned with this property. Second,
it is also possible to view an agent cognitive map and its
activity through a GUI.

The outcomes of a simulations are log files that allow to
complete a visual appraisal of the global behavior of the
population (individual motivational states are also displayed
through agents color). These files contain the internal states
of every agent at each simulation time step. The results
presented here are based on the analyze of them.

The analysis of the simulations seeks to illustrate the
reliability and adaptability of the model. Therefore, it only
shows the survival rate and the amount of movement in
different types of situation. These results are then compared
with two other kinds of agent: reactive and initial. Reactive
agents are endowed with navigation abilities but with no
imitation behavior. Initial agents constitute the starting point
of our study. Their imitation behavior is not a need but
rather a basic behavior of integrated into a subsumption
architecture. This basic behavior in particular enhanced the
survival rate of a population of agents with great adaptability
and scalability[23]. Agents following the model presented
in this paper are called Maslow agents. In addition, the
field of perception was given a very low value. Results
presented here only aimed to validate the Maslow model,
but don’t constitute a detailed analysis of the resulting self-
organization. However, they prove a real improvement in
cooperation.

B. Survival rate

Maslow agents were tested with a different density of
sources and a different density of populations.

Type Size of population
of agents 5 10 30 100
Reactives 58.0% 58.0% 58.0% 58.0%
Initials 66.0% 75.5% 90.9% 98.7%
Maslow 91.5% 98.0% 100% 100%

TABLE I
SURVIVAL RATE IN AN ENVIRONMENT ENDOWED WITH 3 SOURCES

Type Size of population
of agents 5 10 30 100
Reactives 76% 76% 76% 76%
Initials 100% 100% 100% 100%
Maslow 100% 100% 100% 100%

TABLE II
SURVIVAL RATE IN AN ENVIRONMENT ENDOWED WITH 6 SOURCES

These experiments (table I and table II) showed a real
enhancement of the global survival rate even with a very
small population of five agents wherein communications are
not frequent. Conversely, a high density of agents isn’t a
problem despite the number of potential meeting locations
become high. In fact, the number of meeting location and



its dynamic will the point that we’ll focuse on. It constitutes
a crucial point concerning the global resulting organization
shape. Simple modifications seem to produce an interesting
variability in outcoming organization. At present, the model
described here strives for a centralized organization, but a
more precise study is in progress. Obviously reactive agents
are not impacted by the population size since there is no
interactions between them.

C. Quantity of movements

Type Size of population
of agents 5 10 30 100
Reactives 365 365 80 399
Initials 363 369 380 400
Maslow 316 293 273 261

TABLE III
QUANTITY OF MOVEMENTS IN AN ENVIRONMENT WITH 3

SOURCES(PIXELS PER TIME STEP)

Type Size of population
of agents 5 10 30 100
Ractives 355 365 369 399
Initials 357 358 367 388
Maslow 317 289 254 245

TABLE IV
QUANTITY OF MOVEMENTS IN AN ENVIRONMENT WITH 6

SOURCES(PIXELS PER TIME STEP)

A significant gain in average movement (table III and ta-
ble IV) of between 20% and 40% depending on the situation
was observed. In addition, the model showed good adaptation
abilities since this gain increased with the population density.
This is consistent with the fact that a smaller proportion
of the population is needed to explore the environment.
More precisely, the observed phennomenon is an increase
of the number of waiting situations since the primary needs
are quickly satisfied. Waitings produce clustering of agents
and are the mechanism that contribute to keep a meeting
point alive. Thus agents arriving in one of these locations
have, first, a higher probability to learn this place as a
meeting point, and second, are quickly teached by the waiting
agents. The waiting basic behavior strongly impacts the
organizational dynamic by reinforcing the locations where
interactions have a high likelihood to happend. Moreover
this behavior reduces the use of power in a robotic context.

D. Diffusion of information in terms of density of population

Lastly, the collective level of knowledge was taken into
account. To this end, the percentage of the population that
knew all the sources in the environment was measured and
its evolution compared for different population densities.

Knowledge propagation increases with the density of
population. Despite the impact of density, communication

Fig. 5. Diffusion of information function of density of population

frequency plays the main role in the control of this dynamic.
This frequency depends greatly on the social needs that are
settable. Future study may lead to the optimisation of differ-
ent social parameters depending on the situation, knowing
that high communication frequency reduces exploration but
increase the information diffusion.

V. CONCLUSIONS AND FUTURE WORKS

Based on a synthesis of different recent research projects
dealing with the study of emotions and imitation, we have
proposed a holistic approach to the implementation of imi-
tation in autonomous agents. The tests we conducted show
that our modelling approach, which uses recent advances in
neuroscience, has successfully increased the robot coopera-
tion efficiency. Our architecture permits a simple and scalable
model of agent. These developments should prove usefull in
applications such as swarm piloting, data mining or ad-hoc
networks. Some organizational analysis is presently being
carried out to determine the optimal parameters for a given
situation and the different shapes of resulting organizations.
A real robotic implementation is currently also in progress
in order to validate the model’s reliability in real constraints.
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